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ABSTRACT

The Bern3D coupled three-dimensional dynamical ocean–energy balance atmosphere model is introduced

and the atmospheric component is discussed in detail. The model is of reduced complexity, developed to

perform extensive sensitivity studies and ensemble simulations extending over several glacial–interglacial

cycles. On large space scales, the modern steady state of the model compares well with observations. In a first

application, several 800 000-yr simulations with prescribed orbital, greenhouse gas, and ice sheet forcings are

performed. The model shows an increase of Atlantic meridional overturning circulation strength at glacial

inceptions followed by a decrease throughout the glaciation and ending in a circulation at glacial maxima that

is weaker than at present. The sensitivity of ocean temperature to atmospheric temperature, Atlantic meridional

overturning circulation (AMOC), and Antarctic bottom water (AABW) strength is analyzed at 23 locations. In

a second application the climate sensitivities of the modern and of the Last Glacial Maximum (LGM) state are

compared. The temperature rise for a doubling of the CO2 concentration from LGM conditions is 4.38C and thus

notably larger than in the modern case (38C). The relaxation time scale is strongly dependent on the response of

AABW to the CO2 change, since it determines the ventilation of the deep Pacific and Indian Ocean.

1. Introduction

With increasing computer power, the realism of cli-

mate models could be increased and thus models have

become more complex. Spatial resolution has been re-

fined to better resolve small-scale phenomena, and more

processes have been included. Nonetheless, computer

power still limits the most complex type of models, the

coupled atmosphere–ocean general circulation models

(AOGCMs), from permitting simulations exceeding a

few hundred years [e.g., the National Center for At-

mospheric Research (NCAR) Community Climate

System Model (CCSM; Collins et al. 2006) and third

climate configuration of the Met Office Unified Model

(HadCM3; Gordon et al. 2000)]. At the time of writing,

Liu et al. (2009) have presented the longest simulations

with an AOGCM of almost 8 kyr (1 kyr 5 1000 yr) using

CCSM3. Otherwise, for simulations on a multimillenial

time scale, so-called earth system models of intermediate

complexity (EMICs) have been built. They are typically

based on simplified physics and parameterizations of a

larger number of processes [e.g., the Bern2.5D global

model (Stocker et al. 1992), the University of Victoria

(UVic) earth system climate model (Weaver et al. 2001),

ECBilt-CLIO (Goosse et al. 2005), the Climate and

Bisphere Model version 3a (Climber3a) (Montoya et al.

2005), and the Grid Enabled Integrated Earth system

model (GENIE) (Edwards and Marsh 2005)].

To the present day, only few model simulations have

been done spanning more than one glacial cycle of ap-

proximately 100 000 years. Those studies used models

with zonally averaged ocean basins (Tuenter et al. 2005)

or with a three-dimensional atmosphere but a slab ocean

component and accelerated variations of the orbital

configuration (Jackson and Broccoli 2003). Here we

present a very cost-efficient coupled three-dimensional

dynamical ocean–energy balance atmosphere interme-

diate complexity model, which permits simulations on

glacial-to-interglacial time scales. Currently 50 000 model

years per day can be run on a single personal computer

CPU. With this, the model is considerably more efficient

than most three-dimensional EMICs. Thus, extensive

long time-scale parameter sensitivity studies or ensemble
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simulations become feasible. Because the model also in-

cludes a prognostic formulation of the carbon cycle and

a palette of other tracers, it is a powerful tool for com-

prehensive paleoceanographic model studies.

In this paper, we introduce the atmospheric component

of the coupled model in detail, present the modern steady

state of the coupled ocean–atmosphere model, and per-

form several coupled 800 000-yr simulations with pre-

scribed orbital, greenhouse gas, and ice sheet forcings.

2. Model description

a. The ocean model component

The Bern3D ocean component is a seasonally forced

three-dimensional frictional geostrophic global ocean

model with coarse spatial resolution. It consists of 36 3

36 grid boxes in the horizontal direction and 32 vertical

layers. The year is divided into 48 time steps, corre-

sponding to about a week per time step. It is based on the

ocean model of Edwards et al. (1998) and described in

detail by Müller et al. (2006). A new feature is the pos-

sibility of barotropic flow around the American conti-

nent and Australia. In the modern control state, there is

0.5 Sv (1 Sv 5 106 m3 s21) northward flow through the

Bering Strait and 23 Sv Indonesian Throughflow from

the Pacific to the Indian Ocean. In ocean-only simulations,

the model is run under restoring surface boundary con-

ditions for temperature and salinity. Temperature fields

are taken from Levitus and Boyer (1994) and salinity

fields from Levitus et al. (1994). The model also contains

a prognostic carbon cycle (Parekh et al. 2008; Tschumi

et al. 2008). The Bern3D ocean component has been

used for a range of applications (Gerber and Joos 2010;

Gerber et al. 2009; Ritz et al. 2008; Parekh et al. 2008;

Tschumi et al. 2008; Müller et al. 2008; Siddall et al.

2007; Muscheler et al. 2007).

b. The energy balance model of the atmosphere

The single-layer energy balance is described in spher-

ical coordinates using u 2 f0; 2pg for the longitude and

q 2 f2p/2; p/2g for the latitude and is similar to the

model described by Weaver et al. (2001). The spatial and

temporal resolutions are equal to the resolution of the

ocean model. Notation and values of the model param-

eters are given in Table 1. Depth-integrated horizontal

heat fluxes are parameterized in terms of eddy-diffusive

fluxes with uniform zonal, Ku, and meridional, Kq, dif-

fusivities. The vertical energy fluxes consist of shortwave

(sw) and longwave (lw) fluxes at the top of the atmo-

sphere (TOA) and across the atmosphere–ocean (AO),

atmosphere–sea ice (AI), and atmosphere–land (AL)

boundaries, respectively:

h
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›
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sw � FTOA
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1

�FAO
total 1 L

y
r

o
(P� EAO); over ocean

�FAI
total 1 L

s
r

o
(P� EAI); over sea ice

�FAL
total 1 L

y
r

o
P; over land ,

8><>: (1)

where Ta is the atmospheric temperature. For model

stability reasons, horizontal advective transport is not

taken into account. The fluxes FAO
total, FAI

total, and FAL
total at

the bottom of the atmosphere (BOA) are the heat gains

of the ice-free ocean, sea ice, and land surface, respec-

tively. They are separated into a shortwave and long-

wave radiation term, a sensible heat flux, and a latent

heat flux term:

FAO
total 5 FBOA

sw � s«
o
T4

o 1 s«
a
T4

a 1 FAO
sh � L

y
r

o
EAO,

(2)

FAI
total 5 FBOA

sw � s«
o
T4

i 1 s«
a
T4

a 1 FAI
sh � L

s
r

o
EAI (3)

(the emissivities of water and ice are very similar for in-

frared wavelengths), and

FAL
total 5 FBOA

sw � s«
l
T4

l 1 s«
a
T4

a 1 FAL
sh , (4)

where To is the surface ocean temperature, Ti the sur-

face sea ice temperature, and Tl the surface temperature

over land. Note that since evaporation is included in

FAO
total and in FAI

total, it needs to be subtracted in Eq. (1). In

this version, water is not stored on land, and therefore

evaporation is zero on land boxes. Land temperatures

are calculated by solving

r
l
c

p,l
h

l

›T
l

›t
5 FAL

total. (5)

The land surface scale height hl is chosen to be 2 m.

This corresponds to the depth to which temperature is

affected by seasonality (Hartmann 1994). For reasons
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of simplicity, except for Antarctica (AA), the param-

eters for the land surface are chosen to be global and

correspond to sandy, saturated soil (Martin 2002). For

Antarctica, cAA
p,l 5 2100 J kg�1 K21. These choices help

to decrease atmospheric temperature seasonality in

this region.

Incoming solar radiation FTOA
sw is calculated following

the algorithm of Berger (1978). A parameterization of

Bintanja (1996) determines how much of the incoming

radiation is transmitted through the atmosphere to the

bottom of the atmosphere (FBOA
sw ), how much of it is

reflected back into space (Fup
sw), and how much is ab-

sorbed by the atmosphere:

FBOA
sw 5 [1� a(u, q, n)] [1� j(q, n)]Fdown

cl 1 jFdown
ov

� �
,

(6)

where Fdown
cl and Fdown

ov are the radiation fluxes trans-

mitted through the atmosphere for clear-sky and overcast

conditions, respectively; j(q, n) denotes the zonally av-

eraged fractional cloud amount climatology taken from

the 40-yr European Centre for Medium-Range Weather

Forecasts (ECMWF) Re-Analysis (ERA-40), with n be-

ing the model time step within a year; and a(u, q, n)

denotes the surface albedo. Analogously,

Fup
sw 5 [1� j(q, n)]F

up
cl 1 jFup

ov. (7)

Here Fdown
cl , Fdown

ov , F
up
cl , and Fup

ov include approximations for

the absorptive and reflective properties of the atmospheric

constituents, the solar zenith angle and the surface elevation

[taken from 5-minute gridded elevations/bathymetry for

the world (ETOPO5); see http://www.ngdc.noaa.gov/mgg/

global/etopo5.html] and are calculated as described by

Bintanja (1996). However, the following change has been

made: In contrast to Bintanja (1996), cloud optical depth

t, a measure of cloud transparency, is not set to a con-

stant value but rather depends on the liquid water path,

TABLE 1. Parameter values for energy and moisture transport in the atmosphere and for the sea ice model.

Parameter Value Description

ha 8194 m Atmospheric scale height for temperature

hq 1800 m Moisture scale height

hl 2 m Land surface scale height

ra 1.25 kg m23 Reference density of air

ro 1000 kg m23 Reference density of water

rl 2000 kg m23 Reference land density

ri 913 kg m23 Reference density of sea ice

cp,a 1004 J kg21 K21 Specific heat of air

cp,l 1480 J kg21 K21 Land reference specific heat capacity

cp,o 4044 J kg21 K21 Specific heat of seawater under ice

r 6.38 3 106 m Radius of the earth

s 5.67 3 1028 W m22 K24 Stefan–Boltzmann constant

«a 0.85 1 0.1 cos2q Atmospheric emissivity

«o 0.96 Ocean emissivity

«l 0.95 Reference land emissivity (sandy, saturated soil)

S0 1353 W m22 Solar constant

rh,max 0.85 Max. relative humidity

rh,precip 0.7 Relative humidity after precipitation

Ku 1 3 106 m2 s21 Zonal eddy diffusivity

Kq 0.75 3 106(1 1 q 1 p/2
p ) Meridional eddy diffusivity

1 0.875 3 106 cos2q m2 s21

Ku
q 5 3 105 m2 s21 Zonal eddy diffusivity for moisture

Kq
q 5 3 105 m2 s21 Meridional eddy diffusivity for moisture

l 1 W m22 K21 Water vapor feedback parameter

DTct
max 88C Temperature reduction at cloud top when j 5 1

Ki 104 m2 s21 Sea ice diffusion coefficient

Dl 3 W m22 K21 Bulk coefficient for sensible heat on land

Ly 2.5 3 106 J kg21 Latent heat of evaporation

Ls 2.84 3 106 J kg21 Latent heat of sublimation

Lf 3.34 3 105 J kg21 Latent heat of fusion of ice

ch 0.0058 Empirical constant

ut 0.015 m s21 Skin friction velocity at ice–ocean boundary

Icond 2.166 W m21 K21 Thermal conductivity of ice

H0 0.01 m Minimal ice thickness

x 0.33 . . . 0.43 Continental values for fractional runoff; for Africa x 5 0.16, for Antarctica x 5 0.83
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W 5 qarahq, the integrated amount of water in the at-

mospheric column:

log
10

(t) 5 0.3492 1 1.6518 log
e
[log

10
(W/W

0
)], (8)

with W0 5 1 kg m22 (Stephens 1978); qa is the surface

specific humidity. It satisfies a balance equation (see

below).

Following Weaver et al. (2001), the parameterization

for outgoing planetary infrared irradiance for clear-sky

conditions at TOA of Thompson and Warren (1982) is

used and extended by a parameterization for the radi-

ative forcing owing to deviations of atmospheric CO2

concentrations from a reference value. Additionally, a

simplified term for CH4 greenhouse gas forcing is added,

as well as a term representing the water vapor feedback:

FTOA
lw 5 a

1
1 a

2
T

a
1 a

3
T2

a 1 a
4
T3

a � DF
23CO2

ln
pCO

2
(t)

pCO
2,0

� y

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pCH

4
(t)ppb�1

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pCH

4,0
ppb�1

q� �
� lDT

a
,

(9)

where pCO2,0 5 278 ppm is the preindustrial atmospheric

carbon dioxide concentration, DF23CO2 5 5.35 W m22

(Myrhe et al. 1998), pCH4,0 5 700 ppb is the preindustrial

atmospheric methane concentration, and y 5 0.036

W m22 (Shi 1992). The coefficients ai depend on the

relative humidity rh according to

a
i
5 b

1, i
1 b

2,i
r

h
1 b

3,i
r2

h. (10)

The coefficients bj,i are taken from Thompson and

Warren (1982); rh 5 qa/qs(Ta), where qs(Ta) is the sat-

uration specific humidity (explained below). The last

term of Eq. (9) is a very simple approximation for the

water vapor feedback. We define the seasonally de-

pendent temperature deviation from the modern con-

trol state DTa 5 Ta(n, y)� T
CTRL
a (n), where Ta(n, y) is

the global mean atmospheric temperature at model time

step n of year y; T
CTRL

a is the temperature average of a

5-kyr control run. The feedback parameter l is tuned

(l 5 1 W m22 K21) to produce an equilibrium climate

sensitivity (global temperature rise for a doubling of the

atmospheric CO2 content) of 38C for a modern steady

state. It is found that the effect of clouds on the long-

wave radiation needs to be accounted for, especially at

high latitudes, where cloud cover is high compared to

the global mean value. Thus, the following simple pa-

rameterization is implemented into the model: Since for

the presence of clouds the location of emitted longwave

radiation is the cloud-top level instead of the earth’s

surface, the graybody radiation temperature is lower and

thus also the outgoing radiation (Hartmann 1994). There-

fore, we reduce the graybody radiation temperature of

Eq. (9) to

Tct
a 5 T

a
� j � DTct

max, (11)

depending on fractional cloud cover j. Here Ta
ct ex-

presses the temperature at cloud top and DTct
max the

temperature reduction when j 5 1; DTct
max 5 88C is

chosen such that a reasonable global atmospheric tem-

perature is obtained.

Following Weaver et al. (2001), evaporation at the

ocean surface EAO is calculated according to

EAO 5
r

a
C

E
juj

r
o

[q
s
(T

o
)� q

a
], (12)

where juj is the surface wind speed at 10-m height from

ERA-40 reanalysis, and CE 5 CE(u, q, n) is the Dalton

number. It is diagnosed during a 50-yr initialization run

by solving Eq. (12) for CE and using monthly evapora-

tion fields from ERA-40 reanalysis as well as a Ta cli-

matology from ERA-40 and ocean temperatures from

the ocean-only simulation. As proposed by Isemer et al.

(1989), 6.0 3 1025 # CE # 2.19 3 1023. Also, qs(To) is

the saturation specific humidity at the ocean surface (g

water per kg air). It is calculated using the parameteri-

zation of Bolton (1980):

q
s
(T

s
) 5 c

1
exp

c
2
(T

s
� 273:15 K)

c
3

1 T
s
� 273:15 K

� �
, (13)

where c1 5 3.80 g kg21, c2 5 17.67, and c3 5 243.5 K; Ts

is either ocean temperature To or the atmospheric tem-

perature Ta. Sublimation over sea ice EAI is parame-

terized as evaporation [Eq. (12)], except for replacing

surface ocean saturation specific humidity qs(To) by sea

ice surface saturation specific humidity

q
s
(T

i
) 5 c

1
exp

c
4
(T

i
� 273:15 K)

c
5

1 T
i
� 273:15 K

� �
, (14)

where c1 5 3.80 g kg21, c4 5 21.87, and c5 5 265.5 K.

Precipitation occurs when relative humidity rises above

a maximum value rh,max. Precipitation stops when rh is

equal to rh,precip:

P 5

r
a

h
a

r
o

Dt
[q

a
� r

h,precip
q

s
(T

a
)], r

h
. r

h,max

0 , otherwise .

8<: (15)
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A fraction of the precipitation over land is instantly

transported to the ocean as runoff. Its pathway is defined

by a pseudoelevation map: Each land box contains in-

formation about the direction of runoff (north, south,

west, or east). This fraction x is taken from observations

(Hartmann 1994) and is different for every continent.

It ranges from 0.33 to 0.43, except for Africa, where

reevaporation is high (x 5 0.16), and Antarctica, where

the ice sheet is in broad equilibrium and the mass in-

crease by snowfall is compensated by snowmelt and

iceberg calving at the ocean margin (x 5 0.83). The rest,

which in the real world would be stored on land or

reevaporated to the atmosphere, is distributed uni-

formly into every surface ocean box. Note that it would

physically make more sense to redirect (1 2 x) � P back

to the atmosphere, since this is the fraction that is taken

up by the soils and eventually reevaporated. However,

because of the coarse resolution and the parameteri-

zation of the model, a large part of the reevaporated

moisture would be precipitated again in the following

time step. This would strongly increase the atmosphere–

ocean moisture turnover and thus the amount of runoff.

Evaporation and precipitation in m s21 are converted

into a latent heat flux by multiplying the reference density

of water ro and the latent heat of evaporation Ly.

At the atmosphere–ocean and atmosphere–sea ice in-

terface the parameterization of Weaver et al. (2001) for

the sensible heat flux is used:

FAO/AI
sh 5 r

a
C

H
c

p,a
uj j(T

a
� T

s
), (16)

where CH 5 0.94CE is the Stanton number and Ts is

either surface ocean or sea ice temperature. Sensible

heat fluxes over land surface are parameterized as

FAL
sh 5 D

l
(T

a
� T

l
), (17)

using a constant bulk coefficient Dl (Martin 2002).

In contrast to the energy balance Eq. (1), moisture

is transported by diffusion and advection. Meridional

advection is important in the tropical regions where

moisture is transported equator ward by intertropical

convergence (ITC), where precipitation occurs. In a

diffusive-only scheme, moisture would not converge but

diverge in this region. Zonally averaged monthly wind

velocity fields from ERA-40 reanalysis are applied (note

that zonally resolved winds would lead to convergence

in various boxes in the mid and high latitudes and thus,

as a direct effect, to an unrealistically high amount of

precipitation. These boxes negatively affect the state of

the model. In the three-dimensional real world, con-

vergence only leads to precipitation when the rising air

masses cool sufficiently). The wind fields are vertically

density weighted and averaged up to the moisture scale

height. The vertical fluxes are given by evaporation and

precipitation. The moisture balance equation is formu-

lated as follows:

›
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r
a
h

q

(E� P). (18)

Eddy diffusivities Ku
q and Kq

q are assumed to be globally

constant.

The sea ice model component is based on work by

Semtner (1976) and Hibler (1979) and is similar to the

sea ice model of Edwards and Marsh (2005). The model

determines three variables: fractional sea ice area Ai, ice

thickness Hi, and surface sea ice temperature Ti. Note

that Hi is averaged over the ice and the open-ocean

fractions. Ice dynamics are kept very simple: Ice flows

with the surface ocean currents, and processes induced

by horizontal gradients are parameterized by diffusion

with a diffusivity Ki.

Vertical heat fluxes are separated into the atmosphere–

ocean heat flux across ice-free areas, FAO
total [Eq. (2)], the

atmosphere–ice heat flux across ice-covered areas, FAI
total

[Eq. (3)], and the ice-ocean heat flux

FIO 5 c
h

u
t
(T

f
� T

o
)r

o
c

p,o
, (19)

which brings To back to the freezing temperature Tf by

either melting or growing ice. Note that Tf is salinity

dependent and is parameterized as

T
f
(S) 5 273.15 K � (3.0 1 52.75S 1 0.04S2

1 0.0004S3) 3 10�3 K (20)

(Doronin and Kheisin 1977). Also, ut is the skin friction

velocity at the ice–ocean boundary, and ch is an empir-

ical constant after McPhee (1992). The parameter values

are given in Table 1. The total heat flux from the at-

mosphere is FBOA
total 5 (1�Ai) FAO

total 1 Ai FAI
total, where Ai

is the ice-cover fraction.

Fractional ice area satisfies a balance equation that

consists of a horizontal flow term, an ice area production

term, and an ice area destruction term. The ice produced

in the open-ocean area is uniformly spread using a min-

imal thickness H0. In the ice area destruction term, the ice
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is assumed to be distributed uniformly between height

0 and 2Hi/Ai over the ice-covered fraction Ai (Fig. 1).

Following simple intercept theorems, the formed open-

ocean fraction dAi can be derived from

2H
i
/A

i

A
i

5
dH

i

dA
i

, (21)

where dHi is the thickness of the melted ice layer.

Hence,

dA
i

dt
5

A2
i

2H
i

dH
i

dt
. (22)

Thus, fractional sea ice area is calculated by solving the

following equation:
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Similarly,
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5 (1�A

i
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L
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� E
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o

r
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(24)

If the new ice thickness is smaller than a minimal ice

thickness H0, then Hi and Ai are set to zero. The surface

temperature of the ice is calculated by equating the ra-

diative incoming heat flux with the conductive heat flux

through the ice, thus assuming a linear temperature profile

within the ice:

FAI
total 1

I
cond

H
i

(T
f
� T

i
) 5 0, (25)

where Icond is the thermal conductivity of ice. In the

model, Ti 5 min(Ti, Tf).

A very simple parameterization for ocean and sea ice

albedo is used:

a 5 0.06 1 0.74A
i
. (26)

The coefficients are chosen to match values of ice-free

and fully ice-covered ocean areas of the Kukla and

Robinson (1980) ocean–sea ice–albedo climatology.

Over land, the zonally averaged land–albedo clima-

tology of Kukla and Robinson (1980) is used.

Note that the presence of sea ice requires the sensible

heat flux Fsh and evaporation E to be separated into an

ice-covered and an open-ocean fraction. Finally, the

heat flux into the ocean is calculated as

FO
Heat 5 (1 � A

i
) max(FIO, FAO

total) 1 A
i
FIO 1 Q

m
.

(27)

As in Eq. (23), ice is formed over the open-ocean frac-

tion when FIO . FAO
total. In this case the released heat of

fusion (FIO � FAO
total) is considered in the first term of

Eq. (27). Also, Qm is the heat of fusion of the additional

amount of meltwater that is added to the ocean when the

ice thickness falls below the minimal thickness (Hi , H0

but in the previous time step Hi,t2Dt . 0). The freshwater

flux is calculated as

FO
Fw 5 P 1 R� (1�A

i
)E� A

i

FIO � FAI
total

r
i
L

f

"

1 (1�A
i
) max 0,
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r
i
L

f

 !#
r

i

r
o

1
Q

m

L
f
r

o

,

(28)

where R is runoff and Qm/(Lfro) is the additional amount

of freshwater added to the ocean when Hi , H0 but

Hi,t2Dt . 0. In the model, not freshwater but salt is added

and taken out of the ocean, respectively: FO
Salt 5 �S

ref
FO

Fw,

with Sref 5 34.78 psu being a reference salinity for the

surface ocean.

Because of the absence of dynamics in the atmo-

sphere, an Atlantic-to-Pacific freshwater flux (Zaucker

et al. 1994) must be prescribed. We apply 0.17 Sv to

FIG. 1. Outline of how sea ice is distributed for the ice-melting

term in Eq. (23); Ai is the ice-covered fraction of the box, Hi the

height of the ice, dHi the melted ice layer, and dAi the ice fraction

that is melted away.
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increase the strength of the Atlantic meridional over-

turning circulation (AMOC). The freshwater is taken

from the North Atlantic from the 308 to 718N basin and

distributed into the North Pacific from 468 to 718N.

An additional freshwater flux out of the ocean is ap-

plied to the Ross Sea and the Weddell Sea (two boxes

each) in order to stimulate deep water formation in

these regions. This correction is due to the fact that the

small-scale processes in these regions are not resolved

by the model. We apply a flux of 0.2 Sv divided into

these four boxes. This flux correction is compensated

by adding the same freshwater amount to the remaining

ocean boxes around Antarctica (638–718S).

The horizontal transport term in the energy and mois-

ture balance Eqs. (1) and (18) is solved implicitly. Thus,

the time step for the energy balance model (EBM) can

be chosen equal to the ocean time step. Since the ve-

locities and diffusivities in Eqs. (1) and (18) do not vary

interannually, the linear systems of equations need to be

inverted only during the first year of every simulation.

This makes the EBM very efficient. Since the sea ice

has low flow speeds and diffusion, it is not solved im-

plicitly. We halved the time step for the land temperature

[Eq. (5)] for numerical stability reasons. Equation (25)

cannot be solved analytically. Note that Ti
4 is linearized

and discretized using a first-order Taylor approximation

so that T4
i,t 5�3T4

i,t�Dt 1 4T3
i,t�Dt T

i,t
, where Ti,t2Dt is the

temperature at the previous time step.

Atmospheric temperature values of the boxes closest

to the poles (poleward of 718) are averaged longitudi-

nally after every time step to increase numerical stabil-

ity. The discretization schemes Euler forward, centered

differences, and variable upwind (for zonal advection)

are used.

3. Present-day simulations

a. Ocean

The parameters described in the model section—

particularly the relative humidity after precipitation

rh,precip, zonal and meridional eddy diffusivities Ku and

Kq, the temperature reduction at cloud top for over-

cast conditions DTct
max, the Dalton number CE, and the

freshwater correction fluxes from the North Atlantic to

the Pacific and in the Ross and Weddell Seas—have been

tuned such that a good representation of the modern

climate is achieved. The model tuning was done on the

basis of observational fields and Taylor diagrams. Special

emphasis was placed on atmospheric and surface ocean

temperature, sea surface salinity, sea ice cover, Atlantic

and Pacific zonal mean temperature, salinity, and radio-

carbon concentration. Global relative standard deviations

and correlations between the mentioned quantities and

observations were calculated and optimized.

A steady state of the coupled atmosphere–ocean

model is obtained by spinning up the ocean-only model

for 10 kyr, followed by a 50-yr EBM initialization run,

where evaporation patterns of ERA-40 reanalysis are

approached by diagnosing the Dalton number CE sea-

sonally at every grid point. Finally, ocean and atmo-

sphere are coupled and a follow-on 10-kyr spinup is

performed. The result is a stable and steady model state:

Global mean net TOA radiation fluxes converge to zero.

The 100-yr average of globally integrated radiation

fluxes at TOA is 0.005 PW, which corresponds to an

average flux of 0.010 W m22.

The modern steady-state annual mean overturning cir-

culation of the Atlantic and Pacific basin and of the

global ocean are shown in Fig. 2. North Atlantic Deep

Water (NADW) reaches down to 3–4-km depth before

flowing southward. Because of the coarse resolution of

the model, NADW is formed south of Greenland, one

box row south of the Greenland–Iceland–Norwegian

(GIN) Seas, where deep water should be formed. The

AMOC strength with a maximum of approximately 14 Sv

is low compared to other models (Randall et al. 2007).

Observations of the Atlantic radiocarbon content (Key

et al. 2004) are, however, consistent with the AMOC

strength (Fig. 3). The global overturning shows the

Southern Ocean overturning cell with a strength of ap-

proximately 18 Sv. Again, this strength leads to a deep

Pacific radiocarbon concentration that compares well

with the observations (Fig. 4).

Zonally and annually averaged latitude–depth plots of

ocean temperature, salinity, radiocarbon, and phosphate

distributions are shown for the Atlantic (Fig. 3) and for

the Pacific (Fig. 4). Atlantic temperatures agree well with

observations of Levitus and Boyer (1994). The Pacific

below 1-km depth is about 18C too cold. The salinity fields

in both Atlantic and Pacific are too fresh at the surface

and too salty at depth. This deficiency is possibly linked

to the distribution and thus to the parameterization of

evaporation and precipitation in the atmosphere.

Besides radiocarbon, constraints on the state of the

overturning circulation can be inferred from distribu-

tions of nutrients and other biogeochemical tracers.

Therefore, the model is run with the prognostic carbon

cycle, allowing us to compare the model output to ob-

servations from the World Ocean Atlas 2001 (WOA01;

Conkright et al. 2002) for phosphate and silicate, and the

Global Data Analysis Project (GLODAP) data (Key

et al. 2004) for dissolved inorganic carbon, alkalinity,

and chlorofluorocarbon (CFC-11). The modeled phos-

phate distribution is in fair agreement with the obser-

vations. The largest deficiencies are found in the Pacific,
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