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Abstract

Rosetta has detected water ice existing on the surface of Comet 67P/Churyumov-Gerasimenko in various types of features. One of particular interest is the frost-like layer observed at the edge of receding shadows during the whole mission, interpreted as the recondensation of a thin layer of water ice. Two possible mechanisms, (1) subsurface ice sublimation and (2) gas coma deposition, have been proposed for producing this recondensation process and diurnal cycles of water ice. Previous studies have demonstrated both mechanisms based on simplified models. More precise and modern models are yet insufficient when addressing the gas-coma-deposition mechanism. We aim to study the recondensation from the inner water gas coma of the 67P/Churyumov-Gerasimenko with more physical constraints including the OSIRIS images, nucleus shape model, and insolation conditions. We compute, for the first time, the backflux distributions from the coma with various boundary conditions. Numerical simulations of this gas-coma-deposition process show that the equivalent water ice deposition can be up to several microns in an hour of accumulation time close to the perihelion passage, which is comparable with the simulation results of the other subsurface-ice sublimation mechanism.
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1 Introduction

Comets are rich in volatile ices and their sublimation leads to what we observe as cometary activity. Water seems to dominate in coma yet all observed comet nuclei have dark appearance, and only a limited amount of water ice has been detected on some cometary surfaces [Sunshine et al., 2006; Groussin et al., 2013; Oklay et al., 2016]. With in-situ and long-term observations made by Rosetta, water ice has been identified in small patches or bright spots on the surface of Comet 67P/Churyumov-Gerasimenko [Filacchione et al., 2016; Pommerol et al., 2015; De Sanctis et al., 2015]. Furthermore, thin frosts sublimating close to receding shadows have also been observed [De Sanctis et al., 2015; Fornasier et al., 2016]. De Sanctis et al. [2015] have proposed diurnal cycles of water ice with two possible mechanisms to produce observed ice on the surface: (1) ice sublimation from the subsurface layer condensing in the uppermost layer after sunset, or (2) the backflux from the inner coma depositing on the cold area. Prialnik et al. [2008] first used 1D numerical modeling to explore the subsurface ice sublimation process which may explain the outbursts from Comet 9P/Tempel 1. Their results show that, given an active area covered by a thin, porous and poorly conducting dust layer, the ice accumulates on the unilluminated surface (nightside). As time goes by, the accumulation increases, peaks and immediately vanishes soon after sunrise. This mechanism has been widely accepted and adopted by many recent works about Comet 67P/Churyumov-Gerasimenko [e.g., De Sanctis et al., 2015; Fornasier et al., 2016; Filacchione et al., 2016]. The modeling of coma recondensation, on the other hand, has not been extensively explored. Most studies consider coma recondensation mainly for thermo-physical models of the nucleus because the recondensing gas molecules may heat the surface by releasing the latent energy [Crifo, 1987; Tancredi et al., 1994; Davidsson and Skorov, 2004]. Crifo et al. [2003] found coma recondensation possible on the sunlit flanks of a cavity when they investigated the structure of the near-nucleus coma. Rubin et al. [2014] examined the mass transport around the nucleus by modeling the recondensation on the shadowy parts of the nucleus surface. Their simplified models show that the transported mass can be up to a few percent of the total produced mass, and this mass can condense and accumulate on the unilluminated areas. Although the gas coma deposition mechanism has been studied, more precise and modern models for simulation and comparison with observational
results are still not available. Our aim therefore is twofold. First, we compute the backflux distributions from the water gas coma onto the nucleus surface for a variety of initial boundary conditions. Second, we compute the recondensation applicable to Rosetta measurements. The kinetic approach Direct Simulation Monte Carlo (DSMC) [Bird, 1994] has been adopted for simulating the cometary outgassing in the vicinity of the nucleus. The code used in this study, PDSC++ [Su, 2013], is the successor of PDSC (Parallel Direct Simulation Monte Carlo) [Wu et al., 2004] and is capable of multi-dimensional flow-field simulation as well as the backflux calculation. It has been proven flexible and useful for studying gas comae under different circumstances [Finklenburg et al., 2014; Liao et al., 2016; Marschall et al., 2016].

The remainder of the paper is organized as follows. Section 2 describes the models and the boundary conditions with the intrinsic physical assumptions, and then illustrates the simulation results corresponding to different test cases. Section 3 presents observational results from Rosetta (based on previous work) that are introduced as additional physical constraints to the models. Uncertainties associated with the models and applicable interpretations of the observations are discussed in Section 4. Finally, Section 5 summarizes and concludes the results.

2 Initial Computations: Models and Results

We start by looking at the relationship between the input boundary conditions and the resulting backflux distributions. To do this, we design several test cases and employ physical models of Comet 67P/Churyumov-Gerasimenko (abbreviated as 67P hereafter) but with simple or general assumptions. We have built an unstructured grid (which defines as a grid with tetrahedral cells) consisting of the nucleus of 67P and the surrounding coma region. The nucleus shape is based on the SHAP2 model released by ESA with a surface area of 39.25 km² [Jorda et al., 2016]. The simulation domain extends out to 10 km from the center of the nucleus. A 1D thermal model which simply balances solar input against grey body radiation and sublimation is applied to each facet of the shape model. Thermal conductivity into the interior is ignored. The activity is assumed single species - H₂O - outgassing. The nucleus surface is set to be 100% absorbing, i.e., molecules
which scatter back to the surface would be removed from calculation. Details and discussion of the input physics can be found in Liao et al. [2016].

Table 2.1 The input parameters in test cases. The outgassing forms (insolation-driven; inhomogenous; “measles”), the water gas production rate $Q$ (kg/s), and the heliocentric distance $r_H$ (AU) are given.

*

Inferred from Hansen et al. (2016).

<table>
<thead>
<tr>
<th>Case</th>
<th>Outgassing form</th>
<th>$Q$ [kg/s]</th>
<th>$r_H$ [AU]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Insolation-driven</td>
<td>1.25</td>
<td>3.4</td>
</tr>
<tr>
<td>2</td>
<td>Inhomogeneous</td>
<td>1.50</td>
<td>3.4</td>
</tr>
<tr>
<td>3</td>
<td>Insolation-driven</td>
<td>19.4</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>Inhomogeneous: Measles (50%)</td>
<td>1.27</td>
<td>3.4</td>
</tr>
<tr>
<td>5</td>
<td>Inhomogeneous: Measles (20%)</td>
<td>1.25</td>
<td>3.4</td>
</tr>
<tr>
<td>6</td>
<td>Inhomogeneous: Measles (2%)</td>
<td>1.26</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Table 2.1 displays the different test cases (indicated as Case 1 to 6) with their input parameters. Fig. 2.1 presents the initial boundary conditions of all cases. We define three outgassing forms: insolation-driven, inhomogeneous and measles. For the insolation-driven outgassing, the thermal model mentioned above has been run to compute the production rate from each facet and it is here assumed that the whole nucleus is potentially active. For the inhomogeneous case, an activity pattern has been constructed. We use as a basis, the insolation-driven case result but numerically restrict outgassing to specific areas on the surface which we define in an ad hoc manner. The area definition has been chosen to test various effects within one model run. The “Measles” cases (illustrated as Fig. 2.1d - f) serve as variations of the inhomogeneity of activity. The idea [Liao et al., 2016] is to limit the active areas to smaller regions but boosting their activity to keep the production rate constant. More information of the Measles model can be found in the appendix. We compute the total production rates for the inhomogeneous (Case 2) and the Measles (Case 4 - 6) in an ad hoc manner to keep them comparable to the one of the pre-perihelion, insolation-driven case (Case 1).
Fig. 2.1 Initial surface production rate distributions of (a) Case 0, (b) Case 1, (c) Case 2, (d) Case 3, (e) Case 4, and (f) Case 5. The direction of the sun is indicated in the schematic view between the plots (a) and (b).
Fig. 2.2 Backflux distributions of (a) Case 0, (b) Case 1, (c) Case 2, (d) Case 3, (e) Case 4, and (f) Case 5.
Fig 2.2 shows the backflux distributions as the simulation results. The backflux is output originally with the unit kg/m$^2$/s in the code and then transformed into the mass flux with the unit g/s by multiplying by the facet area. For all cases, the backflux is more significant above the dayside than the nightside, as shown in Fig. 2.2. In particular, the backflux is most evident near the active areas and the regions in their vicinity. This is best demonstrated by Case 6 (Fig. 2.2f) with the extreme “measles” outgassing scenario. This is expected since the gas particles are scattered back to the surface through intermolecular collisions, and sufficient numbers of collisions can be ensured by the active areas with high production rates. The backflux also gathers within and around the neck region, which can be seen in Fig. 2.2a – e, as a result of the topography of the comet. The large cavity of the neck may lead the outgassing from active areas impact and condensate on nearby non-active areas [De Sanctis et al., 2015]. The comparisons between the initial production rate distributions (Fig. 2.1a – e) and the backflux distributions (Fig. 2.2a – e) clearly show that some of the produced mass may transport and deposit on the unilluminated areas on the dayside. The recondensation on the nightside, on the other hand, is very limited.

As the cases above perform possible global recondensational scenarios, two additional simulations, Case 1a and Case 1b, are designed to verify local recondensational results. Both cases are set up with a 100% reflecting surface. Note that the “reflecting” here only applies to gas molecules in simulation and does not involve other physical parameters such as surface albedo. Yet 7 facets from different regions (head, body, and neck) on the cometary surface are chosen to be absorptive. The head, the body and the neck are designated based on the x coordinate, and the absorbing facets are randomly selected from the unilluminated facets among the three parts. For Case 1a, the initial boundary conditions of Case 1 (Fig. 2.1a) are used. In Case 1b, the production rate is increased by 2 orders of magnitude higher (125 kg/s) compared to that of Case 1a, which implies a small heliocentric distance close to the perihelion passage (~1.4 AU) in the outgassing simulation. The other boundary conditions of the two cases remain the same. The locations of each absorbing facet are illustrated in Fig. 2.3.
Fig. 2.3 The 7 absorbing facets on the surface of 67P as marked in the color yellow. The parameter “U-Vel” only serves as the indication of absorbing facets.

Table 2.2 Information of the absorbing facets. The location (region and Cartesian coordinate), the area $A$ ($m^2$), the backflux (mg/s) and the ice depth (µm) corresponding to the two cases ($Q = 1.25$ kg/s for Case 1a and $Q = 125$ kg/s for Case 1b) are given.

<table>
<thead>
<tr>
<th>Location</th>
<th>$A$ [m$^2$]</th>
<th>Backflux [mg/s]</th>
<th>Ice Depth [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Case 1a</td>
<td>Case 1b</td>
<td>Case 1a</td>
</tr>
<tr>
<td>1/ Head</td>
<td>201.2</td>
<td>0.050 ±0.019</td>
<td>7.443 ±3.8E-4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±0.883 ±0.042</td>
<td>±0.001 ±0.062</td>
</tr>
<tr>
<td>2/ Head</td>
<td>127.3</td>
<td>1.147 ±0.042</td>
<td>105.3 ±2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±2.1 ±0.042</td>
<td>±0.001 ±0.062</td>
</tr>
<tr>
<td>3/ Neck</td>
<td>237.4</td>
<td>4.997 ±0.151</td>
<td>430.4 ±3.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±3.8 ±0.042</td>
<td>±0.001 ±0.061</td>
</tr>
<tr>
<td>4/ Neck</td>
<td>162.6</td>
<td>2.613 ±0.198</td>
<td>181.7 ±4.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±4.8 ±0.198</td>
<td>±0.005 ±0.113</td>
</tr>
<tr>
<td>5/ Neck</td>
<td>14.43</td>
<td>0.014 ±0.005</td>
<td>0.986 ±0.391</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±0.391 ±0.005</td>
<td>±0.001 ±0.104</td>
</tr>
<tr>
<td>6/ Body</td>
<td>250.4</td>
<td>0.002 ±0.003</td>
<td>0.418 ±0.137</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±0.137 ±0.003</td>
<td>±4.2E-5 ±0.002</td>
</tr>
<tr>
<td>7/ Body</td>
<td>212.3</td>
<td>0.011 ±0.006</td>
<td>0.777 ±0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>±0.052 ±0.006</td>
<td>±1.1E-4 ±0.001</td>
</tr>
</tbody>
</table>
Table 4.5 displays the location, size, backflux and ice depth of all absorbing facets as results. The calculation of the ice depth involves two simple assumptions: (1) the backflux is constant over time, and (2) the backflux condensates as the ice deposition on the surface. We assume, conservatively, the accumulating time of 1 hour. The volume of the ice deposition can then be obtained, and the ice depth can be determined for each facet. All facets present some certain amounts of backflux in both cases. The backflux of Case 1b is in general 2 orders of magnitude larger than the one of Case 1a. Both cases show more water deposition in the neck region. For Case 1b, the ice depths of the facets in the neck region can come to \( \sim 7 \) \( \mu \text{m} \) in maximum (e.g., Facet 3) in this 1-hour accumulation time. Given the heliocentric distance 1.4 AU which is close yet to reach the perihelion, the amount of ice would be expected higher than the obtained value in our simulation. However, given the ice deposited on the unilluminated areas on the dayside, the ice may soon sublime and disappear from the surface once these areas are lighted up after the accumulation time.

### 3 Water Deposition on OSIRIS images: Models and Results

Fornasier et al. [2016] has reported that water frost is found close to the morning shadows in the Imhotep region between June and July 2015, which is very close to the perihelion passage. In addition to Imhotep, potential water frost was also discovered in other regions such as Hapi and Ash with OSIRIS images (Fig. 3.1). One image with visible frost in the Hapi region (Fig. 3.1a) is chosen as a test case for water deposition simulation. It was acquired in December 2014, when 67P is around 2.6 AU from the sun and the \( \text{H}_2\text{O} \) production rate was of the order 5 kg/s [Hansen et al., 2016]. An unstructured grid consisting of the cometary nucleus and the surrounding coma has been constructed to perform DSMC simulations of the gas flow field. SHAP7 [Preusker et al., 2017] was used but decimated to around 150,000 facets for building the nucleus grid. The total surface area of the nucleus is 47.02 km\(^2\) and the average area of a single facet is 332.7 m\(^2\). The simulation domain extends out to 10 km from the center of the nucleus. The orientation of the nucleus was calculated from SPICE kernels, and the resulting boundary conditions were then obtained by the thermal model. The outgassing form is
assumed to be insolation-driven. Like Cases 6 and 7, the test case is designed with a 100% reflecting surface but 5 absorbing facets close or within the Hapi region. According to our calculation, Fig. 3.1a is obtained at the time when the subsolar longitude is about 230°. The absorbing facets are then randomly picked from the areas which is unilluminated but close to the illuminated parts among Hapi. In addition, three more subsolar longitudes - 40°, 130°, and 320° - are chosen to have one full rotation of the comet, i.e., to create “Hapi day/night” scenarios. Table 3.1 lists the total gas production rates and the local times of the four subsolar longitudes. Fig. 3.2 shows the accordingly initial temperature distributions, which clearly illustrate the time variation of the active region on the nucleus surface. All absorbing facets on the nucleus surface are marked in Fig. 3.3.

Fig. 3.1 OSIRIS images showing the frost on the fringe of shadow taken in (a) Hapi: 30/12/2014, (b) Hapi: 29/06/2015, (c) Ash: 05/12/2015, and (d) Khonsu-Imhotep border: 12/12/2015. The locations of the frost are indicated by yellow arrows. (Credit: ESA/ROSETTA/OSIRIS)
Table 3.1 The total gas production rate $Q$ (kg/s) versus the subsolar longitude and the local time on Hapi.

<table>
<thead>
<tr>
<th>Subsolar longitude</th>
<th>Local time of Hapi</th>
<th>Q [kg/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>40°</td>
<td>Dawn</td>
<td>4.17</td>
</tr>
<tr>
<td>130°</td>
<td>Dusk</td>
<td>3.52</td>
</tr>
<tr>
<td>230°</td>
<td>Dawn</td>
<td>5.05</td>
</tr>
<tr>
<td>320°</td>
<td>Dusk</td>
<td>3.34</td>
</tr>
</tbody>
</table>

Fig. 3.2 The initial temperature distributions of (a) 40°, (b) 130°, (c) 230°, and (d) 320°.
Fig. 3.3 The 5 absorbing facets on the nucleus surface.

Fig. 3.4 Simulated ice depths (µm) on the 5 facets of the subsolar longitudes 40°, 130°, 230°, 320°. The last column data are the average values of ice deposition on the 5 facets.
Fig. 3.5 Simulated gas number densities in the 5 cells attached to the surface facets of the four subsolar longitudes. The last column data are the average values of gas amount in the 5 cells.

The simulation results are illustrated as Fig. 3.4 (ice deposition amounts of each absorbing facet) and Fig. 3.5 (gas number densities within the grid cells above the facets). The facet number in the figures can be referred to the numbers specified in Fig. 3.3. Several interesting outcomes can be found here. First, the two plots show that the maximum ice depth and gas number density both happen at the subsolar longitude of $130^\circ$, which is the time that most part of Hapi region is active (Fig. 3.2b). Given that the constant backflux and the accumulation time of 1 hour, the ice deposition thickness can reach beyond 0.5 µm for one single facet. The finding of the maximum ice deposition happening on the unilluminated areas at dayside agrees with the results of test cases presented in Section 2. Second, the minimum of the ice depth and gas number density are both obtained at $320^\circ$, when Hapi is partially active (Fig. 3.2d). Furthermore, the second highest average amount of ice deposition happens at $40^\circ$, when Hapi is almost everywhere inactive (Fig. 3.2a).
This may be explained by the topographic effect of the comet nucleus. For subsolar longitude 40°, one side of the neck region is completely active while the other side is completely inactive. The dark side of cavity may serve as a cold trap which captures the encountering gas particles.

4 Discussion

We successfully simulate the water gas backflux and ice deposition from the inner coma onto the nucleus with various boundary conditions. Indeed, there are many simplifications adopted in the models which could easily result in deviations. We wish to remind that the purpose of the present calculation is to present a viable mechanism for the observed surface water ice deposition, rather than accurately reproduce them. Here the level of generality of these results is commented as follows.

Uncertainties associated with the nucleus shape and gas production model

One major uncertainty in this work would be the shape model used for simulating the water outgassing and backflux in Section 2. As developed in the early stage of the mission, SHAP2 underestimates the surface area by almost 20%, which was a problem for reproducing the observed global production rate. To solve this, an ad hoc manner was adopted to adjust the production rates to the values shown in Hansen et al. (2016). From a large-scale point of view, SHAP2 may be acceptable for modelling global backflux distributions. However, it may not be accurate enough for a small-scale backflux estimation due to the errors in the topographic reconstruction and the illumination conditions on single facets. Other uncertainties lie in the gas production model. Thermal properties such as conductivity and thermal inertia are neglected in the model. Theoretically, the nucleus with the thermal inertia or heat conductivity would result in a lower dayside temperature, a higher nightside temperature, and a higher temperature of the day-night terminator. These changes in local temperatures should modify the local production rates and the resulting backflux amounts. The absorbing/reflecting surface may also play a role in the backflux simulation. For simplicity, most surface facets are defined either absorptive or reflective, which may not be the case for the real comet surface. Last but not least, the assumed 1-hour
accumulation time and the fully transform of gas-to-ice state may be over-simplified in the ice deposition calculation. The points addressed above can all be optimized with more details or physical constraints.

**Dependence of the results on the distance between outgassing sources**

One may notice that the backflux results of Case 5 (Fig. 2.2e) and Case 6 (Fig. 2.2f) has shown a large discrepancy in the distribution morphology. For Case 5, the backflux covers many of the non-active areas between the active spots, while the limited recondensation fails to fill up the non-active parts for Case 6. An interesting question has therefore arisen: how does the distance between the outgassing sources affect the recondensation? To answer this question, a very simple case with two identical uniformly active sources has been tested. The idea is to design an outgassing environment imitating a local region on 67P but eliminating any possible impact of topography. The sources are two squares 20m on a side, releasing water gas 212.8 g/s as total production rate from the bottom of a cubic box with a side length of 4km. The sizes of the source and background box are decided comparable to the sizes of the surface facets and diameter of 67P. The bottom of the cube is a 100% absorbing plane. The distance between the centers of two squares varies from 2km to 0.5km.

![Total backflux vs source distance](image.png)

**Fig. 4.1** The comparison between the total backflux and the source distance.
Fig. 4.1 shows the total backflux quantity increases with the decreasing source distance. As the two outgassing sources become closer to each other, the recondensation is more likely to cover up the open space (i.e., the non-illuminated area) between them, and the total amount of backflux would get higher. Given that the local production rate of 67P in Case 6 is much lower than our assumption in this case, the distance between the neighbouring outgassing sources would have to decrease much more in order to create a significant backflux distribution. The topography of where the outgassing sources locate would be another important factor affecting the backflux distribution. Intuitively, concave terrains are expected to result in more recondensation compared to flat and convex terrains. The neck part of 67P happens to be a huge cavity, and thus may be able to collect gas particles from both sides.

**Interpretation of the results for Rosetta observations**

In Section 2, the models approximate the water deposition on a global scale. Our simulation results show that water deposition does exist given a wide range of heliocentric distance (3.4 AU - 1.4 AU). The amount of production rate seems to dominate the amount of deposition. A smaller heliocentric distance gives a higher production rate, which leads to a higher amount of deposition. This can be clearly observed in Fig. 2.2c (Case 3) and the backflux/deposition amounts of Case 1b in Table 2.2. The amount of deposition seems to depend on the distance between outgassing sources as well. It is more likely to create the deposition on the unilluminated areas of dayside or terminator rather than anywhere of nightside. The nightside of the nucleus fails to have deposition because very few gas particles travel to the nightside and chance to have gas-particle-collisions and the resulting backflux is therefore very low. As for Section 3, the results examine the water deposition within a particular region, which is Hapi in this case. Likewise, the amount of production rate seems to determine the amount of deposition. As inferred from Fig. 3.4, the average amount of deposition of Hapi’s dawn (40° and 230°) is more than the one of Hapi’s dusk (130° and 320°). However, the involving local topography and insolation condition may affect the deposition dramatically, which may explain why the highest average amount of deposition happens at subsolar longitude 130° (Hapi’s dusk). One may notice the interesting landform of Hapi as it is adjacent to Hathor cliff and Seth cliff. In principle, water outgassing
from Hapi should collide with these surfaces and create some certain amount of backflux and ice deposition. We do recognize this effect in our simulation results, yet no ice has been observed on Hathor and Seth cliffs. This may be associated with the gravitational potential. Hapi, the gravitational minimum part of the nucleus, can help to attract and accumulate the back falling material such as dust or icy grains [Keller et al., 2017]. The water backflux which meets Hathor and Seth cliffs – places with higher gravitational potentials compared to Hapi – may be unable to stay and accumulate on the cliffs, but fall down to Hapi instead.

5 Conclusion

We summarize hereafter the main lessons of the present results. We have demonstrated that the versatility of PDSC++ enables the modelling of recondensation of inner gas coma of 67P. According to our simulation results, it is more likely to have water vapor condensing in non-illuminated regions on the dayside rather than the nightside since the very low production rate of nightside fails to provide large enough numbers of intermolecular collisions to scatter gas particles back to the surface. The neck region of the comet is another preferable place for gas recondensation because of the concave terrain. In addition, the ice deposition acquired from coma recondensation in the near-perihelion environment shows a comparable figure to the ice accumulation from the condensation of subsurface sublimation, which suggests that the coma recondensation mechanism may also play an important role in the hydrological cycle of 67P during its perihelion passage. Finally, the water ice deposition on the surface of 67P resulting from the backflux is modelled, for the first time, based on physical constraints such as OSIRIS images and up-to-date shape models.
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Appendix: The Measles Model

The purpose of the measles model was to investigate the possible correlation between the inhomogeneity of the active areas and the innermost neutral gas coma of Comet 67P/Churyumov-Gerasimenko. The idea is to “fractionize” the activity which is insolation-driven and uniformly distributed (e.g., Case 1 and Case 3 in Section 1) such that the outgassing comes from discrete facets. Case 1, the case of insolation-driven outgassing, serves as a standard and the surface activity is defined as 100%. Three additional test cases (Case 4, 5, 6) are designed to represent different levels of fractionization, which is defined by the ratio of the total active area to the one of the standard case. The models are nicknamed because of their resemblance to measles. Table A1 lists the production rate, active area, and the corresponding surface activity of Case 1 and all other measles cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Q [kg/s]</th>
<th>A [km²]</th>
<th>Surface activity defined as</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.25</td>
<td>15.3</td>
<td>100%</td>
</tr>
<tr>
<td>4</td>
<td>1.27</td>
<td>7.69</td>
<td>50%</td>
</tr>
<tr>
<td>5</td>
<td>1.25</td>
<td>3.06</td>
<td>20%</td>
</tr>
<tr>
<td>6</td>
<td>1.26</td>
<td>0.30</td>
<td>2%</td>
</tr>
</tbody>
</table>
Highlights

- A first detailed model of water deposition from the inner coma on the nucleus of Comet 67P/Chuyumov–Gerasimenko.
- Production rate and topography seem to dominate the amount of deposition.
- Coma recondensation mechanism may play an important role in the hydrological cycle of Comet 67P/Chuyumov–Gerasimenko during its perihelion passage.