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Abstract 25 

The goal of this study was to validate AFFDEX and FACET, two algorithms classifying 26 

emotions from facial expressions, in iMotions’s software suite. In Study 1, pictures of 27 

standardized emotional facial expressions from three databases, the Warsaw Set of Emotional 28 

Facial Expression Pictures (WSEFEP), the Amsterdam Dynamic Facial Expression Set 29 

(ADFES) and the Radboud Faces Database (RaFD), were classified with both modules. 30 

Accuracy (Matching Scores) was computed to assess and compare the classification quality. 31 

Results show a large variance in accuracy across emotions and databases, with a performance 32 

advantage for FACET over AFFDEX. In Study 2, 110 participants’ facial expressions were 33 

measured while being exposed to emotionally evocative pictures from the International 34 

Affective Picture System (IAPS), the Geneva Affective Picture Database (GAPED) and the 35 

Radboud Faces Database (RaFD). Accuracy again differed for distinct emotions, and 36 

FACET performed better. Overall, iMotions can achieve acceptable accuracy for 37 

standardized pictures of prototypical (vs. natural) facial expressions, but performs worse for 38 

more natural facial expressions. We discuss potential sources for limited validity and suggest 39 

research directions in the broader context of emotion research. 40 

 Keywords: emotion classification; facial expression; FACS; AFFDEX; 41 

FACET  42 
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Facial Expression Analysis with AFFDEX and FACET: A Validation Study 43 

The de facto standard for measuring emotional facial expressions is the Facial 44 

Action Coding System (FACS; Ekman & Friesen, 1976). This anatomy-based system allows 45 

human coders to evaluate emotions based on 46 observable Action Units (AU), facial 46 

movements that account for facial expressions and in turn for the expression of emotions 47 

(Ekman & Friesen, 1976). FACS coding requires certified coders who are trained for up to 48 

100 hours (e.g., at workshops by the Paul Ekman Group LLC). On top of this time-intensive 49 

training, the coding process itself is also time- and labor-intensive. Video recordings of 50 

participants’ faces are often recorded with a resolution of 24 frames per second, meaning that 51 

for each second of recording the coder has to produce 24 ratings of the 46 AUs. So for one 52 

participant with only one minute of video, 1440 individual ratings are necessary. Assuming 53 

that a coder could rate one picture per second, this would add up to approximately 24 minutes 54 

of work for one minute of video data (see Ekman & Oster, 1979). 55 

Automated facial expression analysis has progressed significantly in the last three 56 

decades and developed into a promising tool that may overcome the limitations of human-57 

based FACS coding. This progress is largely due to rapid developments in computer science 58 

which have made automated facial expression analysis more valid, reliable and accessible 59 

(e.g., Beumer, Tao, Bazen, & Veldhuis, 2006; Cootes, Edwards, & Taylor, 2001; Lewinski, 60 

den Uyl, & Butler, 2014; Swinton & El Kaliouby, 2012; Valstar, Jiang, Mehu, Pantic, & 61 

Scherer, 2011; Viola & Jones, 2001). 62 

One commercial tool for automated facial expression analysis is part of a software 63 

suite by iMotions (www.imotions.com). iMotions’s biometric research platform can be used 64 

for various types of academic and business-related research and offers automated facial 65 

expression analysis in combination with EEG, GSR, EMG, ECG, eye tracking and surveys. 66 

The automated facial expression analysis part allows the user to record videos with a laptop 67 
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camera, mobile phone camera or standalone webcam. iMotions then detects changes in key 68 

face features (i.e., facial landmarks such as brows, eyes and lips) and generates data 69 

representing the basic emotions of the recorded face. Researchers can choose between two 70 

different modules to classify emotions of facial expressions: the FACET module, based on 71 

the FACET algorithm (formerly the Computer Expression Recognition Toolbox (CERT) 72 

algorithm; Littlewort et al., 2011) and the AFFDEX module, based on the AFFDEX 73 

algorithm by Affectiva Inc. (El Kaliouby & Robinson, 2005; McDuff, El Kaliouby, Kassam, 74 

& Picard, 2010). These algorithms detect facial landmarks and apply a set of rules based on 75 

psychological theories and statistical procedures to classify emotions. Different algorithms, 76 

like AFFDEX and FACET, use distinct statistical procedures, facial databases and facial 77 

landmarks to train the machine learning procedures and ultimately classify emotions 78 

(iMotions, 2016). 79 

In contrast to the growing interest in applying automated facial expression analysis, 80 

there is only a surprisingly little number of peer-reviewed publications validating these 81 

algorithms (except for several conference presentations on this topic, e.g., Baltru, Robinson, 82 

Morency, & others, 2016; Littlewort et al., 2011; McDuff et al., 2010; Taggart, Dressler, 83 

Kumar, Khan, & Coppola, n.d.). It is notable that the lack of validations for automated 84 

emotion classification is more pronounced than the lack of validations for automated 85 

detection and description of distinct AUs. FaceReader, a software marketed by Noldus 86 

(www.noldus.com), is the only tool, we are aware of, with published validation work (den 87 

Uyl & van Kuilenburg, 2005; Lewinski, den Uyl, & Butler, 2014; van Kuilenburg, Wiering, 88 

& den Uyl, 2005). As there is no such validation for iMotions’s AFFDEX and FACET 89 

modules, the present research fills this gap by validating and comparing their performance. 90 
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The Origins of Facial Expression Analysis 91 

External facial expressions reveal much about our inner emotional states (Ekman & 92 

Friesen, 1982; Ekman, 1992a; Ekman & Oster, 1979). Early research on facial expressions is 93 

based on discrete emotion theory and has focused on analyzing basic emotions that are 94 

universally recognized (i.e., anger, disgust, fear, happiness, sadness, and surprise). Discrete 95 

emotion theory assumes these basic emotional facial expressions to reflect holistic emotion 96 

programs that cannot be broken down into smaller emotion units (e.g., Ekman, 1992a; Ekman 97 

et al., 1987). A crucial factor for the dominance of the distinct facial expressions of basic 98 

emotions was the introduction of FACS (Ekman & Friesen, 1976). 99 

Within FACS, 46 facial AUs represent distinct movements displayed on the face, and 100 

emerge by activating one or a combination of facial muscles. FACS provides a coding 101 

schema for AU activity and intensity (Ekman et al., 1987; Ekman & Friesen, 1976). FACS 102 

coding, in turn, allows inferences about basic emotions, because research has demonstrated 103 

that the combination of certain AUs is associated with certain emotions. For instance, 104 

activating AU 4 (i.e., brow lowerer; corrugator supercilii) leads to a lowering of the 105 

eyebrows. This movement typically occurs when expressing emotions such as anger, disgust 106 

or sadness (Du, Tao, & Martinez, 2014; Ekman & Friesen, 2003). Given that there are 107 

numerous publications that address theoretical and practical aspects of FACS (e.g., Ekman & 108 

Friesen, 1976; Hwang & Matsumoto, 2016; Meiselman, 2016), we do not discuss these in 109 

more details. 110 

Although FACS is widely acknowledged as being objective and reliable, there is an 111 

ongoing debate on FACS’ legitimacy as basis of facial expression analysis. This debate 112 

originates from the two theoretical emotion perspectives: While discrete emotion theorists 113 

(i.e., basic emotion perspective) acknowledge only a small set of basic emotions and 114 

conceptualize these emotions as discrete and fundamentally different, other emotion theorists 115 
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have urged for a paradigm shift from the basic emotion perspective to an appraisal 116 

perspective (Ellsworth & Scherer, 2003; Vallverdu, 2014). According to appraisal theory, 117 

there is a large set of (non-prototypical) emotions and a focus is set on the cognitive 118 

antecedents of emotions, namely that emotions are shaped by the evaluation of the context 119 

(e.g., Ellsworth & Scherer, 2003; Roseman & Smith, 2001). 120 

For the legitimacy of the theoretical basis of iMotions’s automated facial expression 121 

analysis, the debate between the basic and the appraisal perspective reveals three critical 122 

aspects: First, iMotions’s automated facial expression analysis assumes that there is a direct 123 

link between emotion production and emotion recognition. Indeed, iMotions’s algorithms 124 

recognize expressions but not inevitably emotions. Appraisal theorists argue that this one-to-125 

one relationship between a facial expression and an experienced emotion can be incorrect and 126 

that a separate inference step is required (see Mortillaro, Meuleman, & Scherer, 2015). 127 

Second, iMotions’s algorithms do not integrate contextual information into emotion 128 

recognition. Indeed, iMotions’s algorithms categorize facial expressions without any 129 

information about environment, subject or other situational factors. Appraisal theorists 130 

suggest that the context influences emotions. When inferring appraisals from behavior, it is 131 

therefore necessary to not only rely on markers of emotions, but also to consider (contextual) 132 

information about what causes the emotion (see, e.g., Aviezer, Trope, & Todorov, 2012; 133 

Mortillaro, Meuleman, & Scherer, 2015). Third, iMotions’s algorithms fail to detect non-134 

prototypical emotions. While they are trained to recognize prototypical facial expressions 135 

identifying facial expressions of compound and/or subtle emotions is not within their ability. 136 

Many appraisal theorists argue that this is particularly problematic since facial expressions 137 

are rarely prototypical in everyday life (e.g., Du, Tao, & Martinez, 2014; Mortillaro, 138 

Meuleman, & Scherer, 2015; Scherer & Ellgring, 2007). 139 
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In the light of these aspects it has been suggested to adopt a dimensional framework. 140 

In fact, expanding the dimensional basis of emotion categories may facilitate to detect non-141 

prototypical, i.e., subtle and more complex emotions. Yet, automated facial expression 142 

analysis adopting dimensional emotion models in inferring emotions is still underexplored in 143 

this regard (Mortillaro, Meuleman, & Scherer, 2015). 144 

Note that despite increasing concern of the basic emotion perspective defining facial 145 

expression analysis (see Scherer & Ellgring, 2007), to date, basic emotion theory (i.e., FACS) 146 

has considerably shaped all methods of measuring facial expressions. Given that iMotions’s 147 

AFFDEX and FACET explicitly rely on FACS (Ekman & Friesen, 1976) and that this 148 

research aims to validate FACS-based iMotions’s AFFDEX and FACET, we do not discuss 149 

the theoretical basis of iMotions’s and the adequacy of other emotion theories in more detail 150 

here. A comprehensive and well-founded theoretical contextualization of automated facial 151 

expression analysis can be found elsewhere (see Mortillaro, Meuleman, & Scherer, 2015). 152 

Measuring Facial Expressions 153 

In addition to human observation and coding of facial expressions (e.g., by means of 154 

FACS), there are two automated methods of measuring emotions by means of facial 155 

expressions (see Cohn & Sayette, 2010; iMotions, 2016; Wolf, 2015): facial 156 

electromyography activity and computer-based video classification algorithms (e.g., 157 

AFFDEX, FACET, or FaceReader). 158 

Facial electromyography activity (fEMG) directly measures electrical changes in 159 

facial muscles and thus can record even subtle facial muscle activities. fEMG requires special 160 

biosensors placed on the face, is sensitive to motion artifacts and can be intrusive (see 161 

Schulte-Mecklenbeck et al., 2017). Further, the direction of a specific muscle activity cannot 162 

be detected and crosstalk signals resulting from surrounding muscles can impede the analysis 163 

of specific muscles. It is therefore often not possible to clearly classify a distinct emotion 164 
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with fEMG (Huang, Chen, & Chung, 2004; iMotions, 2016; Stets & Turner, 2014; Wolf, 165 

2015). Automated facial expression analysis seems to be a promising alternative to fEMG for 166 

the measurement and classification of emotions by means of facial expressions. 167 

Automated Facial Expression Analysis 168 

In the last decade, most advancements in the area of automated facial expression 169 

analysis were on detecting distinct basic emotions and specific facial muscle activities (El 170 

Kaliouby & Robinson, 2005; Lewinski et al., 2014; Valstar et al., 2011; Zeng, Pantic, 171 

Roisman, & Huang, 2009; for a review see Calvo et al. 2014). CERT (precursor of FACET; 172 

Littlewort et al., 2011) and Noldus’s FaceReader (den Uyl & van Kuilenburg, 2005) were the 173 

first software tools developed to automatically classify static (i.e., still pictures) and dynamic 174 

(i.e., videos) facial expressions. Since then, the market for automated facial expression 175 

analysis has changed rapidly. Currently, there are three major software tools for automated 176 

AU identification and emotion classification: Noldus’s FaceReader (den Uyl & van 177 

Kuilenburg, 2005), iMotions’s AFFDEX module (El Kaliouby & Robinson, 2005; McDuff, 178 

El Kaliouby, Cohn, & Picard, 2015; Zeng et al., 2009) and iMotions’s FACET module 179 

(Littlewort et al., 2011)1. 180 

There is currently an ongoing lively debate on the paradigm shift from the basic 181 

emotion perspective to an appraisal perspective to find the appropriate theory integration in 182 

the area of automated facial emotion classification (see Vallverdu, 2014). In general, the 183 

criticism on the basic emotion perspective implies that, though automated facial expression 184 

analysis classifies basic emotional expression categories, it might not ultimately measure 185 

emotional states. The fact that automated facial expression analysis relies on the assumption 186 

of basic emotions and emotional coherence, that is, that there is coherence between emotion 187 

                                                 
1 See Appendix A for more details on the emotion conceptualization of iMotions, how 
AFFDEX and FACET are specified by FACS and the assumption of a limited set of distinct 
basic emotions. 
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and facial expression (see Bonanno & Keltner, 2004; Reisenzein, Studtmann, & Horstmann, 188 

2013) limits the interpretation of data generated by automated facial expression analysis and 189 

questions the generalizability of automated emotion classification (Wolf, 2015). Some 190 

researchers argue that inference based on data generated by automated facial expression 191 

analysis should build upon emotion theories that go beyond the basic emotion perspective, 192 

adopt an appraisal perspective and allow more flexibility to consider different contexts. An 193 

extended overview of the proposition of a paradigm shift from basic emotion recognition to 194 

an appraisal perspective can be found, e.g., in Vallverdu (2014). 195 

Measuring Emotions with iMotions’s Facial Expression Analysis 196 

Initially, iMotions implemented automated facial expression analysis based on the 197 

FACET algorithm (see Littlewort et al., 2011) developed by the technology company Emotient. 198 

In 2016, iMotions announced a switch to AFFDEX from the technology company Affectiva. 199 

This switch was most likely connected to the acquisition of Emotient by Apple Inc. While new 200 

customers of iMotions are only able to purchase AFFDEX, existing customers are still able to 201 

apply FACET until 2020 (personal conversation with iMotions, 2016)2. 202 

Surprisingly, there is only little evidence that automated facial expression analysis is 203 

as reliable as human FACS coding and fEMG (Lewinski et al., 2014; Littlewort et al., 2011; 204 

Terzis, Moridis, & Economides, 2010). A validation study of FaceReader (Version 6; den 205 

Uyl & van Kuilenburg, 2005; Lewinski et al., 2014) resulted in a classification accuracy of 206 

88% of the faces in the Warsaw Set of Emotional Facial Expression Pictures (WSEFEP) and 207 

of 89% of the faces in the Amsterdam Dynamic Facial Expression Set (ADFES), two publicly 208 

available datasets of validated facial expressions of emotions. In terms of basic emotions, 209 

FaceReader performs best for happiness (classification accuracy of 96% for WSEFEP and 210 

                                                 
2 For a detailed description of the technical background, the data generation and analytics of 
iMotions’s facial expression analysis, see Appendix A and Appendix B. 
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ADFES) and worst for anger (classification accuracy of 76% for WSEFEP and ADFES). 211 

Although Lewinski et al. (2014) provide a first estimation of the automated classification 212 

accuracy, we see room for further validation and improvement: (a) since it is not clear what 213 

criteria these authors applied to classify a picture as correctly recognized (see Lewinski et al., 214 

2014)3; (b) there is currently no research available which validates and compares iMotions’s 215 

AFFDEX and FACET modules. We aim to close that gap with this research. 216 

Research Overview 217 

We performed two studies to validate and compare the performance of iMotions’s 218 

facial expression analysis modules AFFDEX and FACET (iMotions, 2016). In Study 1, we 219 

adapted a validation procedure based on Lewinski et al. (2014) by computing accuracy 220 

measures for recognizing facial expressions in images from three databases of normed facial 221 

expressions. In Study 2, we exposed participants to emotionally evocative pictures. We 222 

computed accuracy measures for the matching between the emotional content of the pictures 223 

and participants’ facial expressions. 224 

Study 1 225 

Method 226 

Design and Procedure. We measured the accuracy of emotion classification of 227 

iMotions’s AFFDEX and FACET using three publicly available databases of facial 228 

expression pictures: WSEFEP (Olszanowski, Pochwatko, Kukliński, Ścibor-Rylski, 229 

Lewinski, & Ohme, 2008), ADFES (van der Schalk, Hawk, Fischer, & Doosje, 2011) and 230 

RaFD (Langner et al., 2010). All of these database pictures are validated to show FACS-231 

consistent facial expressions of basic emotions. For both AFFDEX and FACET, a total of 232 

600 pictures from the three databases were analyzed. The emotion classification was 233 

                                                 
3 In addition, the FaceReader validation has not been conducted on the whole WSEFEP 
database (i.e., only on 207 instead of 210 pictures). Furthermore, the authors neither specify 
exclusion criteria in their paper nor did they provide such information upon request. 
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conducted in an automated manner using iMotions. Given that iMotions can only analyze 234 

video material, we generated a video (MP4 format) for all faces in all emotional states 235 

separately for WSEFEP, ADFES and RaFD pictures. In the video, every picture (i.e., facial 236 

expression) was shown for 5 seconds. For the analysis we cut the first and last second of data 237 

and analyzed the ‘middle’ 3 seconds. The first second (of the five second stimulus 238 

presentation window) was cut because iMotions’s algorithms need ~1 second to converge 239 

toward a stable state (due to their neural network architecture). The last second was cut to 240 

ensure equal measurement periods. Analysis with and without the last second did not change 241 

our results. 242 

Materials 243 

The Amsterdam Dynamic Facial Expression Set (ADFES). This database consists of 244 

dynamic (video) and static (still picture) facial expressions of 22 white face models. Face 245 

models have been trained by FACS experts and pictures have been validated by 119 non-246 

expert human judges (van der Schalk, Hawk, Fischer, & Doosje, 2011)4. In our analysis, we 247 

included the 1535 static pictures (JPEG format, 1024 × 768 pixels) of the emotions anger, 248 

contempt, disgust, fear, happiness, sadness and surprise. 249 

The Warsaw Set of Emotional Facial Expression Pictures (WSEFEP). This 250 

database consists of 210 pictures (JPEG format, 1725 × 1168 pixels) of 30 white face models. 251 

All pictures have been validated by a FACS coder and by a large sample (N = 1362) of non-252 

expert human judges (Olszanowski et al., 2015)6. We included the pictures of the emotions 253 

anger, disgust, fear, happiness, sadness and surprise. For technical reasons, it was not 254 

                                                 
4 The ADFES is freely accessible for non-commercial use at http://aice.uva.nl/research-
tools/adfes-stimulus-set/adfes-stimulus-set.html 
5 ADFES does not provide a picture of face model F10 expressing surprise. 
6 The WSEFEP is freely accessible for non-commercial use at http://www.emotional-
face.org./ 

http://aice.uva.nl/research-tools/adfes-stimulus-set/adfes-stimulus-set.html
http://aice.uva.nl/research-tools/adfes-stimulus-set/adfes-stimulus-set.html
http://www.emotional-face.org./
http://www.emotional-face.org./
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possible to generate a video for face model MK. Thus, we used 174 WSEFEP pictures for 255 

this study. 256 

The Radboud Faces Database (RaFD). This database consists of 536 pictures of 67 257 

face models expressing basic emotions. All face models have been trained by FACS experts 258 

to express prototypical basic emotions. In addition to this, all pictures have been validated by 259 

FACS coders as well as by a large sample (N = 238) of non-expert human judges (Langner et 260 

al., 2010).7 For the present study, we included 273 pictures of 39 white adults that express the 261 

emotions anger, contempt, disgust, fear, happiness, sadness and surprise. We limited 262 

ourselves to pictures of white adults. We selected these stimuli because facial expression 263 

analysis algorithms seem to be most accurate for Caucasian faces. Further, only using white 264 

faces allows a more accurate comparability with previous validations of methods to 265 

categorize emotional facial expressions (see Lewinski et al., 2014) and across different facial 266 

databases (see, e.g., O’Toole et al., 2008). Note that neither the here validated facial 267 

expression databases nor other databases comprise faces of all ethnicities.     268 

Setting and Apparatus. iMotions’s AFFDEX and FACET modules (Version 6.2) 269 

were used to classify the pictures from the three databases. We ran iMotions on a Lenovo 270 

T450s with Windows 8.1. Standard settings as described in the iMotions manual were used. 271 

iMotions provides probability-like values for all basic emotions anger, contempt, disgust, 272 

fear, happiness, sadness and surprise (see iMotions, 2016). In FACET these values are 273 

referred to as ‘evidence values’; in AFFDEX as ‘probabilities’. For detailed information 274 

about AFFDEX’s and FACET’s metrics see Appendix B. 275 

                                                 
7 The RaFD is freely accessible for non-commercial use at 
http://www.socsci.ru.nl:8180/RaFD2/RaFD?p=main 

http://www.socsci.ru.nl:8180/RaFD2/RaFD?p=main
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Results 276 

Matching Scores for Basic Emotions. Replicating the analysis technique of 277 

Lewinski et al., (2014) we computed a Matching Score (MS), which represents an estimate of 278 

iMotions’s accuracy at recognizing facial expressions of basic emotions. MS is defined as the 279 

percentage of pictures that iMotions classified correctly (see Lewinski et al., 2014; Nelson & 280 

Russell, 2013). A classification was recorded as ‘correct’ when the highest value (out of all 281 

generated values for all basic emotions) matched with the database’s emotion label. Thus, a 282 

higher MS indicates a greater likelihood of correctly classifying the target emotion. We 283 

computed MS for AFFDEX and FACET separately for each emotion. Figure 1 depicts the 284 

results of Study 1. For an overview of detailed accuracy values see Table C1 in Appendix C8. 285 

Note that for the values of all emotions, we considered the maximal value of all frames of the 286 

“middle” 3 seconds of the stimulus presentation window. This approach of considering the 287 

“strongest indication” for a certain emotion follows iMotions guidelines 288 

(https://imotions.com/guides/) and should provide the clearest results. 289 

Overall, AFFDEX correctly recognized 73% of the emotions across the three 290 

databases. AFFDEX recognized 73% of the emotions in ADFES, 66% of the emotions in 291 

WSEFEP and 77% of the emotions in RaFD. In contrast, FACET correctly recognized 97% 292 

of the emotions across all the database pictures. FACET recognized 99% of the emotions in 293 

ADFES, 92% of the emotions in WSEFEP and 99% of the emotions in RaFD. While 294 

AFFDEX failed to detect a face at all in 1% of the pictures, FACET’s analysis did not result 295 

in any detection failures. 296 

                                                 
8 Data and analysis code from both studies is available at: 
https://github.com/michaelschulte/FacialExpressionAnalysis 

https://imotions.com/guides/
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As Figure 1 reveals, the algorithms performed differently for different emotions. Both 297 

modules performed particularly well for happy expressions. AFFDEX showed relatively poor 298 

accuracy with the emotions fear and anger. 299 

Distinctness Index for Emotion Classification. In order to provide evidence on how 300 

distinct the matching for emotions (i.e., the MS) is we additionally constructed a Distinctness 301 

Index (DI). The DI describes how confident the classification is by comparing how close the 302 

probability(-like) value of the first predicted emotion is to the probability(-like) value of the 303 

second predicted emotion. The DI is defined as the distance from the value of the classified 304 

emotion to the value of the next-highest-scoring emotion. Thus, higher DIs indicate a more 305 

distinct performance of iMotions’s classification and differentiation abilities. We computed 306 

average DI separately for all correctly recognized pictures for all emotions for AFFDEX and 307 

FACET. We z-transformed the DI, creating a standardized version (sDI) to allow a direct 308 

comparison of AFFDEX and FACET. 309 

Table C1 (see Appendix C) summarizes the sDI for iMotions’s AFFDEX and FACET 310 

for all basic emotions and picture databases. Whereas AFFDEX had an overall sDI of 0.10, 311 

FACET had an overall sDI of 0.03. Relatively low sDI (across all databases) for AFFDEX 312 

were found for the emotions anger and fear9. Relatively low sDI for FACET were found for 313 

the emotions sadness and fear.  314 

Appendix C provides a confusion matrix of the classification with a detailed overview 315 

of true (false) positives and true (false) negatives as well as further performance indices 316 

commonly used to assess algorithms in the field of machine learning. Overall, both AFFDEX 317 

and FACET relatively infrequently confused happiness, disgust, contempt and surprise. For 318 

the other emotions (i.e., anger, fear and sadness), however, AFFDEX and FACET showed a 319 

                                                 
9 Note that for fear, we could only compute the DI for ADFES because we had an MS of 0% 
for WSEFEP and RaFD. 
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higher confusion prevalence and more pronounced differences between AFFDEX and 320 

FACET. Noteworthy, AFFDEX (but not FACET) usually confused fear with surprise 321 

(underprediction of fear and overprediction of surprise). Another peculiarity is that AFFDEX 322 

often confused anger with sadness (underprediction of anger and overprediction of sadness). 323 

 324 
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 325 
Figure 1. Overview of the non-baseline corrected classification accuracy for basic emotions 326 
separately for the iMotions modules AFFDEX and FACET across ADFES, WSEFEP and 327 
RaFD. Contempt is not depicted here, since WSEFEP does not provide facial expression 328 
pictures for contempt (cf. Appendix C). Note that figures depicting non-baseline corrected 329 
data have a blue color code, while figures depicting baseline corrected data have a red color 330 
code (cf. Figure C1 in Appendix C). 331 

 332 

In addition, we run the previous analysis on baseline corrected data. According to 333 

iMotions, baseline corrected data allow more accurate emotion classification than raw (i.e., 334 

non-baseline corrected) data. For more details on the rational for baseline correction, see 335 

Appendix B. For computational details and results see Appendix C (Figure C1 and Table C4 - 336 

Table C6). There are only minor differences between the non-baseline corrected results and 337 

the baseline corrected results. For instance, overall accuracy for AFFDEX changed from 73% 338 

(non-baseline corrected data) to 72% (baseline corrected data) and for FACET from 97% 339 

(non-baseline corrected data) to 95% (baseline corrected data). 340 

Study 1 provides the first evidence regarding iMotions’s accuracy in classifying 341 

emotions of prototypical facial expressions from a standardized facial expression database. 342 

FACET generally outperforms AFFDEX with differences for the employed picture databases 343 

and distinct emotions. Given these results, we cannot make any inferences about iMotions’s 344 

accuracy for natural (vs. prototypical) and dynamic (vs. static) emotional facial expressions. 345 

In order to validate iMotions in a more natural setting with more subtle, dynamic 346 

facial expressions, Study 2 employed a validation procedure using human participants, with 347 

natural facial expressions. Specifically, first iMotions’s accuracy was examined when 348 

identifying participants’ emotional facial expressions in response to emotional pictures. 349 

Second, iMotions’s accuracy was examined when identifying emotional facial expressions in 350 

participants who were instructed to imitate pictures of facial expressions. 351 
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Study 2 352 

Method 353 

Participants. A total of 119 students of a Swiss University participated in this study. 354 

Only Caucasian participants without facial artifacts (e.g., disruptive glasses, beards or 355 

scarves) were included. Data from 9 participants were excluded from the sample because of 356 

missing data, i.e., the software was not able to detect their face (due to technical problems, 357 

head movements and/or insufficient video quality). Specifically, participants were excluded 358 

from the sample when iMotions failed to generate data for more than 10 percent of all 359 

displayed pictures. We considered iMotions to have failed in generating data for a certain 360 

picture when it was not possible to detect a participants’ face in more than 50 percent of all 361 

measurements. For every picture, data from the first 177 frames of the 6 second, 30 Hz video 362 

recording was used (because iMotions did not record 180 frames for all pictures). The final 363 

sample consisted of 110 participants (63 female; MAge = 21.20, SDAge = 5.20). Three Amazon 364 

vouchers, worth CHF 500.-, were raffled among participants. 365 

Design and Procedure. Participants signed a consent form declaring that they agreed 366 

to being filmed with a webcam. The study was part of a set of multiple, unrelated studies and 367 

always ran first in the session. To ensure good data quality, the laboratory was evenly and 368 

clearly lit. Participants were seated in a chair in front of a screen and instructed to remain in a 369 

stable and straight position without their hands near their face. Subsequently, the 370 

experimenter asked participants to read the description of the study procedure and 371 

instructions on the screen. Participants were informed that we were interested in how people 372 

respond to pictures that represent various events occurring in daily life. Finally, the written 373 

instruction on the screen repeated our oral instruction to remain in a stable position with a 374 

straight view on the screen and to avoid to bring their hands close to the face. 375 
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In the first part of the study, participants were exposed to two blocks of emotionally 376 

evocative pictures (constant block order: International Affective Picture System (IAPS) 377 

pictures, Geneva Affective Picture Database (GAPED) pictures) and their facial expressions 378 

were recorded. Within these blocks, pictures were shown in random order. Each picture was 379 

presented for 6 seconds and was preceded by a neutral black slide with a white, centrally 380 

displayed fixation cross (3 s). Participants were asked to fixate on the cross for the duration 381 

of its display. The neutral slides provided baseline measurements for the classification. 382 

In the second part of the study, participants were asked to imitate facial expressions for all 383 

pictures in the RaFD database for 6 seconds (i.e., as long as every picture was displayed). The 384 

RaFD pictures were separately displayed in a random order. Finally, participants were asked 385 

for demographics, were thanked and debriefed. 386 

Materials 387 

Emotional Facial Responses to Emotionally Evocative Pictures. In order to capture 388 

iMotions’s accuracy at detecting participants’ emotional facial expressions in response to 389 

emotional pictures, we exposed participants to a subset of emotionally evocative pictures 390 

from the IAPS10 and GAPED11 database. Here, we rely on the assumption that there is 391 

coherence between the displayed pictures, participants’ emotions, and their facial 392 

expressions. IAPS and GAPED pictures are standard stimuli with “positive” and “negative” 393 

emotional content used to elicit emotions, or more specifically, pleasure and arousal in 394 

experimental research (see Coan & Allen, 2007; Dan-Glauser & Scherer, 2011). 395 

The IAPS database consists of pictures (JPEG format, varying resolution) showing a 396 

wide range of emotional content, confirmed to be emotionally evocative (Lang, Bradley, & 397 

                                                 
10 The IAPS is freely accessible for non-commercial use at 
http://csea.phhp.ufl.edu/media/iapsmessage.html 
11 The GAPED is freely accessible for non-commercial use at http://www.affective-
sciences.org/en/home/research/materials-and-online-research/research-material/ 
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Cuthbert, 1999). Based on a valence assessment (ranging from unpleasant to pleasant), we 398 

chose four pictures. We chose the pictures with the most distinct (i.e., highest and lowest) 399 

valence. The specific picture numbers are: 1710, 1750 (highest valence showing puppies and 400 

bunnies); 9940, 9570 (lowest valence showing a hurt dog and an explosion12). 401 

The GAPED database consists of pictures (JPEG format, 640 × 480 pixels) that 402 

include negative, neutral and positive emotional content (Dan-Glauser & Scherer, 2011). 403 

Based on a valence assessment (ranging from very negative to very positive), we chose two 404 

pictures, one with positive content (P067 showing a landscape; highest valence) and one with 405 

negative content (A075 showing a cow bleeding to death; lowest valence). 406 

Note that the IAPS and GAPED pictures are appropriate to evoke “positive” or 407 

“negative” emotional states but they are not necessarily appropriate to evoke specific 408 

emotions such as anger or fear (Bradley, Codispoti, Sabatinelli, & Lang, 2001; Coan & Allen, 409 

2007). Importantly, emotionally evocative stimuli such as IAPS pictures prompt emotional 410 

facial muscle activity that relates to evaluative pleasure judgment. For instance, pictures that 411 

are perceived as increasingly unpleasant come along with increasing corrugator activity 412 

(frown; above eye brow). In contrast, pictures that are perceived as increasingly pleasant 413 

come along with decreasing corrugator activity (see Greenwald, Cook, & Lang, 1989; Lang, 414 

Greenwald, Bradley, & Hamm, 1993; Larsen, Norris, & Cacioppo, 2003). Overall, the idea 415 

that IAPS and GAPED pictures can evoke “positive” or “negative” facial responses, asks for 416 

an evaluation to what extend the valence (and not a certain emotion) of participants’ facial 417 

responses complies with the pictures’ valence. 418 

Imitation of Facial Expressions. As in Study 1, we used pictures from the RaFD 419 

database (Langner et al., 2010). We chose one female face model (female model number 01) 420 

                                                 
12 There were concerns about showing the lowest valence pictures (e.g., burn victims). Thus, 
less disturbing pictures with low valence were chosen. 
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looking frontal into the camera and showing the basic emotions anger, contempt, disgust, 421 

fear, happiness, sadness and surprise. Participants were exposed to the six RaFD pictures and 422 

instructed to imitate the currently displayed facial expression. 423 

Setting and Apparatus. We closely followed iMotions’s recommendations for 424 

experimental setups. For details see the “Definitive guide for facial expression analysis” 425 

(https://imotions.com/guides/). The iMotions software (Version 6.2) ran on a Lenovo T450s 426 

with Windows 8.1 and an attached 24” (60 cm) BenQ XL2411Z screen to display the 427 

pictures. A Logitech C920 webcam (full HD video recording up to 1920 × 1080 pixels and 428 

automatic low-light correction) recorded participants’ faces. Following iMotions’s 429 

recommendations we recorded participants with a camera resolution of 640 × 480 pixels. 430 

With this apparatus, data (i.e., values for basic emotions) was generated approximately every 431 

32 ms for a total of 177 measurements (frames) for every picture. 432 

Results 433 

Emotional Facial Responses to Emotionally Evocative Pictures. We computed a 434 

MS (see Study 1 for details) to estimate the accuracy of classifying the valence of 435 

participants’ responses to pictures with negative and positive emotionally evocative content. 436 

Higher MS values indicate a greater likelihood of correct valence classification. We 437 

computed MS separately for AFFDEX and FACET for the positive and negative picture set 438 

(IAPS, GAPED pictures). 439 

Prior to computing the MS, we baseline corrected the values generated by iMotions13. 440 

We did this for the facial responses to all used pictures individually for all participants and 441 

separately for all basic emotions. For every participant, we subtracted for every basic emotion 442 

the median of the baseline slides’ values from all 177 frames of the pictures’ values. Based 443 

                                                 
13 Non-Baseline corrected results can be found in Appendix D. 

https://imotions.com/guides/
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on this, we identified the maximal value for all emotions within the 177 measurements for 444 

every picture. Finally, these maximal values were used to classify the valence of participants’ 445 

facial responses as positive or negative. If a maximal value was recorded for happiness, we 446 

labeled the facial response as positive. If a maximal value was recorded for anger, contempt, 447 

disgust, fear or sadness, we labeled the facial response as negative (in accordance with the 448 

valence classification iMotions uses; iMotions, 2016). Surprise was not included in building 449 

the valence measures, as iMotions does not consider surprise in their positive/negative  450 

aggregate measure14. To compute the MS, we identified the number of detected participant 451 

faces and the number of correctly labeled facial responses for every picture. We coded 452 

participants’ facial responses for a certain picture as “correctly labeled” when the assigned 453 

valence label for the facial response matched the database’s valence label. 454 

Table 1 reveals that AFFDEX classified 57% of all facial responses with the correct 455 

valence; it correctly classified 17% of facial responses to positive pictures and 97% of facial 456 

responses to negative ones. FACET classified 67% of all facial responses with the correct 457 

valence; it correctly classified 63% of facial responses to positive pictures and 71% of facial 458 

responses to the negative pictures.  459 

 460 

Table 1 461 

Baseline Corrected Classification Accuracy of Valence for iMotions Modules AFFDEX and 462 

FACET 463 

Valence Picture AFFDEX  |  FACET 
Matched picturewise MS valencewise MS Overall MS 

Po
si

tiv
e IAPS 1710  29  |  77 0.26  |  0.70 

0.17  |  0.63 
0.57  |  0.67 

IAPS 1750  20  |  65 0.18  |  0.59 
GAPED P067    8  |  65 0.07  |  0.59 

N
e

ga
t

iv
e IAPS 9940 106  |  79 0.97  |  0.72  

                                                 
14 As surprise has ambiguous valence both positive and negative classifications can be found 
in the literature (see, e.g., Kim et al., 2004; Neta, Davis, & Whalen, 2011). 
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IAPS 9570 106  |  74 0.96  |  0.67 0.97  |  0.71 
GAPED A075 105  |  80 0.96  |  0.73  

 464 
Note. Matched = number of participant faces that match the picture’s valence (true 465 

positives). MS = Matching Score. While the left side of the vertical bar shows the numbers 466 
for AFFDEX, the right side shows the numbers for FACET (AFFDEX  |  FACET). 467 

 468 

Overall, results show that AFFDEX and FACET differ in their accuracy of classifying 469 

negatively and positively valenced video recordings of participants displaying emotional 470 

expressions. These differences might be considered small when the aggregated, overall 471 

measures are compared (57% versus 67%) but drilling down to the picture-wise results these 472 

differences grow considerably (e.g., for GAPED P067, AFFDEX: 7% versus FACET: 59%)  473 

We re-ran the present analysis on non-baseline corrected data.15 As one would expect, 474 

due to having real participants generating facial expression, unlike in Study 1 where we used 475 

rated pictures, there are more distinct differences between the non-baseline corrected results 476 

and the baseline corrected results for FACET. Without baseline correction (vs. with baseline 477 

correction), FACET’s accuracy is worse for positive valence but better for negative valence: 478 

for positive valence FACET’s accuracy (MS) changes from 22% (non-baseline corrected 479 

data) to 63% (baseline corrected data). For negative valence, FACET’s accuracy changes 480 

from 92% (non-baseline corrected data) to 71% (baseline corrected data). The overall 481 

accuracy (i.e., overall MS) of FACET is worse for non-baselined data (57%) compared to 482 

baseline corrected data (67%). Similar to Study 1, AFFDEX showed only marginal 483 

differences between the non-baseline corrected results and the baseline corrected results for 484 

valence measures - with an overall accuracy of 55% for baseline corrected data and an overall 485 

accuracy of 57% for non-baseline corrected data. 486 

                                                 
15 We thank two anonymous reviewers for motivating this analysis. Detailed results can be 
found in Appendix D. 
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Imitation of Facial Expressions. We computed the MS for estimating iMotions’s 487 

accuracy when classifying emotions displayed on participants’ faces when they imitate the 488 

basic emotions displayed in the RaFD pictures. MS is defined as the percentage of 489 

participants’ imitations that iMotions matched with the correct emotion. We computed MS 490 

separately for AFFDEX and FACET for each RaFD picture (see Figure 2). For an overview 491 

of detailed accuracy values see Appendix D. We applied the same baseline correction 492 

procedure as described above for the valence task. 493 

Table D2 reveals (see Appendix D) that AFFDEX classified 55% and FACET 63% of 494 

all facial imitations with the correct emotion. MS differed considerably across emotions (see 495 

Figure 2). While both modules were relatively accurate in recognizing posed facial 496 

expressions of happiness (AFFDEX: 91%; FACET: 98%), they performed poorly for posed 497 

facial expressions of fear (AFFDEX: 1%; FACET: 10%). 498 

To provide evidence on how distinct these MSs are, we computed standardized DI 499 

(sDI) following the procedure described in Study 1. Table D2 (see Appendix D) provides 500 

sDIs for all RaFD pictures and both AFFDEX and FACET. Whereas AFFDEX had an overall 501 

sDI of 0.02, FACET had an overall sDI of 0.35. For AFFDEX, the lowest sDI related to fear 502 

and the largest sDI to contempt. For FACET, the lowest sDI also related to fear and the 503 

largest sDI to happiness.  504 

Appendix D (Table D3 – Table D4) provides the confusion matrix of the 505 

classification as well as further performance indices to assess AFFDEX and FACET. Overall, 506 

AFFDEX and FACET differed in their confusion prevalence across different emotions. 507 

Noteworthy, AFFDEX’s and FACET’s highest (lowest) confusion prevalence was found for 508 

fear (happiness): While AFFDEX usually confused fear with surprise or contempt 509 

(underprediction of fear and overprediction of surprise and contempt), AFFDEX rarely 510 
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confused happiness. Similarly, FACET usually confused fear with surprise (underprediction 511 

of fear and overprediction of surprise), but rarely confused happiness. 512 

 513 

Figure 2. Overview of the baseline corrected classification accuracy for basic emotions 514 
separately for the iMotions modules AFFDEX and FACET. Note that figures depicting 515 
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baseline corrected data have a red color code while figures depicting non-baseline corrected 516 
data have a blue color code (cf. Figure D1 in Appendix D). 517 
 518 

Additionally, we re-ran the present analysis on non-baseline corrected data. Detailed 519 

results can be found in Appendix D (Figure D1 and Table D5 – Table D7). Similar to Study 520 

1, there are only minor overall differences between the non-baseline corrected results and the 521 

baseline corrected results. The overall accuracy (i.e., overall MS) for AFFDEX differs only 522 

little (51% non-baseline corrected data versus 55% baseline corrected data) and differs not at 523 

all for FACET (63% accuracy for non-baseline corrected and baseline corrected data). Yet, a 524 

closer look at the results reveals that differences between non-baseline corrected results and 525 

baseline corrected results for AFFDEX and FACET are more pronounced for some emotions 526 

(e.g., sadness, fear) than for others (e.g., happiness, disgust). 527 

Study 2 provides the first evidence regarding iMotions’s accuracy in classifying 528 

emotions in natural and dynamic emotional facial expressions within a laboratory setting. 529 

Compared to iMotions’s accuracy for classifying standardized, prototypical facial expression 530 

pictures (Study 1), Study 2 reveals reduced accuracy for people’s natural facial responses to 531 

diverse emotionally evocative pictures. The accuracy of iMotions differs for distinct emotions 532 

(and valence), and is generally higher for FACET than for AFFDEX. 533 

General Discussion 534 

This research validates iMotions’s facial expression analysis modules AFFDEX and 535 

FACET as software-based tools for emotion classification. When identifying prototypical 536 

facial expressions from three picture databases (Study 1), we find overall accuracy of 73% 537 

for AFFDEX and 97% for FACET. When using participants instead of prototypical pictures, 538 

accuracy drops for the valence of people’s facial responses to diverse emotionally evocative 539 

pictures (55% for AFFDEX, 57% for FACET; Study 2). Taken together, iMotions’s 540 

performance is better for recognizing prototypical static versus more natural dynamic facial 541 
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expressions, and shows different results for distinct emotions (and valence). Overall, FACET 542 

outperforms AFFDEX on nearly all measures. 543 

Validation and Comparison of iMotions (AFFDEX and FACET) 544 

This research contributes by independently measuring and comparing the 545 

performance of iMotions’s AFFDEX and FACET modules, and making the results publicly 546 

available for a broad audience. In general, there is support for the idea that automated facial 547 

expression analysis is technically feasible (e.g., Baltrusaitis et al., 2016; Bartlett, Hager, 548 

Ekman, & Sejnowski, 1999; Lien, Kanade, Cohn, & Li, 1998; Littlewort, Bartlett, Fasel, 549 

Susskind, & Movellan, 2006; Meiselman, 2016; Vallverdu, 2014). Moreover, it is evident 550 

that automated facial expression analysis (e.g., Noldus’s FaceReader) can produce valid data 551 

for prototypical facial expressions that are recorded under standardized conditions (Lewinski 552 

et al., 2014; Littlewort et al., 2006; Valstar et al., 2011).  553 

The present findings support the skepticism that current automated facial expression 554 

analysis is not yet mature enough for operational use (Meiselman, 2016) by revealing that, 555 

while iMotions’s automated facial expression analysis can produce data with an acceptable 556 

degree of accuracy for prototypical facial expressions, it is less accurate for subtle, more 557 

natural facial expressions. 558 

Accuracy measures for AFFDEX and FACET show that iMotions can provide data 559 

as valid as that produced by human judges. Human performance in recognizing emotions in 560 

prototypical facial expressions in database pictures is often situated between 60% and 80% 561 

and normally does not attain 90% accuracy (Nelson & Russell, 2013). Human judges are 562 

usually better at selecting the correct emotion label for happy than for other emotional facial 563 

expressions. When discriminating between non-happy expressions (i.e., anger, disgust, fear, 564 

sadness, surprise), judges’ accuracy in recognizing emotions is particularly weak for fearful 565 

faces (Calvo et al., 2014; Nelson & Russell, 2013). Testing iMotions’s accuracy (on similar 566 
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pictures of prototypical emotions; Study 1) reveals comparable performance to human judges. 567 

One can also compare the performance of human judges and iMotions for identical sets of 568 

facial expressions. For the WSEFEP and ADFES databases, human judges have a 569 

performance of 85% (see Lewinski et al., 2014; Olszanowski et al., 2015; van der Schalk et 570 

al., 2011). The performances of the AFFDEX and FACET modules are 70% and 96% 571 

respectively (Study 1)16. While AFFDEX’s accuracy is in the middle of the range of the 572 

accuracy of human judges (i.e., 60–80%), FACET’s accuracy seems to outperform human 573 

judges. Moreover, results show that, like human judges, iMotions’s accuracy differs for 574 

distinct emotions and performs particularly well (poorly) for happy (fearful) faces. 575 

A comparison of iMotions’s automated facial expression analysis modules with 576 

Noldus’s FaceReader leads to similar inferences. Lewinski et al., (2014) found FaceReader to 577 

correctly classify 88% of emotions in the WSEFEP and ADFES pictures. According to the 578 

results of Study 1, iMotions’s AFFDEX shows lower performance (70%) than Noldus’s 579 

FaceReader; however, FACET outperforms Noldus’s FaceReader (96% vs. 88%). These 580 

results can be due to various characteristics of the two algorithms such as the different 581 

number of facial landmarks: 6 (FACET) vs. 34 (AFFDEX). It is important to consider that 582 

the present comparison of the performance of Noldus’s FaceReader and iMotions’s AFFDEX 583 

and FACET could also be biased because producers do not use the databases in the 584 

algorithm’s training set. If one facial expression analysis engine, but not the others, includes 585 

WSEFEP or ADFES in the machine learning process, then this will result in an overestimated 586 

relative accuracy. More comprehensive specifications of the different training sets would help 587 

to solve this issue. 588 

                                                 
16 As per Lewinski et al. 2014, we computed unweighted MS for the AFFDEX and FACET 
module based on the non-baselined MS for the ADFES and WSEFEP. 
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Regarding a direct comparison of the validity of automated facial expression 589 

analysis with human FACS coders, two problems arise. First, automated facial expression 590 

analysis is based on FACS and uses FACS classified pictures as training database. Second, 591 

FACS coders primarily describe AUs (i.e., anatomically independent facial muscle 592 

movements) and do not directly measure emotions. Looking into the literature reveals that 593 

many studies on FACS coder accuracy focus on performance on certain AUs rather than on 594 

emotion classification (cf. Lewinski et al., 2014). Clearly, certain AU configurations are 595 

associated with certain basic emotions. Such predictions of emotions, however, involve 596 

comprehensive definitions of AU configurations and consistent decisions on which (variants 597 

of prototypical) AU configurations account for a certain basic emotion. This makes direct 598 

comparisons unreliable. 599 

A secondary contribution of this validation study is that it provides a comprehensive 600 

comparison of baseline correction approaches. Overall, there are only marginal differences 601 

between the non-baseline corrected results and the baseline corrected results, yet, these 602 

differences varied for AFFDEX and FACET and were more pronounced for certain emotions 603 

(e.g., contempt, disgust) than for others (e.g., happiness). 604 

Limitations of the Present Research 605 

The standardized and controlled setting may impede generalizability of our results. 606 

Study 1 classifies prototypical, static facial expressions that are uncommon in real-life 607 

situations. Accuracy measures are thus likely to be inflated. Study 2 partially addresses this 608 

limitation by using more natural, dynamic facial expressions within a controlled laboratory 609 

setting. Still, real-life settings differ from laboratory settings in motion and uneven light and 610 

color. 611 

We also build on the assumption that positive (negative) pictures elicit positive 612 

(negative) facial responses. This assumption, however, is controversial. Facial expressions 613 
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occur for various reasons: they can be generated internally (e.g., by thoughts or memories), 614 

produced by external stimuli (e.g., photographs or films; Reiman et al., 1997) and be 615 

determined by social interaction and display rules (Vallverdu, 2014). Further, positive 616 

(negative) stimuli do not only produce positive (negative) facial expressions but also 617 

expressions that are reserved for negative (positive) emotions or a mix of diverse emotions 618 

(Aragón, Clark, Dyer, & Bargh, 2015; Fredrickson & Levenson, 1998). We thus cannot be 619 

sure whether our positive (negative) pictures were actually effective in eliciting the intended 620 

valence in participants’ faces. This ties into the finding that iMotions’s performance is better 621 

at recognizing negative versus positive facial expressions. It is important to refer to a bias that 622 

is introduced by iMotions valence classification: According to this classification, positive 623 

valence is recorded for happiness and negative valence for anger, contempt, disgust, fear and 624 

sadness (iMotions, 2016). Hence, simple probability (i.e., positive valence is only recorded 625 

for one emotion while negative valence is recorded for five emotions) calls into question the 626 

conclusion that iMotions’s performance is better for negative versus positive facial 627 

expressions. 628 

Regarding our choice of emotionally evocative pictures, it is also worth mentioning 629 

that emotion researchers increasingly use dynamic film stimuli (vs. static picture stimuli). 630 

Indeed, dynamic stimuli showed to be more powerful in evoking emotional responses. This is 631 

because dynamic stimuli are more realistic and complex (see, e.g., Manera, Samson, Pehrs, 632 

Lee, & Gross, 2014; Schlochtermeier, Pehrs, Kuchinke, Kappelhoff, & Jacobs, 2015). Given 633 

that we exclusively used static stimuli to evoke emotional responses in Study 2, we cannot 634 

rule out that our results are biased due to inadequate emotion induction. 635 

A second limitation of Study 2 is that we rely on the assumption that participants can 636 

imitate pictures of emotional facial expressions. In fact, we do not know how accurately 637 

participants imitated the displayed facial expressions. Results of Study 2 could therefore be 638 
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confounded by limitations in participants’ ability to imitate emotions accurately; we cannot 639 

rule out that iMotions would actually perform better. 640 

A third limitation of Study 2 arises from evidence that people more likely respond to 641 

negative stimuli compared to positive stimuli (e.g., IAPS pictures or pictures of faces with 642 

different emotional expressions). Different studies found shorter latencies as well as higher 643 

amplitudes in response to negative pictures than to positive ones (e.g., Carretié, Mercado, 644 

Tapia, & Hinojosa, 2001; Gotlib, Krasnoperova, Yue, & Joormann, 2004; Huang & Luo, 645 

2006; Öhman, Lundqvist, & Esteves, 2001). Results of Study 2 could thus be biased by 646 

participant’s general sensitivity to emotionally negative (vs. positive) stimuli. 647 

Overall, these limitations substantiate the need to improve the application of 648 

automated facial expression analysis in real life settings. It is thus not surprising that affective 649 

computing researchers are currently addressing issues such as varying camera angles and 650 

changing head poses. Improvements are also needed in analyzing non-posed faces, the 651 

sensitivity of measuring subtle changes in facial expressions and the discrimination of more 652 

difficult expressions (i.e., compound emotions) and expression intensity (see, e.g., Facial 653 

Expression Recognition and Analysis challenge 2015 (www.sspnet.eu/fera2015/) and 2017 654 

(www.sspnet.eu/fera2017/); McDuff, et al., 2010). In view of the steady improvements of the 655 

validity of automated facial expression analysis in real-world settings, it will be a useful 656 

exercise to continually validate iMotions as well as other providers, particularly in real-world 657 

settings. 658 

From a theoretical viewpoint, limitations become apparent when interpreting the 659 

present results under consideration of the ongoing debate about an appropriate theory for 660 

automated facial expression analysis. Automated facial expression analysis tools typically 661 

generate probability(-like) measures for distinct basic emotions and are trained with 662 

databases of prototypical facial expressions. Not surprisingly, these tools are often successful 663 

http://www.sspnet.eu/fera2015/
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with prototypical facial expressions (Lewinski et al., 2014; Vallverdu, 2014). This 664 

prototypical perspective, however, is problematic as it limits the generalizability of 665 

automated facial expression analysis. There are many types of facial expressions that vary in 666 

their distinctness and intensity, ranging from subtle to very intense (Ekman, Friesen & 667 

Ancoli, 1980; Hess, Banse, & Kappas, 1995). In the present research, we did not distinguish 668 

between measuring prototypical versus natural facial expressions; i.e., Study 1 and Study 2 669 

were not designed for direct comparison of iMotions’s accuracy. Nevertheless, it seems 670 

unsurprising that the present research found higher accuracy when classifying posed, intense 671 

facial expressions (Study 1) rather than subtle, more natural facial expressions (Study 2). 672 

Future validation of iMotions is needed to systematically test its accuracy for prototypical 673 

facial expressions versus more natural facial expressions. One possibility to address this is to 674 

use existing face databases of more natural facial expressions (see, e.g., face database by 675 

McEwan et al., 2014). 676 

Due to the current basic emotion perspective of automated facial expression 677 

analysis, it is often ignored that cultural and contextual aspects can be essential for the 678 

classification of expressed emotions (see, e.g., Aviezer, Trope, & Todorov, 2012; Barrett, 679 

Mesquita, & Gendron, 2011; Elfenbein & Ambady, 2002). Further, real life facial 680 

expressions are rarely prototypical and rather reflect compound (vs. distinct) emotions, i.e., 681 

combinations of single components of basic emotions (e.g., Du, Tao, & Martinez, 2014; Naab 682 

& Russel, 2007; Scherer & Ellgring, 2007). People often experience and express emotional 683 

states that cannot be assigned to only one basic emotion (Scherer, Wranik, Sagsue, Tran & 684 

Scherer, 2004). There is considerable evidence showing that there are different degrees of 685 

dissimilarity between facial expressions (of different basic emotions). As previous research 686 

(e.g., Wegrzyn, Vogt, Kireclioglu, Schneider, & Kissler, 2017) and our confusion matrices 687 

suggest, happiness seems to belong to the most distinctively expressed, i.e. least confused 688 
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emotions. In contrast, emotions such as fear and surprise seem to be more similar, i.e. more 689 

frequently confused. Clearly, these confusions occur because facial expressions (of different 690 

basic emotions) vary in the extent with which they overlap in their AU patterns. For instance, 691 

fear as well as surprise are characterized by raised eyebrows and eyelids (Hager, Ekman, & 692 

Friesen, 2002; Wegrzyn, Vogt, Kireclioglu, Schneider, & Kissler, 2017). 693 

Another aspect that questions the basic emotion perspective is that people can use 694 

facial expressions to regulate their emotional feeling states by altering outward facial 695 

expressions. Sometimes it can be useful for people to hide or suppress facial expressions in 696 

order to portray external facial expressions that don’t reflect internal feeling states (Gross, 697 

2002).  698 

Taken together, various cultural and contextual aspects add to the complexity of 699 

analyzing facial expressions. In order to more realistically relate facial expressions to 700 

underlying emotional processes, automated facial expression analysis could adopt an 701 

appraisal perspective, i.e., consider cultural and contextual aspects (Barrett & Wager, 2006; 702 

Ekman, 1992b; Ortony & Turner, 1990; Russell, 2003; Scherer, 2005). 703 

Implications for Researchers and Practitioners 704 

There are various approaches to measuring emotions, from verbal ratings to 705 

nonverbal indicators. The advantages of automated facial expression analysis are low time 706 

and labor costs, simplicity and the potential for less intrusive measurements (see iMotions, 707 

2016; Meiselman, 2016). Thus, valid automated facial expression analysis offers 708 

opportunities in diverse fields of emotion research, not only for academics but also for 709 

practitioners such as marketers or IT providers. In the future, academics could use such tools 710 

to efficiently validate new databases of prototypical basic emotional expressions. The 711 

commercial application of such tools, for example in smartphones, media and advertisement 712 

http://link.springer.com/article/10.3758/s13428-013-0421-3#CR4
http://link.springer.com/article/10.3758/s13428-013-0421-3#CR16
http://link.springer.com/article/10.3758/s13428-013-0421-3#CR49
http://link.springer.com/article/10.3758/s13428-013-0421-3#CR53
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testing, or even the design of avatars, has recently become pronounced (see iMotions, 2016; 713 

Lee, Sang Choi, Lee, & Park, 2012).  714 

In view of this need for valid facial expression analysis tools, it would be 715 

advantageous if providers of automated facial expression analysis would not only improve 716 

the validity of their products further, but also provide transparent and complete product 717 

information that complies with scientific requirements. For instance, development and 718 

algorithmic details should be clear and sufficiently documented; the databases on which the 719 

algorithms are trained should be specified; and details on the generation and interpretation of 720 

data, as well as on the validity of this data, should be available. 721 

We encourage researchers to define and apply standard methods to validate and 722 

compare automated facial expression analysis tools. The present accuracy measures, for 723 

instance, could be used to (re-)validate (updated) automated facial expression analysis tools 724 

in a standardized manner. To a certain extent, these accuracy measures could also serve to 725 

compare automated facial expression analysis with other measurement methods. 726 

Note that comprehensive validation of facial expression analysis tools also provides 727 

fundamental information for computer scientists to improve facial expression analysis 728 

algorithms. Thus, we encourage the developers of AFFDEX and FACET to use the present 729 

performance indices and confusion matrices to improve their algorithms. For instance, the 730 

present confusion matrices imply that one future contribution of the developers of AFFDEX 731 

and FACET should be to improve the discrimination of the facial expressions of fear and 732 

surprise. However, as mentioned earlier, the increased confusion of certain emotions (e.g., 733 

fear and surprise) might be inherent in nature of emotions that share more or less common 734 

(AU) patterns.  735 
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Conclusion 736 

Two validation studies reveal that iMotions has the potential to measure basic 737 

emotions expressed by faces. iMotions performs better for prototypical versus natural facial 738 

expressions, and shows different results depending on the studied emotion. iMotions’s 739 

FACET module outperforms the AFFDEX module.  740 
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