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Abstract. In comparison to a local-scale flood risk analysi®deling flood losses and risks at the river masi
scale is challenging. Particularly in mountainoustersheds, extreme precipitation can be distribapadially
and temporally with remarkable variability. Depamglion the topography of the river basin and theltmgical
characteristics of the river network, certain ralhpatterns can lead to a synchronization of tbed peaks
between tributaries and the main river. Thus, tt@saplex interactions can lead to high variabilityflood
losses. In addition, flood inundation modelingla tiver basin scale is computationally resourt¢ersive and
the simulation of multiple scenarios is not alwdgasible. In this study, we present an approachedducing
complexity in flood-risk modeling at the river basscale. We developed a surrogate model for flass |
analysis in the river basin by decomposing therrisygstem into a number of subsystems. A relatignshi
between flood magnitude and flood losses is contpisieeach floodplain in the river basin by meaha éiood
inundation and flood loss model at sub-meter regmiuThis surrogate model for flood-loss estimataan be
coupled with a hydrological-hydraulic model cascaawing to compute a high number of flood scésfor
the whole river system. The application of this mlotb a complex mountain river basin showed that th
surrogate model approach leads to a reliable amopotationally fast analysis of flood losses in & sk
probable maximum precipitation scenarios. Hends,ahproach offers new possibilities for stress aeslyses

and Monte-Carlo simulations in the analysis of sysbehavior under different system loads.

1 Introduction

Floods are one of the most damaging natural hazaat®unting for a majority of all economic losdesm
natural events worldwide (UNISDR, 2015). Managitupé-risk requires knowledge about hazardous pssses
and the impact of floods. Although flood-risk maaatgent practice is rapidly changing, the primaryrapph at
present is the prevention of floods by means ofstanting flood defense works, such as lateral dalosg
rivers. Flood protection measures are typicallyigtesd on a local-basis and the most optimized mwiun
terms of cost-benefit analysis (Mechler, 2016; 8arand Kelman, 2014). The insurance of flood riskalso
part of flood-risk management practices. Both tlesigh of flood prevention measures and portfolek ri
analyses require sound knowledge of flood hazaitlsnva particular area (Burke et al., 2016). Thenplex
processes occurring in river basins that leaddoding can be simulated with a cascade of dedicaiedels
(Biancamaria et al., 2009, Felder et al., 2017, Wéaget al., 2016). Thus atmospheric, hydrologifialhd
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inundation and flood-loss models are run subsedfyuent the basis of precipitation scenarios (witleeatain
probability). Recently, remarkable progress was enéar developing model chains from atmospheric to
hydrological and hydraulic models, either on glebedle (Sampson et al., 2015), continental-scatg, (€rigg

et al., 2016) or river basin-scale (Lian et al.020Biancamaria et al., 2009; Paiva et al., 20Xjdnier et al.,
2014; Falter et al., 2015; Nguyen et al., 2016¢d€ekt al., 2017).

However, the coupling of atmospheric, hydrologieald hydraulic models mostly ends with the hydraulic
model. The extension of a model cascade with flmmolact models has been rare to date. Thus, onipall s
number of studies extend the model chains towardsugled-component model from rainfall to flooddes.
Examples of full model chains from rainfall to fibdosses are shown by Alfieri et al. (2016a), Watdl.
(2013, 2015) at global scale, by Alfieri et al. {80®) at continental scale, by Falter et al. (20F&jter et al.
(2015), Qiu et al. (2017), Schumann et al. (20%8p Dyck and Willems (2013) at large river basialscand

by McMillan and Brasington (2008), Foudi et al. {&), Koivumaki et al. (2010) at regional and losaale. In
most cases, of risk analysis, a cascading modefipgoach is followed.

The complexity of the processes triggering flooslslétermined by spatio-temporal patterns in pretipn
(Emmanuel et al., 2015), by the geomorphic charaties of the sub-catchments of the river basig by the
synchronization of the flood peaks between theutabes and the main river channel (Pattison et2dl14).
Particularly in mountainous catchments with a higipographical complexity, the storm track and the
precipitation pattern are influenced by the mountanges. Thus, the relative timing of peak disgbarin river
confluences as a consequence of the spatio-temgistaibution of the rainfall pattern have to bedesksed
(Emmanuel et al., 2016; Zoccatelli et al., 2011hrtkermore, in mountainous areas, the runoff i® als
determined by the 0°C isothermal altitude and thyghe share of areas with snowfall rather thanfadi
(Zeimetz et al., 2017). Hence, an integrated modgkhpproach and the coupling of specific simulatimodels

is needed to assess the processes leading to flooer basins with a complex river topology.dddition, if
the impacts of floods have to be assessed, thdatioumodels have to be extended with impact nedel
Feasible solutions for impact modeling address ititeractions between natural and social/technoddgic
systems and include integrated modeling approa@dedly et al., 2013; Laniak et al., 2013; Welshakt 2013),
coupled natural and human systems (Liu et al., 2@0Connell and O'Donnell, 2014), or coupled cormgran
models (Strasser et al., 2014).

In the case of flood impact modeling, there iscklaf computationally efficient flood-loss modelsat can be
coupled with hydrologic models and used in wideraarat a higher spatial resolution. However, thalability

of data needed for flood risk analysis at the rivasin scale is constantly improving and with lig tevel of
detail is rising. Consequently, this non-linearhcrieases the required computing power. In manysgase
probabilistic approaches are required to simulateigh number of flood scenarios (e.g., in Montei€ar
simulations). Here, a model chain from atmosphemainfall-runoff, flood inundation and flood losseeaches
its limits due to the lengthy amount of computiimgd necessary. In addition to the computationa#ignending
inundation models, the flood loss models requinmpatational resources too, if targeted at singledbscale
but applied in a whole river basin. Therefore, shedy design of flood risk analysis at the rivesihascale has
always required a trade-off between the level dfitigspatial resolution) and the size of the stuaga
(Fewtrell et al.,, 2008; Savage et al., 2016). Ugualith an increasing size of the study area, shatial

resolution decreases (Savage et al., 2015). These tis a gap in methods available for represerdimiyer
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basin system at a high spatial resolution whiletemporaneously maintaining the ability to study ¢toenplex
interactions between the physical processes anidnbect on the values at risk.

However, there are other approaches for dealing witmputational demands in integrated environmental
models than the variation of the model's spatigbhetion. Such approaches include metamodelingesfies,
the use of model emulators and surrogate modelsarivdlels, model emulators, response surface mogelli
and surrogate modelling are often used as synoliigaito et al., 2012; Razavi et al., 2012a). Thagypal idea
behind surrogate models is emulate and to replezedmplex simulation model requiring high compotal
resources with a simplified and fast-to-run modeagtelletti et al., 2012; Yazdi and Salehi Neyshabh@014).
A surrogate model can be derived by simplifying hecess-based model structure, or by generalittirg
studied system’s behavior with a low-order appration of a set of outcomes of a model experimetth e
complex model (Castelletti et al., 2012). Dynamicuéation modelling aims at preserving the dynanature
of the original process-based model and is, thusfembly used for reducing complexity (Castellettial.,
2012). Surrogate models are often used in appdicatihat require a large number of model runs, ie.g.
sensitivity analysis, in scenario analysis, andoptimization. In flood management applications,regate
models have been used for reservoir operation (E&&ama et al., 2014; Tsoukalas and Makropoulo&520
water resources management (Tsoukalas et al., 20fbBjor reducing the complexity in hydraulic simtidns
(Gama et al., 2014; Meert et al., 2016; Wolfs et2015). A review of surrogate modeling in hydmfas given
by Razavi et al. (2012b). Nevertheless, Saint-Ceairal. (2014) and Marrel et al. (2011) stated tha
development of surrogate models with spatiallyritisted inputs and outputs is still an open redegreestion.
This also applies to object-based flood loss maugliwhere a 2D inundation model computes flow dsgor
each affected building and the loss model compiliieslamages on the basis of the flow depths, sevaftrility
function, and the building value.

Hence, the question arises if a surrogate modelopgoach is suitable to represent the inherent tmties of
flood processes that lead to flood losses withinvar basin. Specifically, we aim to assess whetther
surrogate modelling approach is able to represenflbod processes and their impacts at the riasimbscale
with a spatial resolution at street level. Thug, tin aim of this work is to develop a surrogatelet for flood
loss analysis and to evaluate its applicabilitythie context of a model experiment with multiple reméos
covering different spatiotemporal patterns of raliihbver a river basin with a complex topographyithivi this
context, the hypothesis is that a river system lwardivided into subsystems which are connectedimwith
topological river network (Wolfs et al., 2015). Treaction of the whole system to a flood scenaaio then be
deduced from the reactions and interactions ofthesystems. Thereby, we aim at contributing tadteeussion
about the use of surrogate models in model singplifon (Crout et al., 2009; van Nes, Egbert H. Sobeffer,
2005) and in flood risk analyses (Wolfs et al., 20@0/olfs and Willems, 2013).

2 Methods

The main goal of flood risk analysis at the rivasim scale is to analyze the potential consequerfceselected
precipitation scenario or a set of scenarios. Thidone by a model cascade of rainfall-runoff medeith 2D
hydraulic models producing the flow depths for fluwd loss models. Here, we propose a differenthionbt
where the last two models are substituted. The @ibaulic model and the flood loss model are repldog a

1D hydraulic model with a surrogate model for fldods computation nested into the 1D hydraulic hotais
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requires two main steps. First, the surrogate mbdslto be developed. Then, the surrogate modigtraziuced
into the model chain with reduced complexity. Weted this method on the Aare River basin, locatesiraam
of Bern, Switzerland.

This chapter is organized as follows. First, theecatudy and the definition of the system undesiciamation
are described in detail. Second, the developmetiieburrogate model is described. The interreiabietween
the two main steps is shown in figure 1. Third, describe the model evaluation procedure. The ndstho
chapter is concluded with a description of the pedad the application of the model chain for fldods

analyses.

A. Development of the surrogate model

synthetic hydrographs set of pre-processed vulnerable objects
flood scenarios

-

surrogate model:
peak discharge — flood loss
relationships for each floodplain

B. Implementation of the surrogate model

\
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precipitation scenario i  rainfall-runoff simulation 1D hydraulic flow routing for precipitation scenario i
in sub-catchments river system

Figure 1: Overview of the method. The first step is to depeloe surrogate model. The second step is to hesiurrogate
model into a model chain from the meteorologicatigido a rainfall-runoff and 1D hydraulic routingoael.

2.1 System definition and system delimitation

The study area is the watershed of the Aare Riveatéd upstream of Bern, Switzerland (see figureTBe
river basin has an area of approximately 300G &nd thus is defined as a mesoscale catchmentrifére
network consists of 26 tributary catchments (suiskoaents), with confluence into the floodplainstiod main
valley. The main valley is divided into seven flpdains. These are the floodplains of the river heac
“Hasliaare”, between Meiringen and Lake Brienz thg coastal areas of “Lake Brienz” (2), the flqmdin of
the city “Interlaken” and the river Litschine (#)e coastal areas of “Lake Thun” (4), the floodplaf the city
“Thun” (5), the river “Aare”, between Thun and Bgi#), and the tributary “Gurbe”, between Burgistaind
Belp (7). The flooding processes in the Aare Rivasin are dominated by both riverine and lake flogdThe



Hasliaare floodplain is dominated mainly by riverifiooding. However, the delta of the Hasliaar@dlplain is
also affected by flooding from Lake Brienz. Theelal shorelines of Lake Brienz and Lake Thun apos&d to
lake flooding only. In contrast, the city of Inteken is exposed to four different flooding procesda the
eastern part, this floodplain is exposed to lakeding from Lake Brienz. The western part is exgoselake
5 flooding from Lake Thun. A high water-level in Lalgrienz leads to a high discharge in the Aare River
between the two lakes. Consequently, the centrélgiahe city of Interlaken is exposed to riverifi@oding.
From the southern boundary of the floodplain, ttileutary Liitschine River flows into Lake Brienz tithe
occurrence of riverine flooding possible. The @fyThun is exposed to both lake flooding from Lakeun and
riverine flooding from the Aare River at high lalevels. The floodplain of the Aare River betweerufitand
10 Bern and the floodplain of the Girbe River are esgubto riverine flooding. The discharge of the ARieer
downstream of Thun is dominated mainly by the owiffrom Lake Thun and secondarily by its tributarie

Transport and deposition of sediment and woodyigetere not considered in this analysis.

15 Figure 2: Aare river basin upstream of Bern, Switzerland. $hb-catchments of the hydrological model are divibg
black lines. The black triangles are indicating ploénts where the outflow from the subcatchmentssisd as a system load
at the upper boundary conditions of the floodplaiftse floodplains that are represented by the gateomodel are marked
in red.

The physical processes in the river system corsitleere are principally defined as flood proce$sading to
20 losses at buildings. The main driver for the amafribsses due to flooding is the flood magnitude.,(peak

discharge and lake level), with the related floyttie at the location of the exposed buildings. Thwesassume
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here that there is a relevant relationship betwhberflood magnitude and the values at risk. In @oidito the
flood magnitude, this relationship also dependsnuii® hydromorphic characteristics of the floodpléie.,
how the building stock is topographically and taptally located within or outside the flooded aeand the
characteristics of the building stock (economiaueal and vulnerabilities). This relationship carodle named
as the exposure “footprint” of a floodplain (Rougét al., 2013). This approach was described byhdrdb et al.
(2014) for an urban area exposed to flooding. Henie,approach is extended to a number of floodplakEach
floodplain is defined as a subsystem of the whlerrbasin. The input of the upper boundary conditdf a
subsystem is the inflow of water. The magnitudéhefboundary condition is defined by the peak disgé in a
river reach in the case of riverine flooding andthg lake level in case of lake flooding. The flsx@ood
flows) between the subsystems are modeled withhtligodynamic model BASEMENT in 1D (BASEchain,
Vetsch et al.,, 2017). Figure 3 shows the spatitlips@f the river system and the topology betweem th

subsystems.

ake flooding

lake flooding

" >
Lake Brienz
>

¥ Iriver flooding
ake flooding

A river /
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outflow 4 river I
v flooding v
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<— inflow/outflow at system boundaries
<— direction of flooding

Figure 3: Simplified representation of the river system. Tomdplains are represented in gray. The type obding
process is represented by blue arrows.

2.2 Development of the surrogate model

The surrogate model is built in three steps. Fiosteach subsystem (i.e., floodplain), the ranfygystem loads
at the upper boundary condition were defined. @nlihsis of an observed discharge time-series,alyfland
hydrographs, i.e. a synthetic design hydrographewierived using the guidelines proposed by Setiraid
Grimaldi (2011). For each river gauging stationthie study area, observed hydrographs were norrdalize
terms of event duration and peak discharge. Thétimeg dimensionless event hydrographs were supersed,
and centered around the peak position. A two parisrgamma distribution function was fitted to repent the
typical shape of the event hydrographs, as destilgeNadarajah (2007) and Rai et al. (2009). Tésulted in
a synthetic unit hydrograph that represents a &igdrograph shape of flood events in the corredpm
catchment. The synthetic unit hydrograph was sctdedarious peak discharges, whereas an empirieak-p
volume-ratio was used to determine the correspgndirent duration. Recently developed techniquegHer
determination of flood-type-specific synthetic dgsihydrographs, as for example proposed by Brueheail.
(2017), were not considered in this study. The pdoice was applied to generate synthetic designolgydphs
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for a continuous series of peak discharges for @i¢he floodplains affected by riverine floodingdsliaare
River, Litschine River, Aare River between Thun &win, Glrbe River). The synthetic design hydrobsap
were used as upper boundary conditions for then2iddation model of each floodplain.

In the second step, we developed a flood inundatimael in 2D for each floodplain. We used the flood
inundation model BASEMENT in 2D (BASEplane) to repent the water fluxes through the river systems
(Vetsch et al., 2017). It is a numerical model Bgvthe shallow water equations on the basis oifr@gular
mesh. The mesh was generated on the basis oftald&irain model (DTM) of the year 2015, with aasal
resolution of 0.5 m and a maximum error of +/- hM2n the z-axis orientation. In the river coursttg DTM
was corrected on the basis of topographical sureéyke riverbed. These data were delivered byRbderal
Office for the Environment, FOEN. The heights andaltion of the lateral dams were surveyed by dGPS.
Together, all data sources result in a high-regoiuterrain model. In the flood models, the rougime
coefficients in the river channels were calibrateith existing stage-discharge relationships. Theghmess
coefficients in the floodplains were estimated basa literature. The floodplains are delimited b fateral
dimensions of the floodplains (i.e., the confinimigjslopes). The upper system boundaries are thie mizer
courses flowing into the floodplains. The lower teys boundary is determined by the lakes, or other
topographic or geomorphologic constraints delingitihe floodplains.

The 2D hydrodynamic model provides the basis far flbod-loss model. In this study, we focus only on
structural damages to buildings (i.e., residengaiblic and industrial buildings). Damages to meliksets,
building content, movables and infrastructure ave aonsidered here. The loss model consists oft@setof
buildings with attributes and a set of vulnerapilitinctions. Each building is represented by a goty and
classified by type, functionality, construction joek, volume, reconstruction costs, altitude leviedjimund floor
and number of residents. The dataset of the valteisk was elaborated on the basis of the SwissBgis™®
dataset of the Federal Office for Topography SWISBD, based on the approaches of Fuchs et al. (2017)
Réthlisberger et al. (2017), and Roéthlisbergerle{2016). The reconstruction values of the buiiginvere
calculated on the basis of the volume (derivedheyltidar surface and terrain models) and the me@egper
cubic meter and building function (SVKG-SEK/SVITQX2), accordingly to the practice in SwitzerlandheT
flood intensity maps (flow depths), resulting fratre hydrodynamic models, lead to the calculatiorthef
object-specific vulnerability and therefore to tkstimation of object-specific losses (Fuchs et 2012).
Vulnerability functions provide a degree of losstba basis of the flow depth at the location of loeise. The
value ranges from 0 (no damage) to 1 (total |0Bs)s degree of loss is subsequently multiplied Hey $pecific
reconstruction value of the building. Currentlyret vulnerability functions are considered in tremdge
calculation procedure. We used the functions ofridgt (2001), Jonkman et al. (2008), and Duttd.€2803),
shown in figure 4. The multiplication of the rectmstion value of the house with the degree of leasls to the
flood-loss for a specific exposed object (e.g.ingle house). The sum of all losses in the flooitpéanters into

the “flood peak — flood loss” relationship of tHeddplain.
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Figure 4: Vulnerability functions used for flood loss estiinat

We modeled the inundation for each floodplain apdcfic set of synthetic hydrographs. This resifltsaa
number of simulations ranging from the river disgfeacapacity to a worst case flood. Each modelwasn
overlain with the building dataset and the degreless was calculated for each single building loa basis of
the flow depth at the building, as well as the ttasy loss. Thus, for each synthetic hydrograpkum of flood
losses in the floodplain is computed. Furthermtite,number of exposed buildings and the numbexpbsed
residents are summarized. Generally speaking, fthisws the dynamic emulation modelling approach of
Castelletti et al. (2012). With peak discharge dflomagnitude), the resulting flood losses and esgbos
buildings/residents increases. For each floodplhia,shape of this relationship between flood nagei and
flood losses is calculated. These floodplain-specifirves are the basis of the meta-model, or gateomodel
for further analyses. The surrogate model can theerused to extend coupled hydrological-hydraulicddeto

chains by nesting it into the 1D hydrodynamic model

2.3 Modd evaluation

The complexity of the model chain requires a vdiataof the surrogate model and of the surrogatelegho
coupled with the hydrologic/hydraulic model. In &, the 2D inundation model used for the elatioraof
the surrogate model has also to be validated sigharahus, the coupled hydrologic-hydraulic modae 2D
inundation model, and the surrogate model werelatdid separately and in the coupled version.

First, the coupled hydrologic hydraulic model (1¥ps validated against the observed discharge at the
catchment outlet in the validation period from 20tbl 2014. For this, we computed the Nash-Sutcliffe-
Efficiency NSE (Nash and Sutcliffe, 1970) and thng-Gupta-Efficiency KGE (Gupta et al., 2009; Kdiret
al., 2012).

Second, the 2D inundation models used to elabdinatsurrogate model were validated with post-edata of
the floods in May 1999, and August 2005 (tableThe main purpose of the 2D inundation model isredet
the number of affected buildings and to predictftoes depths at the buildings. Thus, a validatidrthis model
should weight the populated areas higher than teasawithout values at risk (Stephens et al., 20A4)the
surrogate model gives the number of exposed bgjfdand the flood losses as outputs, we adapteticatian

approach proposed by (Zischg et al., 2018) thaliattp focuses on the validity of the flood modeils

8



10

15

20

25

30

populated areas. They proposed to adapt binarpmeahce measures to be used with insurance clams f
validating flood models. Hence, we validated thededi@erformance with the model fit measure F (Bénee
al.,, 2013, eq. 1, also defined as critical sucérdex CSI or flood area index FAI). This measure te
computed by either considering the predicted amskded flooded areas or the number of affected rantd
affected buildings. If based on the flooded aréais,performance measure requires a comparisomeo$patial
pattern of the observed and the modelled wet apdadras. If the populated areas should be weidhitgaer,
this performance measure can be computed by owegldlye map of the observed flood extent with theadet
of the buildings. The buildings within the observidabd extent represent the reference observatataset.
Subsequently, these buildings are compared wittbtlileings located in the modelled flood extent.il@&ags
correctly predicted as inundated, count as hitsldBs predicted as dry by the model and obserasd
inundated, are counted as misses. Buildings pestlias wet by the model but observed as dry araeatbfis
false alarms. Correct negatives are buildings d@natpredicted and observed as dry (outside of weddiood
extent). The validation of the 2D inundation modélthe floodplains of Interlaken and Thun is ddsed in
Zischg et al. (2018).

F= hits (1)

hits+false alarms+misses

Third, the surrogate model was coupled with therbldjic/hydraulic model chain and validated witheat
documentations from three past flood events basgti@number of affected buildings. We countednihaber

of buildings that are located within the areas thate reportedly flooded during the flood event®/fay 1999

August 2005, and October 2011, respectively. Tharatteristics of these reference flood events are

summarized in table 1. Subsequently, we computechtimber of affected buildings in these three flewdnts
with the surrogate model. For the flood event 089,9we used the observed discharges for calculdtiag
number of affected buildings with the surrogate eloth contrast, we used both the observed and heade
discharges of the hydrologic/hydraulic model chiincalculate the number of affected buildings durthe
flood events of 2005 and 2011. Consequently, wepesed the modelled number of affected buildings e

observed ones.

Table 1: Peak discharges and return levels of the flo@htsvused for model evaluation. Source: FOEN (2018)

River reach May 12-16, August 22-23, October 10-11, Peak discharge

1999 2005 2011 of a 100-year flood

Hasliaare River 228 1fs 444 mils 367 s 538 m/s
<10 yy 47 yy 22 yy

Lutschine River 126 ffs 254 mi/s 226 ms 239 m/s
<2vyy >150 yy 68 yy

Aare River at Bern 613 s 605 m/s 416 m/s 551 m/s
>150 yy >150 years <10 yy

Girbe River 44.6 ffs 52.1 m/s 8.08 m/s 60.7 m/s
<10 yy 20 yy <1lyy

Fourth, we analyzed the relative error of the ggaite model. Depending on the range of peak disebarfrom
the river conveyance to the probable maximum flcote selected different intervals of the synthetic

hydrographs used for computing the surrogate madehe Aare River reach, we used intervals of i to
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compute the surrogate model, while in the othendfains we used intervals of 50°/8) except in the Girbe
River reach. In this floodplain, we used intervadss ni/s. To estimate the interpolation error, we doulites
intervals of the peak discharges for deriving tberagate model and compared the interpolated vafuée

coarser surrogate model with the values of theirmalgsurrogate model. The interpolation error igresented

here by the root mean square error (RSME). Howetler, surrogate models of the lakes are based on a

continuous simulation and thus we did not analyeesensitivity of these models to an increase efriterval.
Fifth, we modelled one out of the 150 model runthwhie full 2D simulation model. We selected thedelaun
with the highest peak discharge at the river basifet at Bern, corresponding to the probable maxrinflood.
This model run was used as a benchmark to evatuatgerformance of the surrogate model for thisaie.

A validation of the loss module was not possibtecarresponding loss data are protected by prikegylations
of the corresponding Cantonal insurance companywveser, the predicted flood losses where validated i
another case study using the same model setupobihbrved loss data delivered by the Cantonal insera
company for buildings (Zischg et al., 2018). In theer reach of the Engelberger Aa River in in @&nton of
Nidwalden, the flood event of August 2005 led teskes of around 22 million Swiss Francs. The vubibna

function of Jonkman et al. (2008) underestimated kbhsses (26% of documented losses), whereas the

vulnerability function of Hydrotec (2001) overestitad the losses by a factor of 2.7, and the vabikty
function of Dutta et al. (2003) by a factor of 2Thus, we assume that the three different vulnétahinctions
should quantify a range of possible outcomes ardntbst reliable loss estimation lays in betweefediht

outcomes.

24 C(_)mputing the system behavior and the flood losses during probable maximum precipitation

scenarios

We tested the applicability of the surrogate masiigh a set of extreme flood scenarios based orptbbable
maximum precipitation (PMP). The PMP is often u$edthe analysis of residual risks and furthermfme
identifying the probable maximum flood (PMF) iniaer basin. The PMP in the study area was estimaited
the guidelines of WMO (World Meteorological Orgaation, 2009). To consider the spatio-temporal pastef
precipitation in the river basin, the same amodrdreal precipitation in the PMP scenario (300 nn3 idays)
was distributed in different spatio-temporal patseacross the entire river basin in a Monte-Cartmiktion

framework after Felder and Weingartner (2016). Ifirst step, a random temporal distribution of tio¢al

precipitation for the chosen duration was generate@ second step, the temporal pattern of thefathiwas
distributed spatially in three meteorological regipand in five sub-catchments within each metegiodl

region. The sub-catchments and the meteorologigabns were defined to consider the relatively pedalent
behavior of specific parts of the catchment, eogvldnds and mountainous regions, in terms of pi@tipn

amount and intensity. A set of plausibility crilevaluates the physical reliability of the randpménerated
rainfall pattern. For further details we refer telder and Weingartner (2016). From a set of phylgivalid 10°

iterations, we extracted 150 scenarios that leathéchighest discharge at the catchment outlets& ainfall
scenarios were fed subsequently into the hydroédgimdel (Felder et al., 2017). The rainfall scasmamwere
modeled in 15 sub-catchments with the hydrologinatiel PREVAH (Viviroli et al., 2009). The discharge
the outlets of the sub-catchments was routed thrélug river system with the hydraulic model BASEME M

1D (Vetsch et al., 2017). The hydrodynamic moddlased on the St. Venant equations and computesaties

fluxes in 1D. This model allows for simulation d¥et weirs at the outlets of the lakes within theerimetwork

10



and thus is able to simulate lake levels. The 18rdyynamic model was calibrated by empirically atjg the
friction coefficients in the river channels withrgeular regard to the water surface elevationtie main
channel at peak discharge. The setup of this systetascribed in detail by Felder et al. (2017) &ettler and
Weingartner (2017). The surrogate model describethapter 2.2 is nested into this 1D hydraulic nhodlke
5 1D hydraulic model provides the upper boundary @&mms for the single floodplain models. The peak
discharge is then extracted from the modeled inflorographs and used for interpolating the flooskés
from the surrogate models of each floodplain. Tdesés of the single sub-models are then summedrwgath
precipitation scenario. We computed the numbexpbsed buildings and residents and the flood lofesek50
scenarios. Out of fGsimulations, these scenarios had the highest aligehat the outlet of the river basin in
10 Bern. Thus, this can be assumed as a set of exfieaus. The scenario with the highest discharg@eah was
modeled with the 2D simulation model as a referemce In the 2D simulation, the tributaries flowiirgo the
floodplains from the lateral boundaries are consideas well as in the loss model. The same scenas then
simulated with the surrogate model. Finally, thélslity of the surrogate model was evaluated bynparing it
with the reference model run.

15 3 Reaults

Surrogate model

The primary result of the first part is the “floatagnitude — flood exposure” relationship for edobdplain. In

figure 5, these relationships are presented faririe floods. Here, the sensitivity of the floodplagainst peak

discharges is shown in terms of the number of esgbdsuildings and people. The figure shows that the
20 floodplain of the Litschine River reach is the snbelel with the highest sensitivity to an increaspepk

discharge. The Lake Thun sub-model is that whichthe highest sensitivity against a rising lakeslgfigure

6). It is shown that the exposure of residentsisdasing, on average, by 38 residents per cnmsfgriake

level.
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25 Figure5: “Peak discharge — flood exposure” relationshipgtierfloodplains with riverine flooding
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Figure 6: “Lake level — flood exposure” relationships for te@odplains with lake flooding. Warning thresholfts Lake
Thun: 558.3 m a.s.l.; warning threshold for LakeeBz: 563.9 m a.s.l.

Regarding flood losses, the “flood magnitude — dldoss” relationships exhibit shapes similar tot thfithe
5 *“flood magnitude — flood exposure” relationships.contrast to the exposed buildings and residémsfigures
for the losses show the uncertainty in flood lossngation in relation to the vulnerability functenThe
vulnerability function of Jonkman et al. (2008) uks in remarkably low losses (figures 7 and 8guFé 8

shows that the floodplain of Thun is the subsysiéth the highest sensitivity to increasing floodgndudes.
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10 Figure7: “Peak discharge — flood loss” relationships for floedplains with riverine flooding
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Figure 8: “Lake level — flood loss” relationships for the didplains with lake flooding. Warning thresholds f@ke Thun:
558.3 m a.s.l.; warning threshold for Lake Brien@3® m a.s.l.

Model evaluation

The model evaluation showed that both the singlelutes and the model chain can be used reliablyis t
study. The coupled hydrologic-hydraulic model ha8l8E value of 0.85 and a KGE value of 0.85 in the
validation period 2011-2014.

The 2D inundation model was validated with the dlavent in August 2005. Based on the observed dgigels
and flooded areas of the flood event in August 2@086 2D flood model of the Aare and Gurbe rivaactees
exhibit a model fit of 0.62, the model of the flguain in Thun has a model fit of 0.61, and the niaxfehe
floodplain in Interlaken has a model fit of 0.68itfwconsideration of the dam break in the Litschiineer). In
the Hasliaare river reach, a dam break occurredtargithe observed flooded areas are remarkabhehitpan
the modelled ones. In contrast to the Lutschinerrieach, this dam break was not modelled in thielatéon
run and thus no validation was possible for thisrireach and this flood event. Calculating the ehditlon the
basis of the modelled discharges (model chain ef ¢bupled hydrological-hydraulic model based on
precipitation as the model input, and whole stutBap gives a model fit of 0.46 when considerirgpdled
areas in the validation metric and a model fit of9when considering the number of exposed buikling
respectively.

The output of the surrogate model in terms of numdfeexposed buildings was compared with the oleskrv
number of affected buildings. However, in the cepanding simulation, the dam breaks that occumethé
Hasliaare river reach and in the floodplain of thigschine river during the flood event in 2005 werat
considered and, thus, the surrogate model undenatsts the number of exposed buildings. The sureagatdel
nested into the full model chain predicted 1648a#d buildings, while 2366 buildings were actuédlyated in
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the flooded areas of the 2005 event (table 2).oimtrast, when run with the observed discharges®fflbod
event in May 1999, the surrogate model predicts 88&cted buildings, while 1059 buildings were adiy
located in the flooded areas. This correspondsntairaderestimation of 6%. However, the surrogate ehod
neglects a dam break in the Aare River reach dutiegflood event in 1999 and, thus, underestim#ies
exposed buildings in this area. For the 2011 flewdnt, the surrogate model predicts 132 and 38teffe
buildings with observed and modelled dischargespeetively. At river basin scale, the full 2D moadelarly
predicts the exact number of buildings affectedi®/2011 flood. However, when looking at the detaiére is

a slight underestimation in the Hasliaare Rivecheand a slight overestimation in the LiitschineeRireach.
The hydrological model underestimates the peakhdiges during this rain-on-snow flood event (Résstal.,
2014) and thus the surrogate model underestima¢esumber of affected buildings when implemented the

full model chain.

Table 2: Number of exposed buildings in the flooded amefathe flood events of May 1999, August 2005, and

October 2011. *surrogate model based on observachaiges and lake levels. **surrogate model based o

observed precipitation and, thus, based on modédilscharges and lake levels. ***No considerationefee

breaches.

floodplain 1999 1999 2005 2005 2005 2011 2011 2011 2011
obs. surrogate obs. surrogate surrogate obs. 2D* surrogate surrogate

model* model* model** model* model**

Hasliaare 3 33 412 ***265 ***191 31 16 60 1

River and

Lake Brienz

Interlaken 110 93 941 ***161 ***141 13 33 38 12

(Latschine

River and

both Lakes)

Thun (Aare 308 353 408 397 723 0 0 0 0

River and

Lake Thun)

Aare River 258 ***%]126 111 110 137 0 0 0 0

between

Thun and

Bern

Gurbe River 0 0 14 16 0 0 0 0 0

lateral lake 380 390 480 406 451 31 34 34 25

shorelines

whole study 1059 995 2366 1355 1643 86 83 132 38

area

A comparison of the presented surrogate models @odrsened surrogate models shows that the nunfiber o
simulations for elaborating the surrogate model #nud the intervals between the considered floogmtades

is relevant for the robustness. The submodels bavi@MSE of 54 buildings in the Aare River reach,iiéhe
Hasliaare River reach, 28 in the Liutschine Riverche and 7 in the Gurbe River reach. For the 200&df
event, the RSME lays in the order of 48% of theosegl buildings in the Aare River reach and of Q®43in

the other river reaches. In terms of flood los¢ks, RMSE is 43.5, 1.5, 1.8, and 1.4 million Swisargs,
respectively. While the RMSE is highly relevant the Aare River reach, it is less relevant for otieer river
reaches. The surrogate model of the Aare Rivehreaalready based on wide intervals of the peakldirges
and thus a coarsening of the intervals leads t@reable model errors. In contrast, narrow interuadsease the

robustness. This is especially relevant for peaktdirges around the river conveyance capacity.
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The benchmark test with the selected scenario mufuli 2D mode shows the applicability of the sgate
model in the case of extreme floods. The surrogatdel predicts 3294 exposed buildings and 154 lidests,
whereas the full 2D simulation predicts 3720 expobeildings and 17261 residents. Thus, the losses a
underestimated in the surrogate model in comparigona full 2D simulation. The simplified model
underestimates the number of exposed buildings tardnumber of exposed residents by 11%, and the
computed losses by 13-23%, depending on the vibilgyafunction. The deviation can be explained te
flooding of smaller lateral tributaries, which theference model considers in contrast to the sateogodel.
These smaller tributaries did not lead to floodingthe validation runs. In the Hasliaare River teathe
reference model run simulates flooding that is iyague to the tributaries. Thus, in this river reathe
surrogate model does not consider the flooding @fenthan 200 buildings. In the Aare River and GiRieer
reaches, the surrogate model underestimates tresengof 188 and 275 buildings respectively for shene

reason.

Model application

The combination of the single surrogate models used in a Monte-Carlo framework for modeling flood
losses of probable maximum precipitation scenafitss results in a high number of outcomes, rathan a
single value in a deterministic framework (figute Bhe number of exposed buildings range from 2083661
depending on the precipitation scenario, with aiaredf 2768. Thereby, a minimum of 8569 and a maxmm
of 16175 residents are exposed as a result. Théamed the exposed residents is 11079. However, the
histogram of the losses (figure 9) shows a doulelekp This double peak is a consequence of thereliffe
vulnerability functions. While two vulnerability fictions (Dutta et al., 2003; Hydrotec, 2001) hastatively
similar shapes, the third vulnerability functiomiikman et al., 2008) shows remarkable differencéld others
up to flow depths of 3 m. The left peak in the digam at the right of figure 9 shows the lossesutated with
the vulnerability function of Jonkman et al. (2008je right peak in the histogram shows the los$dlse other
two vulnerability functions. Consequently, the lesgange from 129 to 1499 million Swiss Francshvet
median of 782 million Swiss Francs. The loss footpof the floodplains allows us to understand vkhic
precipitation pattern leads to the highest loskégh losses are associated with a high level ofeL8kun and a

high discharge in the Litschine River.
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Figure 9: Histograms of exposed buildings and residents flaod losses in 150 PMP scenarios

4 Discussion

The presented meta-modeling approach in a rivénbas combination of surrogate models. The maindiit
of this approach is that it enables analysis ofilgavior of a complex river system under varyiygtem loads.
The basis of the model is a 1D hydrodynamic routimgdel (Vetsch et al., 2017) that routes the inflbwes
from the sub-catchments, provided by the hydrokigicodel through the connected floodplains. Thedltoss
sub-models are nested into this hydrodynamic rgutiodel, similar to Alarcon et al. (2014), Mania&t(2014)
and Bermudez et al. (2017), except in the formunfagyate models. Since the 1D hydrodynamic routiroglel
is remarkably (~2000-4000 times) faster than thefldabd inundation model with a high spatial resadnf the
combination of the 1D hydrodynamic model with th&regate for flood loss computation offers a high
potential in scenario-based flood risk analysesianother applications that demand low computafi@usts.
This is in line with the conclusions of Wolfs andidms (2013) and Wolfs et al. (2015). Because rtieta-
model is derived from a flood inundation model irvexry high spatial resolution (accuracy at the swdier
resolution), the high spatial accuracy can be Hbnbug the river basin scale in a computationallficefnt
framework. Hence, the presented model can be usbtbinte-Carlo simulations, targeting flood loss lgses,
as shown in the example of probable maximum pritiph scenarios. If the number of scenarios to be
simulated remarkably exceeds the number of symthgtilrographs required for building the surrogatelet,
the simplified model is able to reduce the compoitet costs.

However, the presented surrogate model has stélbi® uncertainties. In comparison to a full 2D mtion, it
introduces an interpolation error. This error defsean the intervals of flood magnitudes that areefsrence
simulations needed for elaborating the meta-motlkis is especially relevant for flood events witthigh
frequency but it can be solved by increasing thmer of simulations with a magnitude slightly belawd
above river conveyance capacity. Furthermore, tlieogate model represents the errors of the 2D ek

the loss model. A crucial factor is the spatialresgntation and attribution of the buildings. Utaisties in the
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building dataset are directly relevant for the jic8dn capability of the surrogate model. Both estoeither
caused by the model simplification or by the 2Dnidation and flood loss models, contribute to thalterror.
While the first is more easily to consider by irasing the number of simulations in the pre-processind
elaboration of the surrogate model, the errordiénimundation and flood loss models are in mangad#ficult
to detect and to quantify because of lacking doeudai®n of historic flood events and their impadtast but
not least, the surrogate model depends on reljaeldictions of peak discharges and thus it healglyends on
the reliability of the coupled hydrologic/hydraulicodel. A comparison of the loss estimations thmatkmsed
either on observed or modelled discharges showatdhb uncertainty in the prediction of the peacHarges is
still the one of the most relevant contributiongtte overall uncertainty.

In general, the surrogate models show the effettanoincrease in river discharge on the flood expes
Nevertheless, the surrogate models do not condidesmaller tributaries yet. The reference run shthat, in
the study area, the lateral tributaries play aveeié role in causing flood losses and producing pleak
discharge in the main river reach. In other cabes those presented, the lateral tributaries mawg Iess
significant driver for flood losses than the maiwer reach. With the consideration of more tribigsy the
system could potentially be better representedubsogate models. In principle, the presented amiraan be
extended with consideration of the tributaries. ldwer, the problem of duple exposures arises,hieldings
that are affected by both the main river and auteby should not be counted twofold. This remaimshé
addressed. It could be solved by developing spatiétributed surrogate models, e.g. meta-modws show
the relationship between the peak-discharge ofmhbén river or the nearby tributary and the flow thepfor
each single building. In such a simulation, dupfpasure of buildings from the main river and thibutary can
be identified and considered. However, the levaetahplexity increases and with it the required precessing
work needs to be considered. Consequently, on¢éohask for the practicability and efficiency of tapproach
(Crout et al., 2009; Wolfs et al., 2015). Furthereyalischarge time series, which are needed foelddgoration
of the tributaries’ synthetic design hydrographes aften not available. Moreover, at the conflueocevo river
reaches, the synchronization of the peak dischamydsoth rivers plays a determinant role in floaabd
estimation (Neal et al., 2013). Thus, the surrogadeeling approach must be extended by considenigple
scenarios that depend upon each other. Anothemapiprto overcome this critical issue is to scrupsiyp
define the validity of the model predictions byigorously dedicated spatial delimitation of thedstarea. This
can be done either by bounding the system to twfilains in the valley bottoms only, by insertihe flood
hydrographs directly into the main river ratherrttia the lateral border of the floodplains, or legtricting the
data containing the buildings explicitly to the erike flood prediction should be valid for.

The loss computation model was not validated onbifigis of loss data in the study area. For thipqae,
another study area had to be chosen, where reliddti@ about flood losses was available. However, th
vulnerability functions used in this work can epdie exchanged with other ones, as presented lymhm et
al. (2012) or Merz et al. (2013). The uncertaimifydrent in the chosen vulnerability function habeocestimated
(Merz et al., 2004; Merz and Thieken, 2009; Wagersaal., 2016), as this appears to be one of thetm
sensitive factors in flood loss estimations (MoeldaAerts, 2011). Furthermore, the transferability o
vulnerability functions from one region to anotherquestionable (Cammerer et al., 2013) but isafuhe

scope of this study.
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The results of the scenario runs show a high véitialin the resulting numbers of exposed buildingsd
residents, as well as flood losses. The high viitialis in line with the findings of Sampson et §2014).
Furthermore, it must be mentioned that the flooidiglan the case study do not show a very high eitgito

the volume of a flood event in terms of flood lesdimation. High flood volumes are representedis $tudy
by high lake levels. In cases where the volume fbd@d is a remarkable factor for the amount obfldosses,
the presented approach has to be extended wittreliff forms of synthetic hydrographs. Other poarts not
discussed here, such as the propagation of thetamt&s in the model cascade framework, as dslidy
McMillan and Brasington (2008) and Rodriguez-Rin&dral. (2015). This, as well as the questions radigg
the limitations of the use of surrogate models rbasanalyzed next.

5 Conclusions

With the development and application of a surrogadelel, we present an approach for reducing contglex
flood risk modeling at the river basin scale withtmsing the ability to study the complex interacs between
the physical processes and the impacts on the s/alugsk. We can verify our hypothesis of deconppshe
river system into a number of subsystems and dwyithe reaction of the whole system to a rainfadinario by
modeling the behavior of the subsystems in the fofnrelationships between flood magnitude and flood
exposure/losses for each subsystem. The presepfmtagh is a feasible way to overcome the trade-off
between the spatial resolution of the inundatiordehcand the accuracy of flood loss prediction. WW&enh
shown that the use of a surrogate model can builifferent scales by maintaining a high spatial hetson,
while simultaneously allowing the simulation of gy number of flood scenarios. This approach offezs
possibilities for stress test analyses and MontdeCsimulations demanding low computational researin
order to analyze the system behavior under diffesgstem loads. It has been shown that the sueagatel
approach leads to a reliable and computationally &malysis of flood losses in a set of probableimam
precipitation scenarios in a river basin. Thus,approach may be implemented in coupled-componexiets,

in portfolio risk assessments, and in the idergifan of the hot spots in a river basin. Furthemndhe
presented approach may offer a high potential tpleoit with real-time discharge forecast systemuis, this
approach may be a basis for making a step forwam §hort-term discharge forecast towards shont-tess
forecasts. In addition, the sensitivity analysethefsubsystem may also provide a basis for ansev@odeling

approach that searches for the spatio-temporaiptation pattern and leads to the worst-case steiesses.
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Highlights

* A novel approach for coupling flood loss models with hydrological-hydraulic models

» Simulation of complex river systems at high spatial resolution

» Surrogate model based on the “flood magnitude — flood loss” relationship of floodplain

* An alternative approach for flood loss computation with demanding computational
costs

» High potential for integration in Monte Carlo simulations and short-term flood loss
forecasts



