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Abstract
Porosity changes due to mineral dissolution–precipitation reactions in porous media and the resulting impact on transport
parameters influence the evolution of natural geological environments or engineered underground barrier systems. In
the absence of long-term experimental studies, reactive transport codes are used to evaluate the long-term evolution
of engineered barrier systems and waste disposal in the deep underground. Examples for such problems are the long-
term fate of CO2 in saline aquifers and mineral transformations that cause porosity changes at clay–concrete interfaces.
For porosity clogging under a diffusive transport regime and for simple reaction networks, the accuracy of numerical
codes can be verified against analytical solutions. For clogging problems with more complex chemical interactions and
transport processes, numerical benchmarks are more suitable to assess model performance, the influence of thermodynamic
data, and sensitivity to the reacting mineral phases. Such studies increase confidence in numerical model descriptions
of more complex, engineered barrier systems. We propose a reactive transport benchmark, considering the advective–
diffusive transport of solutes; the effect of liquid-phase density on liquid flow and advective transport; kinetically controlled
dissolution–precipitation reactions causing porosity, permeability, and diffusivity changes; and the formation of a solid
solution. We present and analyze the results of five participating reactive transport codes (i.e., CORE2D, MIN3P-THCm,
OpenGeoSys-GEM, PFLOTRAN, and TOUGHREACT). In all cases, good agreement of the results was obtained.
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1 Introduction

Water–rock interactions are important processes that govern
the evolution of many natural and anthropogenic systems
in the underground. These interactions include mineral
precipitation and dissolution, sorption, and redox reactions.
Mineral precipitation and dissolution generally modify the
pore space geometry of rocks, which, in turn, changes
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flow and influences transport properties. Porosity changes
induced by chemical interactions may alter the behavior or
performance of natural and engineered systems including
treatment for contaminated groundwater, CO2 storage in
deep geological formations, and CO2-enhanced oil recovery
in carbonate reservoirs and also at clay–cement interfaces in
high-level nuclear waste repositories.

The investigation of many natural and artificial geosys-
tems, in which the coupling of chemical reactions and
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transport is important, is often done by means of reactive
transport models because information on their geochemi-
cal evolution in space and time is scarce. Reactive transport
models are numerical codes that solve a coupled set of
equations, which describe the transport of mobile chemi-
cal species together with a variety of geochemical reactions.
However, the predictions of reactive transport codes are
sensitive to the intrinsic coupling of transport and chemi-
cal solvers. Application fields of reactive transport models
include geothermal systems [1–4], nuclear waste reposito-
ries [5–9], geological carbon dioxide storage [10–12], and
environmental remediation [13–15].

There is a need to verify the implementation and to eval-
uate the capabilities and performance of reactive transport
codes. This process is called “benchmarking” and is nor-
mally done by comparing model results with analytical solu-
tions, by reproducing results from laboratory or field exper-
iments, and by code intercomparison. Benchmarking with
porosity enhancement, reduction, or clogging is of great
interest because of their strong influence on the coupling
between transport and chemistry, commonly encountered
in real geosystems.

Finding the exact solution for simplified 1D and 2D
systems is the most preferred method to verify the numer-
ical implementation of reactive transport codes. Analytical
solutions for problems coupled with porosity changes are
few. The only investigations on this topic include Lagneau
and van der Lee [16] and Hayek et al. [17, 18]. Lagneau
and van der Lee [16] proposed an analytical solution for
a 1D system containing one species and one mineral.
The analytical solution was used to verify the implemen-
tation of porosity changes in the reactive transport code
HYTEC [19]. Their solution was only applicable to small
and moderate porosity changes. Hayek et al. [17] developed
analytical solutions for a 1D coupled diffusion–reaction
problem with feedback on porosity change for benchmark-
ing reactive transport. Their numerical experiment consisted
in the precipitation of a solid phase from two aqueous
species inside a porous medium, leading to strong poros-
ity reduction and even clogging. They proposed analyti-
cal solutions that were only suitable for non-equilibrium
chemistry. The good agreement between numerical and ana-
lytical solutions was obtained when sufficient spatial and
temporal discretization was used for the numerical solu-
tion. Their simulation also demonstrated that, in agreement
with Lagneau and van der Lee [16], numerical codes with
explicit schemes did not always converge to the analytical
solution. Only implicit schemes produced accurate solu-
tions independent of time stepping. Analytical solutions
describing transport of several aqueous species coupled with
precipitation and dissolution of a single mineral in two
and three dimensions with porosity change were proposed
by Hayek et al. [18].

In addition, simple laboratory experiments are gaining
interest for the evaluation of specific concepts for reactive
transport codes. Lagneau [20] conducted column exper-
iments to investigate the feedback of porosity changes
on transport parameters in both diffusive and advective
regimes. Porosity change was forced by the injection of a
reactive solution, which triggered the replacement of a pri-
mary mineral phase by secondary mineral phases of larger
molar volumes. The advective experiments consisted in the
injection of a zinc sulfate solution into a porous medium
consisting of calcite, which resulted in the formation of gyp-
sum (CaSO4(s)·2H2O) and smithsonite (ZnCO3(s)). In the
diffusive system, the porous medium was replaced by port-
landite (Ca(OH)2), which, after reaction, was transformed to
gypsum and zinc hydroxide (Zn(OH)2). These experiments
were used to test the feedback between chemistry and trans-
port in the reactive transport code HYTEC. Similarly, Tar-
takovsky et al. [21] and Katz et al. [22] conducted mixing-
induced calcite precipitation in porous media to test the
validity of using the advection–dispersion reaction equation
(ADRE) for describing pore-scale porosity clogging phe-
nomena. The authors demonstrated the inappropriateness of
using the ADRE for such a description. Tartakovsky et al.
[21] proposed a modified equation of the ADRE to include
transport mixing indices in the reaction terms that could
account for highly non-uniform pore-scale concentration
gradients and localized precipitation on the subgrid scale.

In addition to analytical solutions and laboratory experi-
ments, numerical benchmarks are also used to test specific
existing and new concepts of reactive transport codes. SeS
Bench is an initiative for benchmarking subsurface environ-
mental simulation methods with a current focus on reactive
transport processes (Steefel et al. [23, 24] and references
therein). Xie et al. [25] investigated the implementation
of the Kozeny–Carman equation and Archie’s law in reac-
tive transport codes and evaluated the porosity changes
due to mineral precipitation and dissolution. The bench-
mark considered different processes including advective–
dispersive transport in saturated media, kinetically con-
trolled mineral precipitation and dissolution leading to
porosity changes, and aqueous complexation. Results from
reactive transport codes (HP1, MIN3P-THCm, PFLO-
TRAN, CrunchFlow, and TOUGHREACT) were in good
agreement, although some differences were observed for
scenarios involving clogging which could be attributed
to different implementations of the permeability–porosity
and tortuosity–porosity relationships, the activity correction
model, and numerical methods. A similar numerical bench-
mark involving the evaluation of transport parameters such
as diffusivity and permeability due to porosity changes was
also proposed by Cochepin et al. [26]. The authors forced
the dissolution of portlandite followed by the precipitation
of calcium oxalate due to the ingress of sodium oxalate in
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a 2D setup. As the oxalate has a greater molar volume than
portlandite, porosity clogging is forced with such a setup.
Reactive transport codes (HYTEC and CRUNCH) that par-
ticipated in the benchmark were in fairly good agreement.
Discrepancies were explained by the different models used
for describing the reactive surface area of precipitating and
dissolving minerals. Although it was originally planned to
also experimentally study this scenario, these plans were
never realized.

We propose a reactive transport benchmark based on
experiments by Poonoosamy et al. [27, 28] and Prasianakis
et al. [29] with four levels of complexity. The benchmarked
processes include kinetically controlled dissolution–precipita-
tion reactions leading to porosity and, consequently, per-
meability and diffusivity changes. In this paper, we present
and analyze the results of five established reactive transport
codes (i.e., CORE2D, MIN3P-THCm, OpenGeoSys-GEM,
PFLOTRAN, and TOUGHREACT).

2 Benchmark problem setup

The experiment, on which the benchmark is based,
is extensively described in Poonoosamy et al. [27].
Here, only the information that is important for the
benchmark implementation is summarized. The experiment
was conducted in a flow cell using the setup depicted in
Fig. 1. It consists of a reactive porous layer (Q2) of celestite
(SrSO4) between two inert porous layers (Q1 and Q3)
composed of quartz (SiO2). The flow cell has dimensions
of 0.1 m × 0.1 m × 0.01 m, and it contains several
ports for fluid injection and sampling. The inlet and outlet

Fig. 1 Geometry of the numerical benchmark

positions were chosen to create an asymmetric flow field.
Our numerical simulations are based on this setup.

In Table 1, we list the properties of the different regions
shown in Fig. 1 (Q1, Q2, and Q3), as well as the fluid
properties and initial conditions used for the numerical
calculations. The ports “c” and “d,” where samples were
withdrawn, are located at (0.08 m, 0.02 m) and (0.02 m, 0.08
m), respectively.

Model results are compared at the locations “c” and “d”
for solute concentrations versus time and along line 1 (z =
0.01 m) for mineral, porosity, and permeability profiles at
selected times.

Four different benchmark cases with increasing complex-
ity are defined. In case 1, we study flow with conserva-
tive mass transport. Case 2 extends case 1 by considering
density-driven flow with conservative mass transport. In
case 3, we consider the dissolution and precipitation of min-
eral phases, leading to porosity changes. This case has two
variants: case 3a with small porosity changes and case 3b
with strong porosity changes. Finally, case 4 extends case 3
by considering the formation of a BaSO4–SrSO4 solid solu-
tion. Table 2 provides additional information on the inlet and
outlet conditions for the case studies. A detailed descrip-
tion of initial and boundary conditions for case studies 2,
3a, 3b, and 4 are provided in Tables 4, 5, 6, and 7, respec-
tively, in Appendix A. For cases 3 and 4, density-driven flow
induced by the injection of a concentrated BaCl2 solution
was ignored, because in most codes, the fluid density is not
coupled to chemical reactions.

For all simulations performed using finite element
codes (CORE2D, OpenGeoSys-GEM), we considered a
discretization of the square geometry in Fig. 1 by triangular
or quadrilateral elements. For cases 1, 2, and 4, a nodal
spacing distance of 1 mm was chosen, while for cases 3a and
3b, a more refined mesh was adopted, with a nodal spacing
of 0.5 mm for OpenGeoSys-GEM. For finite volume
codes (MIN3P-THCm, PFLOTRAN, TOUGHREACT), the
domain was discretized into rectangular grid blocks with a
nodal spacing of 1 mm, yielding a total number of 10,000
grid blocks.

2.1 Case 1: conservativemass transport

Here, we consider the injection of a non-reacting solution
into the flow cell initially saturated with pure water. A
conservative tracer of 3 g L−1 is injected at the inlet at a rate
of 20 µL min−1 for 25 min (totaling 0.5 mL), followed by
the inflow of the water without the tracer up to 24 h. The Q2
region, composed of SrSO4, is assumed to be non-reactive
in this case study.

The system was simulated for 24 h.
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Table 1 Properties of the different regions of porous media

Characteristics Q1 Q2 Q3

Length (m), cases 1, 2, and 3a 0.045 0.01 0.045

Length (m), cases 3b and 4 0.045 0.005 0.055

Initial porosity (w0) (−), cases 1, 2, and 3a 0.34 0.33 0.40

Initial porosity (w0) (−), case 3b 0.34 0.10 0.40

Initial porosity (w0) (−) Case 4 0.34 0.40 0.40

Initial permeability, k0 (m2), cases 1, 2, and 3a 1.82 × 10−11 1.8 × 10−14 1.82 × 10−11

Initial permeability, k0 (m2), case 3b 1.82 × 10−11 5.0 × 10−16 1.82 × 10−11

Initial permeability, k0 (m2), case 4 1.82 × 10−11 3.0 × 10−14 1.82 × 10−11

Dispersivity, α (m), cases 1 and 4 10−4 10−4 10−4

Dispersivity, α (m), cases 2, 3a, and 3b 10−5 10−5 10−5

Pore diffusion coefficient, Dp (m2 s−1) 10−9 10−9 10−9

Volume fraction of SiO2, cases 1, 2, 3, and 4 (−) 0.66 0 0.60

Total volume fraction of SrSO4 (−), case 1, 2, and 3a 0 0.67 0

Volume fraction of small SrSO4 grains (−), case 3a 0.223

Volume fraction of large SrSO4 grains (−), case 3a 0.447

Total volume fraction of SrSO4 (−), case 3b (1 SrSO4 grain size only) 0 0.90 0

Total volume fraction of SrSO4 (−), case 4 (1 SrSO4 grain size only) 0 0.60 0

Initial pH (fixed by initial chemical setup) 5.6 5.6 5.6

In the case of CORE2D and OpenGeoSys, dispersivity is isotropic, including the longitudinal and transversal dispersive length. In case 3a, the Q2
region is composed of bimodal grain size distribution of SrSO4 crystals (mixture of large and small grains)

2.2 Case 2: conservativemass transport coupled
with density-driven flow

The injection of a highly concentrated solution of sodium chlo-
ride at a flow rate of 20 µL min−1 into the flow cell initially
saturated with pure water is considered. The sodium chlo-
ride solution was amended with a 3 × 10−6 M conservative
tracer (molar mass of 39.948 g mol−1) for the first 25 min
(totaling 0.5 mL). The injected solution is also saturated with
respect to strontium sulfate. The calculation time is set to 24 h.

2.3 Case 3a: mineral dissolution and precipitation
with small porosity changes

A highly concentrated solution of barium chloride (BaCl2)
is injected into the flow cell. The injection of BaCl2 enhances
the dissolution of SrSO4 and causes barite (BaSO4) to
precipitate according to the following reaction:

Ba2+
(aq)+SrSO4(s)→ BaSO4(s)+Sr2+

(aq) (1)

Table 2 Characteristics of the inlet and outlet

Characteristics Case 1 Case 2 Case 3a Case 3b Case 4

Inlet (x = 0 m; z = 0.00965 m) length (m) 0.0033 0.0033 0.0033 0.0033 0.0033

Outlet (x = 0.1 m; z = 0.0902 m) length (m) 0.0033 0.0033 0.0033 0.0033 0.0033

Injection rate (µL min−1) at inlet 20.0 20.0 20.0 20.0 10.0

NaCl concentration (mol L−1) at inlet NA 1.4 NA NA NA

BaCl2 concentration (mol L−1) at inlet NA NA 0.3 0.3 0.001

SrCl2 concentration (mol L−1) at inlet NA NA NA NA 0.099

Pressure at outlet (Pa) 101,325 101,325 101,325 101,325 101,325

Amount (mL) of dye tracer injected 0.5 0.5 NA NA NA

Concentration of dye tracer 3g L−1 3 × 10−6 mol L−1 NA NA NA

Modeling time duration (h) 24 24 300 200 600

NA not applicable
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Porosity changes are likely to occur, given that BaSO4 has
a larger molar volume than SrSO4. As a result, permeability
and diffusivity will change.

The reactive layer Q2 has an initial porosity of 33%
and is composed of two grain-sized populations of SrSO4

(i.e., celestite 1 and celestite 2). Celestite 1 corresponds to
SrSO4 with a smaller grain size than celestite 2. Different
kinetic rates of dissolution are used for these two grain-
sized populations (see Section 3.2.4). The following reactive
surface areas (per mineral volume unit) were attributed
to the small and large crystals, respectively (20,000 m2

m−3
mineral and 100 m2 m−3

mineral). We assumed no kinetic
constraints on the precipitated barite (BaSO4(s)) phase; i.e.,
thermodynamic equilibrium was assumed.

The simulation time is set to 300 h.

2.4 Case 3b: mineral dissolution and precipitation
with strong porosity changes

Case 3b considers a reactive medium (Q2) of celestite
with a lower initial porosity of 0.1. Due to the lower
initial porosity, the injection of a highly concentrated BaCl2
solution induces a stronger porosity decrease than in case
3a. The reactive medium is composed of celestite with
a single grain-sized population. The reactive surface area
(a(SrSO4)) is 20,000 m2 m−3

mineral.
The simulation time is set to 200 h.

2.5 Case 4: reactive transport involving
the formation of a solid solution

Here, the reactive medium is composed of celestite with a
single grain-sized population of 63–125 µm. The reactive
surface area (a(SrSO4)) is 10,000 m2 m−3

mineral. A solution
which composed of 0.099 mol L−1 SrCl2 and 0.001 mol
L−1 BaCl2 is injected at the inlet at a flow rate of 10 µL
min−1.

The simulation time is set to 600 h.

3Mathematical model formulations
and numerical implementations

All codes implemented the same flow and advection–
dispersion equations for porous media. The transport equation
of a chemical component is given as [24]

∂Ci

∂t
= ∇ (Di∇Ci)−∇

( �q
w

Ci

)
+Qi (2)

where Ci denotes the molar concentration of the ith species,
Di is the diffusion dispersion of species assumed to take the
same value for all solutes, w is the porosity, �q is the Darcy

velocity (m s−1), and Qi is the source/sink term. Di can

be reduced to the following scalar form: Di=α

∣∣∣ �q
w

∣∣∣+De,

where De is the effective diffusion (m2 s−1) coefficient
assumed to take the same value for all solutes and α (m) is
the dispersivity of the porous medium. The choice of isotropic
(transversal dispersion tensor = longitudinal dispersion ten-
sor) or anisotropic (transversal dispersion tensor �= longitu-
dinal dispersion tensor) dispersion is usually imposed by the
code.

The thermodynamic data (standard Gibbs energy of
formation (kJ mol−1)) of aqueous, gaseous, and solid
species considered in our chemical system and the molar
volumes (m3 mol−1) are given in Table 3.

3.1 Numerical codes

3.1.1 CORE2D

CORE2D V5 is a code for transient saturated and unsaturated
water flow, heat transport, and multicomponent reactive solute
transport under both local chemical equilibrium and kinetic
conditions in heterogeneous and anisotropvic media. It can
handle microbial processes and abiotic reactions including
acid–base, aqueous complexation, redox, mineral dissolution–
precipitation, gas dissolution–exsolution, cation exchange,
and surface complexation. Hydraulic parameters may
change in time due to mineral precipitation–dissolution
reactions. The flow and transport equations are solved with
Galerkin triangular finite elements and an Euler scheme for
time discretization [30, 31]. The chemical formulation is
based on the ion association theory and uses an extended
version of the Debye–Hückel (B-dot) equation for activity
coefficients of aqueous species. CORE2D V5 is based on
the sequential iteration approach to solve chemical reactive
solute transport. Iterations are repeated until prescribed
convergence criteria are attained [30]. The code has been
widely used to model laboratory and in situ experiments
[32–37], to model the interactions of corrosion products and
bentonite [38], and to evaluate the long-term geochemical
evolution of repositories in granite and clay [39, 40].

3.1.2 MIN3P-THCm

MIN3P-THCm is a multicomponent reactive transport code,
specifically designed for simulating flow and reactive trans-
port processes in variably saturated media, including density
effects. The code uses the global implicit method imple-
mented using the direct substitution approach (DSA) for
solution of the multicomponent advection–dispersion equa-
tion and biogeochemical reactions [41]. Spatial discretiza-
tion is performed based on the finite volume method, facili-
tating simulations in one, two, and three spatial dimensions.
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Table 3 Thermodynamic
database of aqueous, gaseous,
and solid species present under
standard conditions for
OpenGeoSys-GEM

Phase Component Standard Gibbs energy of
formation, �G0

f (kJ mol−1)

Molar volume (10−5 m3 mol−1)

under standard conditions

Aqueous Ba(CO3) −1104.251a −1.1798542c

Ba(HCO3)
+ −1153.325a 1.917225c

Ba(SO4) −1320.652a 0.818138c

Ba2+ −560.782b −1.2901389b

BaOH+ −721.077a 0.91585235b

Sr(CO3) −1107.830a −1.5228401c

Sr(HCO3)
+ −1157.538a 1.4082323c

Sr(SO4) −1321.366a 0.50248447c

Sr2+ −563.836b −1.7757955b

SrOH+ −725.159a 0.70988636b

CO2 −386.015a 3.2806681d

CO−2
3 −527.982a −0.60577246b

HCO−
3 −586.940 2.4210897b

Cl− −131.290a 1.7340894b

H2 17.729a 2.5264358d

O2 16.446a 3.0500889d

HSO−
4 −755.805a 3.484117b

SO−2
4 −744.459 1.2917656b

OH− −157.27a −0.470784b

H+ 0.00 0.00

H2O −237.18138c 1.807c

Gaseous CO2 −394.393a 2478.9712e,f

H2 0.00a 2478.9712e,f

O2 0.00a 2478.9712e,f

Solid Ba(CO3) −1137.634a 5.03c

Ba(SO4) −1362.152a 5.21g

Quartz −854.793a 2.2688g

Sr(CO3) −1144.735a 3.901g

Sr(SO4) −1346.15a 4.625g

The standard Gibbs energies of formation (kJ mol−1) were calculated from the equilibrium constants
reported in “a” and “b” corresponding to Hummel et al. [70] and Shock et al. [71], respectively, and “c,” “d,”
“e,” “f,” and “g” are references from Sverjensky et al. [72], Shock et al. [73], Wagman et al. [74], Kelley
[75], and Helgeson et al. [76], respectively

Advective transport terms can be described by upstream
weighting, centered spatial weighting, or using a flux lim-
iter technique to minimize numerical dispersion. Implicit
time weighting is employed, which allows using large
time steps for problems that are strongly affected by the
water–rock interaction, without loss of accuracy. The highly
non-linear and coupled reactive transport equations are lin-
earized using Newton’s method. MIN3P-THCm includes
a generalized framework for kinetically controlled reac-
tions, which can be specified through a database along
with equilibrium processes. The general kinetic formulation
includes intra-aqueous and dissolution–precipitation reac-
tions in addition to geochemical equilibrium expressions
for hydrolysis, aqueous complexation, oxidation–reduction,

ion exchange, surface complexation, and gas dissolution–
exsolution reactions [23].

MIN3P-THCm (version 1.0.440) was used in our
simulations.

3.1.3 OpenGeoSys-GEM

The fluid flow and mass transport equations are solved
by OpenGeoSys based on a standard finite element
formulation, and the chemical processes by the GEMS3K
kernel code of GEM-Selektor V3 [42]. The coupling of
these two codes is referred to as OpenGeoSys-GEM,
and its capabilities are described in Shao et al. [43]
and Kosakowski and Watanabe [44]. Mass transport and
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chemical reactions are solved in a sequential non-iterative
approach (SNIA); i.e., the transport and reaction equations
are solved separately in a sequential manner without the
iteration between them.

The GEM approach as implemented in GEMS3K con-
sists of calculating the equilibrium state of a chemical
system via minimization of its Gibbs free energy. The min-
imization is constrained by mass balance equations where
the given total amounts of chemical elements are conserved.
An additional charge balance equation is also imposed
to enforce the electro-neutrality condition of the system.
The equilibrium state calculated by GEMS3K provides the
mole amounts of every species in the system and the com-
position of all solid, liquid, or gaseous phases [45]. In
addition, other chemical quantities such as species activi-
ties or saturation indices that are needed for the calculation
of kinetic rates of mineral dissolution are provided.

OGS5 (version 5) coupled to Gems Selector V3 was used
for modeling.

3.1.4 PFLOTRAN

PFLOTRAN [46] is a massively parallel subsurface flow
and reactive transport code, designed to run on large com-
puting architectures as well as workstations and laptops.
Parallelization is achieved through domain decomposition
using the PETSc libraries. PFLOTRAN can handle differ-
ent discretization schemes including structured (Cartesian,
cylindrical) and unstructured (implicit and explicit) grids.
Currently, PFLOTRAN can handle a number of subsurface
processes including Richards’ equation, two-phase flow
involving supercritical CO2, and reactive transport includ-
ing aqueous complexing, sorption, mineral precipitation
and dissolution, and Monod-type biochemical reactions.
Reactive transport equations are solved using a fully
implicit Newton–Raphson algorithm. An elastic geome-
chanical model is also implemented. PFLOTRAN can run
multiple input files and multiple realizations simultaneously
on one or more processor cores per run which is useful
for sensitivity studies and quantifying model uncertainties.
More information about the PFLOTRAN development can
be obtained from the project website at www.pflotran.org.

PFLOTRAN (version 2015) was used in our simulations.

3.1.5 TOUGHREACT

A detailed description of TOUGHREACT and its capabil-
ities is given in [47] and [23]. TOUGHREACT was devel-
oped by coupling geochemical reactions to the TOUGH2
V2 family of multiphase flow simulators [48]. The pri-
mary governing equations for multiphase fluid and chemical
transport are derived from the principle of mass and energy
conservation. The mass and energy balance equations are

solved implicitly by Newton–Raphson iterations. Space dis-
cretization involves an unstructured finite volume scheme
(integral finite differences). Reactive transport is solved
by an operator-splitting approach that can be either itera-
tive or non-iterative. Reactive processes considered include
aqueous and surface complexation, ion exchange, mineral
precipitation–dissolution, microbial mediated biodegrada-
tion, and gas exsolution–dissolution.

TOUGHREACT (version TOUGHREACT V3.0.-OMP)
was used in our simulations

3.2 Model formulations

3.2.1 Density-driven flow and transport

Four codes, namely MIN3P-THCm, OpenGeoSys-GEM,
PFLOTRAN, and TOUGH2, allow the modeling of flow
influenced by the density of the fluid.

In OpenGeoSys-GEM, PFLOTRAN, and TOUGH2, the
Boussinesq approximation is considered; i.e., the density
variation is neglected in the mass conservation equation
of the fluid phase. Density variations are included by the
buoyancy term of the Darcy equation only. For variable-
density flow in porous media, the Darcy velocity (q) (m s−1)

is given as

q= − k

μ
(∇p−ρg) (3)

where k is the permeability (m2), μ is the dynamic viscosity
(Pa s) of the fluid, ∇p (Pa) is the pressure gradient, ρ is the
density of the fluid (kg m−3), and g is the gravity vector (m
s−2).

In OpenGeoSys-GEM, the density of the aqueous phase
is calculated by GEMS3K, which is dependent on its molar
composition. This is done by calculating the partial molar
volumes of each aqueous species at the temperature and
pressure of interest. Then, the products of these partial
molar volumes with the corresponding molar amounts of
the aqueous species are summed up in order to obtain the
overall volume of the aqueous phase. The total mass of
the aqueous phase divided by this volume gives the density
of the aqueous phase. This density is updated after each
chemical equilibrium calculation and passed along to the
fluid flow solver for calculation of the next time step.

In PFLOTRAN, the density of the brine is calculated
from empirical relations described in [49].

TOUGHREACT does not consider changes in fluid
density as a function of the chemical composition. For
this benchmark, flow influenced by density was therefore
simulated using TOUGH2-EOS7 [48]. This equation of
state represents the fluid phase as a mixture of water
and brine, and the salinity is described by means of the
brine mass fraction (Xb). In doing so, fluid density (ρ) is
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interpolated from the values of the water (ρw) and brine
end-members (ρb)

1

ρ
= 1 − Xb

ρw
+ Xb

ρb
(4)

For the simulation of case 2, the density of the brine was set
to 1057 kg m−3. The diffusive flux (JD) is calculated as

JD=wDρ
�Xb

�X
(5)

where w is the porosity, D (m2 s−1) is the diffusion
coefficient, ρ (kg m−3) is the fluid density, and �Xb

�X
is

the gradient of the brine mass fraction (i.e., concentration
gradient). Equation 3 demonstrates that in TOUGH2-EOS7,
the effective diffusion coefficient is not only a function of
porosity and the intrinsic diffusion coefficient, but it also
depends on the fluid density. As the fluid density is changing
with time and space, the effective diffusion coefficient is not
constant throughout the simulation.

MIN3P-THCm implemented the fluid flow equation
considering the density-driven flow without the Boussinesq
approximation [50]. For saturated porous media, the
equation is derived as

∂

∂t
(ρw)−∇ · (ρq) =ρQa (6)

where w is the porosity and Qa represents fluid sources/sinks.
The aqueous phase fluid density is computed as a function

of temperature and chemical concentrations according to

ρ=ρ0+�ρc+�ρT (7)

where ρ0 is the reference density (e.g., density of pure water
at 25 ◦C). �ρc and �ρT represents the density changes due
to concentration and temperature, respectively.

In MIN3P-THCm, there are two approaches for calcula-
tion of the fluid density. A commonly employed empirical
approach treats fluid density change as a linear function of
total dissolved solids (TDS) [50–54]

�ρc= ∂ρ

∂TDS
TDS (8)

where ∂ρ
∂TDS is assumed to be constant. Reported values

for the constant ∂ρ
∂TDS range between 0.688 and 0.7125 for

geochemical modeling of seawater–freshwater interactions
[51–55]. For the case 2 calculation, the constant was set to
0.7125 [50, 55].

The linear relationship between density and TDS is typ-
ically assumed when NaCl dominates the salinity (e.g.,
seawater). However, the presence of CaCl2-enriched brines
requires a model for density calculations that considers the
elemental composition of the fluids (e.g., [56]). MIN3P-
THCm also includes an approach based on the Pitzer ion

interaction model [57, 58] for the computation of �ρc. The
model calculates the solution density based on the molar
volume of solutes and the excess volume of a multicom-
ponent electrolyte solution due to ion interactions in highly
saline solutions. A detailed description of the formulation
for fluid density as a function of solution composition is
provided in Appendix B.4 of Bea et al. [59].

3.2.2 Porosity, diffusivity, and permeability

As a result of dissolution–precipitation reactions, porosity
changes occur. Transport properties of the medium, such as
effective diffusion coefficients (De) and the permeability
(ks), are commonly parameterized as a function of porosity.

For the dependence of the effective diffusion coefficient
on porosity, we used a simplified Archie relation [60]

De=Dpw
m (9)

where Dp (m2 s−1) is the pore diffusion coefficient, w (−)

is the porosity, and m (−) is an empirical coefficient. In this
study, m was set to 1.

For CORE2D, TOUGHREACT, and MIN3P-THCm,
changes of permeability, ks (m2), with porosity are
calculated from the Kozeny–Carman relation [61]

ks=k0

(
1−w0

1−w

)2 (
w

w0

)3

(10)

For OpenGeoSys-GEM and PFLOTRAN, changes of perme-
ability, ks (m2), with porosity are given by the modified
Kozeny–Carman equation

ks=k0

(
w

w0

)3

(11)

where k0 (m2) is the initial permeability and w and w0 are
the current and initial porosities, respectively.

3.2.3 Activity corrections

In all participating codes, the activity coefficients for all
dissolved species (γj ) are calculated according to the
extended Debye–Hückel equation [62]. A detailed descrip-
tion is reported in Wagner et al. [45]. Equation 12 relates
the activity coefficients of an aqueous ion to its charge (Zj )

and ionic strength (I )

log10γj=
−Aγ Z2

j

√
I

1+ȧBγ

√
I

+bγ I (12)

where ȧ (in Å) is an average distance of the approach of
two ions of opposite charges and bγ is a semi-empirical
coefficient, either individual for a given electrolyte or
common for all aqueous species. ȧ and bγ were set to 3.72
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and 0.064, respectively, for all the ionic species [62]. Aγ and
Bγ are temperature-dependent coefficients set to 0.5114 and
0.3288, respectively, at a temperature of 25 ◦C [63]. Activity
coefficients (γj ) for neutral species (dissolved gases) and
water were set to unity. For the simulation of case 2 using
the Pitzer ion interaction approach of MIN3P-THCm, Pitzer
equations [64, 65] were adopted.

3.2.4 Kinetics of precipitation and dissolution reactions
of minerals

In addition to the transport of BaCl2 and chemical reactions,
there is transformation from celestite to barite, and thus, the
porosity evolution is also influenced by reaction kinetics.

In our simulations, barite was assumed to precipitate
instantaneously (very fast kinetics) and only the dissolution
kinetics of celestite was taken into account. The dissolution
rate of celestite dm/dt (mol s−1 m−3

bulk) at pH 5.6 (pH of
the experiment) is calculated based on the equation given in
Palandri and Kharaka [66] with parameters from Dove and
Czank [67].

dm

dt
= −SAk

◦
(1 − �) (13)

where SA (m2 m−3
bulk) is the reactive surface area of the

celestite mineral phase, k
◦=10−5.66 mol m−2 s−1 is the

dissolution rate constant at 298.15 K, and � is the ratio
between the ion activity product of the mineral and its
equilibrium constant.

In our simulations, a very simple reactive surface area
model was chosen

SA = V

Vbulk
×a (14)

where V (m3) and Vbulk (m3) are the volume of the mineral
and the total bulk volume, respectively, and a (m2 m−3

mineral)

is the mineral’s specific surface area (i.e., surface area per
volume of the mineral phase). The reactive surface area of
each mineral phase was calculated using Eq. 14.

The reactive surface area is updated during the simula-
tions as mineral volume fractions change due to dissolution
and precipitation reactions. The update of the surface area
is formulated as follows:

SA(t)=SA(0)

Vt

V0
(15)

where SA(0) and V0 are the initial surface area and mineral
molar volume fraction, respectively, and SA(t) and Vt are
the surface area and volume fraction at time t , respectively.

The reaction rates as described above are the formula-
tions that are used by OpenGeoSys-GEM whereby reaction
rate is defined per bulk volume. However, in other codes,
e.g., TOUGHREACT, reaction rates are per mass of solvent,
that is the reactive surface area; reaction rate constants are

usually given in m2 kg−1
H2O and mol kg−1 m−2 s−1, respec-

tively (c.f. Section 3.2.5), and therefore, the conversions
were made such that the same reaction rates are used in all
the reactive transport codes.

3.2.5 Solid solution

A solid solution phase is defined as a mixture of solids
forming a homogeneous crystalline structure. The thermo-
dynamics of solid solutions has been described in detail by
Bruno et al. [68]. Solid solution formation is considered in
case 4, and only OpenGeoSys-GEM and TOUGHREACT
can deal with the calculation of solid solutions.

The Gibbs energy of an ideal solid solution (composed of
n components) can be split into the weighted Gibbs energy
of pure end-members (G0

i Xi) and the ideal Gibbs energy of
mixing (�Gid

mix) (J)

�Greal
total =

n∑
i=1

G0
i Xi+�Gid

mix=
n∑

i=1

G0
i Xi+�H−T �S

=
n∑

i=1

G0
i Xi +RT (XBaSO4 lnXBaSO4+XSrSO4 lnXSrSO4 ) (16)

where �H is the enthalpy of mixing (zero for ideal solid
solutions), �S is the entropy of mixing, T is the temperature
(K), R is the gas constant, and Xi is the mole fraction of
end-member i.

Because the formation of a solid solution increases the
disorder of the crystal lattice by the random substitution of
ions, the entropy term of mixing is always positive. This
decreases the Gibbs energy of the ideal solid solution and
favors the formation of the solid solution compared to the
formation of pure phases. Figure 2 shows the Lippmann
diagram (total solubility product (

∑∏
) versus mole frac-

tions of aqueous Ba2+ and solid BaSO4) for an ideal solid
solution of BaSO4 and SrSO4. The total solubility product
(
∑∏

) is defined as the sum of the partial activity prod-
ucts contributed by the individual end-members of the solid

-11.0

-10.5

-10.0

-9.5

-9.0

-8.5

-8.0

-7.5

-7.0

-6.5

-6.0

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

lo
g(

∑
∏

)

mole fraction (XBaSO4, XBa2+,aq)

solutus

solidus

Fig. 2 Lippmann diagram of an ideal solid solution of SrSO4 and
BaSO4
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solution. In thermodynamic equilibrium, the total activity
product (

∑∏
eq) expressed as a function of the solid solu-

tion composition yields the solidus curve. Similarly, the
solutus curve expresses

∑∏
eq as a function of the aque-

ous solution composition. Equations for the derivation of the
solutus and solidus curves are given in Appendix B. Figure 2
shows that the formation of a BaSO4–SrSO4 solid solution
is only possible when the concentration of Ba2+ in solution
is relatively low (indicated by the arrows). A molar aque-
ous fraction of Ba2+ (XBa2+,aq) above 0.05 will result in
the precipitation of pure barite. Although the solid solution
of BaSO4–SrSO4 occurs in nature, the large difference in
the solubility product of the end-members (� log K≈ 3.4)

renders its formation difficult under laboratory conditions.
To make case 4 as realistic as possible, the injection of a
solution consisting of a mixture of Ba2+ and Sr2+ (with
respective molar fractions of 0.01 and 0.99) was considered
to trigger the formation of a solid solution (Table 2).

In GEMS, the Gibbs energy of mixing is considered in
the evaluation of equilibrium concentrations.

In TOUGHREACT, the ideal solid solution model is only
available for minerals that react under kinetic constraints.

The overall precipitation rate of the solid solution (rss) is
the sum of the precipitation rates of the two end-members
[69].

rss=rSrSO4+rBaSO4 (17)

The precipitation rates rSrSO4and rBaSO4 of the end-members
are calculated according to

rSrSO4=Asskss

(
1−QSrSO4

KSrSO4

)
+Asskss.(xSrSO4−1) (18)

rBaSO4=Asskss

(
1−QBaSO4

KBaSO4

)
+Asskss.(xBaSO4−1) (19)

where Ass (m2 kg−1
H2O) refers to the reactive surface area of

the solid solution; kss (mol kg−1 m−2 s−1) is the reaction
rate constant of the solid solution; QSrSO4 and QBaSO4 are
the ion activity product of the SrSO4 and BaSO4 minerals,
respectively; KSrSO4 and KBaSO4 are the corresponding

equilibrium constants; and xSrSO4 and xBaSO4are the mole
fractions of the precipitating end-members. The first terms
in Eqs. 18 and 19 refer to the precipitation of the end-
members as pure minerals (i.e., maximum rate). The
second terms ensure that the precipitation rates of the end-
members decrease linearly with decreasing mole fractions
(as xBaSO4−1 < 0).

To ensure that the volume ratios of these end-members
reflect the fluid composition, xSrSO4 and xBaSO4 are calculated
according to

xSrSO4=
QSrSO4

/
KSrSO4

QSrSO4

/
KSrSO4 +QBaSO4

/
KBaSO4

(20)

xBaSO4=
QBaSO4

/
KBaSO4

QSrSO4

/
KSrSO4 +QBaSO4

/
KBaSO4

(21)

In order to get the saturation index of the solid solution
that is very close to zero within Q2, which is calculated by
OpenGeoSys-GEM, the corresponding surface area (Ass)

and rate constant (kss) were set to 5957 m2 kg−1
H2O (10,000

cm2 g−1
mineral) and 1 × 10−5 mol kg−1 m−2 s−1, respectively,

to ensure fast precipitation.

4 Results

4.1 Case 1

Case 1 considers the injection of a non-reacting solution
into a porous medium saturated with water. The flow field is
visualized by the addition of a tracer pulse at the inlet.
The temporal tracer profiles are shown in Fig. 3. At the
beginning of the simulation, concentric circles of the tracer
are observed. The circles get slightly distorted as the fluid
moves towards the region of lower permeability (celestite
layer, Q2) as shown by the contour plots after 8 h.
The simulated tracer profiles of CORE2D, MIN3P-THCm,
OpenGeoSys-GEM, PFLOTRAN, and TOUGHREACT are
visually in good agreement (only the tracer profile of
MIN3P-THCm is presented below).

Fig. 3 Temporal tracer profile
produced by MIN3P-THCm. A
scale ranging from 0 to 0.33 g
L−1 is used here for all temporal
profiles (case 1)
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Fig. 4 The evolution of the total tracer mass (g) in the flow cell with
time (case 1)

The time evolution of the mass of tracer in the flow cell is
shown in Fig. 4. For the first 16 h, the amount of tracer mass
present inside the flow cell is constant. Afterwards, there is
a constant decrease ∼ −1.0 × 10−4 g h−1 (−2.8 × 10−8 g
s−1) as the tracer is being removed from the domain at the
outlet. The different codes produced the same result.

In addition, the calculated breakthrough curves of the
tracer at ports “c” and “d” are shown in Fig. 5. In the
case of OpenGeoSys, both triangular and quadrilateral mesh
discretizations were tested. Both resulted in the same tracer
distribution profiles.

The simulated tracer nodal concentrations of MIN3P-
THCm, TOUGHREACT, and PFLOTRAN differ from
those produced by CORE2D and OpenGeoSys. Although the
reason for these discrepancies could not be fully confirmed,
it is likely that differences in model discretization methods
are responsible.

Figure 6 compares the spatial differences in the magni-
tude of velocities in the flow cell produced by OpenGeoSys
and TOUGHREACT. The velocities of OpenGeoSys were
used as reference for the calculation of the relative differ-
ence in velocity magnitude. The most significant differences
in velocity magnitude are observed at the inlet, the out-
let, and the boundaries of the Q2 region. This results in
differences in the spatial concentration of the tracer (Fig. 7).

A difference in the implementation of diffusive–dispersive
transport was found. For OpenGeoSys and CORE2D, the lon-
gitudinal and transversal dispersivity was set to the same

value. In Min3P, the dispersion length is accounted using
Eq. 9 in Mayer et al. [41] whereby longitudinal and transver-
sal dispersivity was set to the same value of 10−5 m, result-
ing in a transversal term only. On the other hand, dispersive
transport is not accounted for in TOUGHREACT. In the
presented results from PFLOTRAN, only longitudinal dis-
persion was considered. Test calculations with PFLOTRAN
using only longitudinal dispersion and the combination of
transverse and longitudinal dispersion showed insignificant
differences.

Last but not least, the intrinsic properties of the finite
element and finite volume methods in solving the ADR
equation might result in different values for numerical
dispersion and influence the breakthrough curves. The
effect of grid discretization for FE codes was tested and
indicated that numerical dispersion is reduced for finer
grids. The results from calculations with CORE2D are given
in Fig. S1A in the Supplement S1.

Overall, the breakthrough curves indicate that the evolution
of the system is consistently described by all five codes,
showing the maximum peaks between 18.5 and 19.4 h for
port “c” and between 14.4 and 14.6 h for port “d.”

4.2 Case 2

Case 2 considers the injection of a non-reacting saline
solution into a porous medium initially filled with a fluid
of lower density. This induces a transient flow regime,
typical for density-driven flow. In the long term, the flow
converges again to the stationary flow regime of case 1. The
tracer profiles shown in Fig. 8 allow the visualization of the
evolution of a tracer pulse, which was injected together with
the BaCl2 solution at the beginning of the experiment. This
case was solved by the reactive transport codes MIN3P-
THCm, PFLOTRAN, TOUGH2, and OpenGeoSys-GEM.

Figure 9 compares the fluid densities at ports “c” and
“d” of MIN3P-THCm, OpenGeoSys, PFLOTRAN, and
TOUGHREACT. In OpenGeoSys-GEM, the density of the
fluid is calculated as the ratio of mass to volume of the fluid.
The volume of the fluid is calculated based on the aqueous
species present and the molar volumes of these aqueous

Fig. 5 Concentration of tracer
measured at ports “c” (left) and
“d” (right) at different times
(case 1)
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Fig. 6 Absolute velocity differences in x-direction and z-direction and magnitude of velocity (from left to right) between OpenGeoSys and
TOUGHREACT (case 1)

species. As such, the volume of the fluid increases as salinity
increases. The densities calculated by PFLOTRAN using
the empirical relationship by Batzle and Wang [49] and
by OpenGeoSys-GEM are in qualitatively good agreement.
MIN3P-THCm calculated case 2 using both the empirical
and the Pitzer ion interaction approaches, and the results are
very similar. The calculated fluid density using the Pitzer
ion interaction approach is slightly lower than that using
the empirical approach (Fig. 9). The maximum relative
differences in fluid density calculated using both approaches
are 0.28% and 0.16% at ports “c” and “d,” respectively.

The fluid density correlates with the NaCl concentration.
The NaCl breakthrough at the ports “c” and “d” showing

Fig. 7 Difference in tracer distribution between TOUGHREACT and
OpenGeoSys after 1 h of fluid injection (case 1)

similar trends as the fluid density (in Fig. 9) is, thus, not pre-
sented. The calculated NaCl concentrations (fluid densities)
calculated by TOUGH2 for ports “c” and “d” differ from
those calculated by PFLOTRAN and OpenGeoSys-GEM.
As mentioned earlier, in TOUGH2, the effective diffusion
coefficient is not only a function of porosity and intrinsic
diffusion coefficient, but it also depends on the density of
the fluid. The effective diffusion coefficient is consequently
not constant throughout the experiment. The diffusion coef-
ficient used for the calculations with TOUGH2 was set to
3 × 10−9 m2 s−1 in order to approximate the constant value
used by the other codes.

The breakthrough curves of NaCl (fluid density) at ports
“c” and “d” of MIN3P-THCm, OpenGeoSys-GEM, and
PFLOTRAN in Fig. 9 show a similar trend. A higher disper-
sion is observed with OpenGeoSys-GEM. A refined spatial
discretization and the Crank–Nicolson scheme were tested
for OpenGeoSys-GEM, but similar results were obtained.
As in case 1, the differences between the breakthrough
curves can be explained by a difference in the implemen-
tation of diffusive–dispersive transport. With OpenGeoSys-
GEM, both the longitudinal and transverse dispersive
lengths of 1 × 10−5 m were considered; with PFLOTRAN,
the longitudinal dispersive length of 1 × 10−4 m was used,
and with MIN3P-THCm, the transverse dispersive length of
1 × 10−5 m.

4.3 Case 3a

Case 3a extends case 1 by considering dissolution and
precipitation of minerals that change the porosity and
permeability (and the effective diffusion coefficient) in the
flow cell. When a concentrated BaCl2 solution reaches the
reactive layer Q2, the dissolution of celestite (SrSO4) is
triggered and barite (BaSO4) precipitates. Figure 10 shows
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Fig. 8 Temporal tracer profiles
produced by OpenGeoSys-
GEM. The temporal profiles are
mapped with a log scale with
3×10−11 mol L−1 and 3×10−6

mol L−1 as minimum and
maximum, respectively (case 2)

(×10
-3

)30 minutes 8 hours 16 hours

the total amounts of BaSO4 and SrSO4 in the flow cell
with time, which change due to either mineral dissolution or
precipitation. During the first 150 h, dissolution of SrSO4

at a constant rate of 0.2 mmol per h is observed. After
150 h, this dissolution rate slows down. Similarly, the total
amount of precipitated barite increases during the first 150
h and slowly builds up to 0.043 mol at 300 h. The initial
fast precipitation of barite during the first 150 h results from
the dissolution of the smaller celestite particles (Cls 1). As
the smaller celestite grains are consumed, aqueous SO2−

4
is supplied by the dissolution of larger grains of celestite
(Cls 2), which is much slower due to its lower reactive
surface area.

Differences in the total mineral dissolution and precip-
itation calculated by the five codes are negligible. The
variation in flow velocities, as observed in case 1, does not
have a significant impact on the total amount of miner-
als that precipitated and dissolved in the flow cell. This is
because the variation in the flow field might results in small
differences in the spatial distribution of ions but, in this case,
very little impact on the total amount of mineral that was
dissolved or precipitated in the flow cell.

Figure 11 compares the concentrations of major aqueous
species across line 1 (Fig. 1) at 150 h and 300 h. Overall,
the simulated concentrations match well although minor
deviations are observed at greater distances from the
inlet. These differences may be related to several reasons
including differences in the implementation of diffusive–
dispersive transport (as reported for case 1), variations in the

implementation of transport schemes, differences in time
stepping, small deviations in databases due to the use of
different components, and differences in coupling schemes
between transport and reactions.

The transformation of celestite to barite involves a vol-
ume increase of about 12%. The resulting porosity decrease
and associated permeability changes are shown in Fig. 12.
The porosity changes due to mineral transformation cal-
culated by CORE2D, MIN3P-THCm, OpenGeoSys-GEM,
PFLOTRAN, and TOUGHREACT are the same. The asso-
ciated changes in permeability simulated by the reactive
transport codes due to the small porosity decrease (6%) are
in good agreement. According to Fig. 12, for a porosity of
0.3 after 300 h, a permeability of 1.3 × 10−14 m2 was cal-
culated for CORE2D, MIN3P-THCm, and TOUGHREACT
and 1.4 × 10−14 m2 was calculated for PFLOTRAN and
OpenGeoSys-GEM. The evaluated difference in permeabil-
ity is roughly 10% for a porosity decrease to 0.3 which what
is expected if Eqs. 10 and 11 are applied for a porosity
change from 0.33 to 0.30.

There are also small deviations between the porosity and
permeability at the interfaces to the reactive layer Q2 (x
= 0.045 m and x = 0.055 m) which are explained by
the different spatial discretizations used by the codes and
the processing of the results using the software ParaView
(www.paraview.org/). There are difficulties in comparing
the results of the different codes, e.g., generating arti-
facts during the visualization process (extrapolation and
interpolation along a line).

Fig. 9 Evolution of fluid density
at ports “c” (left) and “d” (right)
with time (case 2)
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Fig. 10 Evolution of the bulk
mineral composition in the flow
cell with time (case 3a)
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4.4 Case 3b

Case 3b is similar to case 3a but considers a stronger change
in porosity due to mineral dissolution–precipitation. This
was implemented as only small-grained SrSO4 crystals were
considered which results in a generally faster dissolution of
celestite within the time window considered. After 200 h
of BaCl2 injection, about 60% of SrSO4 was converted to
BaSO4, leading to localized clogging. Figure 13 compares
the evolution of the bulk mineral composition with time in
the flow cell as calculated by MIN3P-THCm, OpenGeoSys-
GEM, PFLOTRAN, and TOUGHREACT. The results of all
codes are in nearly perfect agreement.

Figure 14 compares the simulated concentrations of
major aqueous species measured across line 1 at 100 h and
200 h. The results from the four codes are qualitatively in
good agreement. As for case 3a, some discrepancies exist
between the codes, which can be explained by the differences
in the implementation of diffusive–dispersive transport.

The associated porosity and permeability decrease induced
by the mineral transformation along line 1 is shown in
Fig. 15. Calculated porosities and permeability profiles are
not significantly different; for a given porosity of 0.013

after 200 h of reaction, the associated permeability is 1.3×
10−18 m2 for PFLOTRAN and OpenGeoSys-GEM and
1.11 × 10−18 for TOUGHREACT and MIN3P-THCm. Dif-
ferences can be explained by the different formulations of
the relationship between porosity and permeability imple-
mented in MIN3P-THCm and TOUGHREACT compared
to those used in OpenGeoSys-GEM and PFLOTRAN (Eqs.
10 and 11, respectively). These differences become more
pronounced as porosity decreases with time. The results
produced by MIN3P-THCm and TOUGHREACT were
in perfect agreement. Although, OpenGeoSys-GEM and
PFLOTRAN use the same equation-linking porosity and
permeability, there are differences in the (spatial) calcu-
lated porosity and permeability of the two codes. This can
be explained by the small differences observed in the ionic
distribution (Fig. 14) and, consequently, mineral bulk trans-
formations (Fig. 13) that influence the net porosity and,
thus, permeability of the system. The differences in the spa-
tial porosity and permeability calculated by the different
codes have an impact on the evolution of temporal flow field
with time and, consequently, on the observed small differ-
ences (after 100 h) in the total bulk mineral transformation
inside the cell (Fig. 13).

Fig. 11 Ionic concentrations
measured across line 1 (z = 0.01
m) at 150 h and 300 h (case 3a)
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Fig. 12 Calculated porosity
change (left) and permeability
change (right) along line 1 (case
3a)
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Besides other differences at the interfaces of the reactive
media due to spatial discretization used by the codes as
well as artifacts generated during the visualization process
(extrapolation and interpolation), this also contributes to the
observed differences in Fig. 15.

4.5 Case 4

In this case, the precipitation of a SrSO4–BaSO4 solid solu-
tion is considered instead of pure BaSO4, which was the
case for case 3. The injection of a solution which composed
of 0.001 mol L−1 barium chloride and 0.099 mol L−1 stron-
tium chloride is likely to produce a solid solution. When
no Ba2+ is present, SrSO4 exists as a pure celestite phase.
When the concentration of Ba2+ exceeds the solubility of
the solid solution, a solid solution having a greater stability
compared to the pure barite phase (higher solubility com-
pared to solid solution) will be formed preferentially. The
transformation to a solid solution is kinetically controlled
by the dissolution of the initial pure celestite phase.

Figure 16 shows the total amount of mineral phases
present in the flow cell as a function of time. Although the
time evolution of the system calculated by OpenGeoSys-
GEM and TOUGHREACT is qualitatively in good agree-
ment, there are differences in the composition of the solid
solution calculated by each code. Usually, the thermody-
namic description of solid solution should have a significant
impact on the solubility of the solid phase and, therefore, on

the chemical composition of the solid and aqueous phases.
However, in this particular case, the concentrations of aque-
ous Ba in the Q2 and Q3 regions are close to zero and the
discrepancies between the two codes are insignificant.

In GEM, the thermodynamic stability of a solid solu-
tion is increased by the consideration of the Gibbs energy
of mixing (equal to the minus entropy of mixing times the
temperature for an ideal solid solution; see Eq. 16). This
term further decreases the solubility product of the solid
solution compared to the pure end-member. Thus, minute
amounts of barite present enhance the transformation of
celestite to a more stable solid solution (Sr1−xBaxSO4) if
no kinetic constraint for the formation of the solid solu-
tion is considered. On the other hand, for solid solutions,
TOUGHREACT does not consider a pure equilibrium sys-
tem where the backward–forward equilibration follows the
Gibbs energy of mixing. Instead, it assumes that dissolu-
tion cannot re-equilibrate the entire solid grain precipitated
from a solution. This is also the reason why TOUGHRE-
ACT cannot handle excess free energies of mixing and
why it can only simulate ideal solid solutions. This diffe-
rence in the conceptual approach yields a greater solu-
bility of the solid solution and a lower amount of min-
eral transformation when compared to the GEM simulation
(Fig. 16).

The porosity decrease and the corresponding permeabil-
ity changes in this case study are insignificant and are
therefore not presented.

Fig. 13 Evolution of the bulk
mineral composition in the flow
cell with time (case 3b)
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Fig. 14 Ionic concentrations
[M] measured across line 1 (z =
0.01 m) at 100 h and 200 h (case
3b)
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Fig. 15 Calculated a porosity
change and b permeability
change along line 1 (case 3b). c,
d Partial diagram of a and b,
respectively, with a narrower
y-axis range to enable a better
visualization of differences
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Fig. 16 Evolution of the bulk
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5 Conclusions

We conducted 2D numerical experiments to benchmark
fluid flow and reactive transport calculations. In the four
presented benchmark cases, we studied several process com-
binations, such as the coupling of the flow with the con-
servative mass transport and the linking of the effect of
liquid-phase density to the advective–diffusive transport
of solutes. In addition, kinetically controlled dissolution–
precipitation reactions causing porosity changes and new
mineral formation were investigated. Codes involved in
this benchmark initiative were CORE2D, MIN3P-THCm,
OpenGeoSys-GEM, PFLOTRAN, and TOUGHREACT.
The results obtained in all the cases are in good quali-
tative agreement as long as the same material parameters
and parameterizations are taken into account, e.g., the same
reactive surfvace area model, the porosity update implementa-
tion, and the same porosity–permeability relationship. Dif-
ferences in the implementation of the directional dispersion
tensor as well as the intrinsic differences in the discretiza-
tion schemes (finite element versus finite volume) explain
most of the observed small differences, even in the most
complex cases. Other difficulties in the comparison of the
data, which can also generate artifacts, could be thought to
arise from using data point grids of different densities. The
investigated system behavior is robust against such small
differences. In the case of the solid solution formation, the
implemented conceptual models of solid solution simulation
in different codes matter a lot, contributing to differences
in the calculated solubility–controlled concentrations of dis-
solved species. In contrast, the predicted porosity evolution
is not sensitive to the implemented solid solution approach.

The consistent results produced by the different codes
do not imply; however, the constitutive equations (e.g.,
porosity–permeability, porosity–diffusivity, and reactive
surface area models) implemented in the numerical codes
are fully adequate. Experimental benchmarks have empha-
sized the further need of investigating these constitutive
equations [27, 77, 78]. In addition, the reaction rates
together with the numerical mesh discretization can also
influence simulated porosity clogging scenarios [79]. Our
numerical investigation implementing a simple chemical
setup cannot be used directly for safety assessment of engi-
neered barrier systems (nuclear waste repositories, geologic
CO2 storage, etc.). However, they provide an understanding
of process coupling and a validation of underlying reactive
transport concepts. A detailed understanding of process cou-
pling within the dissolution–precipitation phenomena and
feedback to transport properties is needed in order to do
meaningful predictive modeling.
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Appendix A

Table 4 Equilibrium amount of solutes and phases (mol in 1 L of
water) for boundary condition (BC) and initial condition (IC) for case 2

Case 2 Inlet (mol) Q1 (mol) Q2 (mol) Q3 (mol)

Aqueous

Na(CO3)
− 9.26E−010 8.72E−19 9.04E−19 8.72E−19

Na(HCO3)(aq) 9.41E−007 1.38E−15 1.32E−15 1.38E−15

Na(SO4)
− 4.74E−010 5.03E−18 2.42E−12 5.03E−18

Na+ 1.3999991 1.00E−09 9.98E−10 1.00E−09

NaOH(aq) 1.77E−009 2.69E−18 2.60E−18 2.69E−18

Sr(CO3)(aq) 2.30E−018 2.99E−17 1.50E−11 2.99E−17

Sr(HCO3)
+ 5.82E−015 3.76E−14 1.94E−08 3.76E−14

Sr(SO4)(aq) 1.33E−018 1.95E−16 4.54E−05 1.95E−16

Sr2+ 1.00E−009 1.00E−09 5.99E−04 1.00E−09

SrOH+ 3.13E−018 2.09E−17 1.09E−11 2.09E−17

CO2(aq) 1.11E−005 1.36E−05 1.34E−05 1.36E−05

CO−2
3 2.77E−010 4.67E−11 6.03E−11 4.67E−11

HCO−
3 2.97E−006 2.45E−06 2.62E−06 2.45E−06

Cl− 1.4 1.00E−09 1.00E−09 1.00E−09

H2(aq) 0 0.00E+00 0.00E+00 0.00E+00

Tracer(aq) 0.003 1.00E−10 1.00E−10 1.00E−10

O2(aq) 0.00019 2.30E−04 2.30E−04 2.30E−04

HSO−
4 2.57E−014 2.39E−13 1.18E−07 2.39E−13

SO−2
4 5.26E−010 1.00E−09 5.99E−04 1.00E−09

OH− 4.75E−009 4.05E−09 4.39E−09 4.05E−09

H+ 3.92E−006 2.45E−06 2.52E−06 2.45E−06

H2O(aq) 5.41E+01 5.53E+01 5.53E+01 5.53E+01

Gaseous

CO2 0 0.00E+00 0.00E+00 0.00E+00

O2 0 0.00E+00 0.00E+00 0.00E+00

Solid

Quartz 0.00E+00 8.55E+01 1.00E−09 6.47E+01

SrCO3 0 0.00E+00 0.00E+00 0.00E+00

SrCl2 0 0.00E+00 0.00E+00 0.00E+00

SrCl2·2H2O 0 0.00E+00 0.00E+00 0.00E+00

SrCl2·6H2O 0 0.00E+00 0.00E+00 0.00E+00

SrSO4 0 0.00E+00 4.380E+01 0.00E+00
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Table 5 Equilibrium amount of solutes and phases (mol in 1 L of
water) for boundary condition (BC) and initial condition (IC) for case
3a

Case 3a Inlet (mol) Q1 IC (mol) Q2 IC (mol) Q3 IC (mol)

Aqueous

Ba(CO3)(aq) 6.44E−10 2.42E−17 1.69E−17 2.42E−17

Ba(HCO3)
+ 1.24E−06 2.35E−14 1.69E−14 2.35E−14

Ba(SO4)(aq) 7.33E−10 5.02E−16 1.63E−10 5.02E−16

Ba2+ 3.00E−01 1.00E−09 8.37E−10 1.00E−09

BaOH+ 7.31E−10 1.38E−17 1.01E−17 1.38E−17

Sr(CO3)(aq) 2.65E−18 2.99E−17 1.50E−11 2.99E−17

Sr(HCO3)
+ 6.60E−15 3.76E−14 1.94E−08 3.76E−14

Sr(SO4)(aq) 9.51E−19 1.95E−16 4.54E−05 1.95E−16

Sr2+ 1.00E−09 1.00E−09 5.99E−04 1.00E−09

SrOH+ 3.69E−18 2.09E−17 1.09E−11 2.09E−17

CO2(aq) 1.17E−05 1.35E−05 1.34E−05 1.35E−05

CO−2
3 2.28E−10 4.67E−11 6.04E−11 4.67E−11

HCO−
3 2.97E−06 2.45E−06 2.62E−06 2.45E−06

Cl− 6.00E−01 2.00E−09 2.00E−09 2.00E−09

H2(aq) 0.00E+00 0.00E+00 0.00E+00 0.00E+00

O2(aq) 2.00E−04 2.30E−04 2.30E−04 2.30E−04

HSO−
4 1.59E−14 2.39E−13 1.18E−07 2.39E−13

SO−2
4 2.67E−10 1.00E−09 5.99E−04 1.00E−09

OH− 4.95E−09 4.06E−09 4.39E−09 4.06E−09

H+ 4.22E−06 2.45E−06 2.52E−06 2.45E−06

H2O(aq) 5.50E+01 5.54E+01 5.53E+01 5.54E+01

Gaseous

CO2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

H2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

O2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

Solid

BaCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2·2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2·H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaSO4 0.00E+00 0.00E+00 0.00E+00 0.00E+00

Quartz 0.00E+00 8.551E+01 1.00E−09 6.657E+01

SrCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2·2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2·6H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrSO4 (Cls 1) 0.00E+00 0.00E+00 1.466E+01 0.00E+00

SrSO4 (Cls 2) 0.00E+00 0.00E+00 2.931E+01 0.00E+00

Table 6 Equilibrium amount of solutes and phases (mol in 1 L of
water) for boundary condition (BC) and initial condition (IC) for case
3b

Case 3b Inlet (mol) Q1 IC (mol) Q2 IC (mol) Q3 IC (mol)

Aqueous

Ba(CO3)(aq) 6.44E−10 2.42E−17 8.35E−17 2.42E−17

Ba(HCO3)
+ 1.24E−06 2.35E−14 8.35E−14 2.35E−14

Ba(SO4)(aq) 7.33E−10 5.02E−16 8.93E−10 5.02E−16

Ba2+ 3.00E−01 1.00E−09 3.91E−09 1.00E−09

BaOH+ 7.31E−10 1.38E−17 4.95E−17 1.38E−17

Sr(CO3)(aq) 2.65E−18 2.99E−17 1.53E−11 2.99E−17

Sr(HCO3)
+ 6.60E−15 3.76E−14 1.97E−08 3.76E−14

Sr(SO4)(aq) 9.51E−19 1.95E−16 4.56E−05 1.95E−16

Sr2+ 1.00E−09 1.00E−09 5.90E−4 1.00E−09

SrOH+ 3.69E−18 2.09E−17 1.11E−11 2.09E−17

CO2(aq) 1.17E−05 1.35E−05 1.33E−05 1.35E−05

CO−2
3 2.28E−10 4.67E−11 6.13E−11 4.67E−11

HCO−
3 2.97E−06 2.45E−06 2.64E−06 2.45E−06

Cl− 6.00E−01 2.00E−09 9.60E−09 2.00E−09

H2(aq) 0.00E+00 0.00E+00 0 0.00E+00

O2(aq) 2.00E−04 2.30E−04 0.00023 2.30E−04

HSO−
4 1.59E−14 2.39E−13 1.20E−07 2.39E−13

SO−2
4 2.67E−10 1.00E−09 0.000590257 1.00E−09

OH− 4.95E−09 4.06E−09 4.48E−09 4.06E−09

H+ 4.22E−06 2.45E−06 2.54E−06 2.45E−06

H2O(aq) 5.50E+01 5.54E+01 55.397354 5.54E+01

Gaseous

CO2 0.00E+00 0.00E+00 0 0.00E+00

H2 0.00E+00 0.00E+00 0 0.00E+00

O2 0.00E+00 0.00E+00 0 0.00E+00

Solid

BaCO3 0.00E+00 0.00E+00 0 0.00E+00

BaCl2 0.00E+00 0.00E+00 0 0.00E+00

BaCl2·2H2O 0.00E+00 0.00E+00 0 0.00E+00

BaCl2·H2O 0.00E+00 0.00E+00 0 0.00E+00

BaSO4 0.00E+00 0.00E+00 0 0.00E+00

Quartz 0.00E+00 8.551E+01 1.00E−06 6.657E+01

SrCO3 0.00E+00 0.00E+00 0 0.00E+00

SrCl2 0.00E+00 0.00E+00 0 0.00E+00

SrCl2·2H2O 0.00E+00 0.00E+00 0 0.00E+00

SrCl2·6H2O 0.00E+00 0.00E+00 0 0.00E+00

SrSO4Cls 2 0.00E+00 0.00E+00 194.5704 0.00E+00
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Table 7 Equilibrium amount of solutes and phases (mol in 1L of
water) for boundary(BC) and initial conditions (IC) for case 4

Case 4 Inlet (mol) Q1 IC (mol) Q2 IC (mol) Q3 IC (mol)

Aqueous

Ba(CO3)(aq) 2.98E−12 1.62E−17 3.43E−18 1.63E−17

Ba(HCO3)
+ 5.52E−09 1.96E−14 4.20E−15 1.97E−14

Ba(SO4)(aq) 1.23E−11 5.02E−16 4.78E−11 5.02E−16

Ba2+ 1.00E−03 1.00E−09 2.46E−10 1.00E−09

BaOH+ 3.33E−12 1.11E−17 2.41E−18 1.11E−17

Sr(CO3)(aq) 3.65E−10 2.01E−17 1.03E−11 2.01E−17

Sr(HCO3)
+ 8.72E−07 3.13E−14 1.63E−08 3.15E−14

Sr(SO4)(aq) 4.73E−10 1.95E−16 4.54E−05 1.95E−16

Sr2+ 9.90E−02 1.00E−09 5.99E−04 1.00E−09

SrOH+ 4.99E−10 1.68E−17 8.91E−12 1.67E−17

CO2(aq) 1.25E−05 1.40E−05 1.38E−05 1.41E−05

CO−2
3 1.21E−10 3.13E−11 4.17E−11 3.14E−11

HCO−
3 2.57E−06 2.04E−06 2.21E−06 2.05E−06

Cl− 2.00E−01 1.00E−06 1.00E−06 1.00E−06

H2(aq) 0.00E+00 0.00E+00 0.00E+00 0.00E+00

O2(aq) 2.52E−04 2.52E−04 2.50E−04 2.50E−04

HSO−
4 5.00E−14 2.96E−13 1.45E−07 2.98E−13

SO−2
4 5.15E−10 1.00E−09 5.99E−04 1.00E−09

OH− 4.40E−09 3.27E−09 3.59E−09 3.25E−09

H+ 4.46E−06 3.04E−06 3.08E−06 3.06E−06

H2O(aq) 5.53E+01 5.53E+01 5.53E+01 5.53E+01

Gaseous

CO2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

H2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

O2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

Solid

BaSO4 0.00E+00 0.00E+00 7.07E−10 0.00E+00

end−member

SrSO4 0.00E+00 0.00E+00 3.64E−06 0.00E+00

end−member

BaCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2 · 2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaCl2 · H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

BaSO4 0.00E+00 0.00E+00 0.00E+00 0.00E+00

Quartz 0.00E+00 8.55E+01 1.00E−09 6.62E+01

SrCO3 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2 · 2H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrCl2 · 6H2O 0.00E+00 0.00E+00 0.00E+00 0.00E+00

SrSO4 0.00E+00 0.00E+00 3.24E+01 0.00E+00

Appendix B: Solid solution

Activities of the end-members of a solid solution in ther-
modynamic equilibrium are related to activities of aqueous
ions by the following set of equations [80]:

SO2−
4 =aSrSO4K

0
SrSO4

=γSrSO4XSrSO4K
0
SrSO4

(22)

SO2−
4 =aBaSO4K

0
BaSO4

=γBaSO4XBaSO4K
0
BaSO4

(23)

where ai , γi , and Xi are the activity, the activity coefficient,
and the mole fraction of an end-member i, respectively. For
a simple ideal solid solution, γi is equal to 1, such that the
activity of an end-member is equal to its mole fraction

aBaSO4=XBaSO4 (24)

aSrSO4=XSrSO4 (25)

The solidus and solutus curves are derived from the
following formula:

log
∑∏

(solidus) = log
(
aSrSO4K

0
SrSO4

+aBaSO4K
0
BaSO4

)
(26)

log
∑∏

(solutus)

= log

⎛
⎝ 1

xBa2+
/

K0
BaSO4

+xSr2+
/

K0
SrSO4

⎞
⎠ (27)

The solidus x-scale refers to the mole fraction of the end-
members while the solutus x-scale is calculated as

xBa2+= aBaSO4K
0
BaSO4∑∏

(solidus)
(28)

xSr2+= 1−xBa2+ (29)

N.B.: in this section only (Appendix B), a refers to the
activity different from a used in the manuscript which refers
to surface area per volume of the mineral phase.
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