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Control over excitons enables electronic energy to be harnessed and transported for applications in

light harvesting and molecular electronics. Such control requires nanoscale structural precision over

the molecular components. Natural light-harvesting systems achieve the requisite precision with so-

phisticated protein machinery, which has been challenging to replicate synthetically. Here, we intro-

duce a DNA-based platform that arranges cyanine chromophores with nanoscale precision for the

construction of tunable excitonic systems. We synthesize DNA strands with inserted chromophores,

produce chromophore-DNA nanostructures, and characterize them with ultrafast and single-molecule

spectroscopy and structure-based modeling. This approach establishes simultaneous and independent

control over the coupling among the chromophores and between the chromophores and the environ-

ment, using the properties of the DNA scaffold. With this control, we demonstrate that the coupling

between the chromophores and the environment can enhance the exciton transport efficiency. The

enhanced efficiency shows the power of the environment in driving exciton dynamics, a property pre-

viously underutilized experimentally. Control over excitons as reported here offers a path towards

the design and fabrication of nanophotonic devices.

The ability of natural systems to harness and control the flow of electronic energy is essential for nearly all

life on Earth.1–4 Photosynthetic light-harvesting systems have evolved specifically to exert this control using

networks of electronically-coupled chromophores positioned with nanoscale precision.5–10 The organization

of these chromophore networks effectively guides the dynamics of excitons, i.e., bound electron-hole pairs

created upon optical excitation. Measurements of excitons within these networks have revealed complex

dynamical properties that are not captured by simple models,11 which has led to active debates about the

fundamental mechanism of exciton transport.12–20 Understanding these mechanisms has been challenging

because they depend on the interplay of multiple electrodynamic couplings, which are not easily disentan-

gled. This limited understanding has, in turn, limited the design of molecular systems for energy harvesting,

transport, and quantum information processing.

The photosynthetic light-harvesting machinery achieves nanoscale precision over chromophore posi-

tioning via the structure of protein assemblies. The chromophores are embedded within proteins at specific

distances and relative orientations, which determine the electrodynamic couplings both among the chro-

mophores (electronic coupling) and also between the chromophores and their surrounding environment
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(system-bath coupling). The properties of these couplings, including the strength and topology of the elec-

tronic coupling network and the relative magnitude of the system-bath coupling, determine the dynamics

of the excitons. Subtle variations in chromophore positioning can dramatically alter how excitons evolve,

for example by changing their tendency to delocalize or shifting the balance between coherent and inco-

herent modes of transport. Precise nanoscale control over the molecular architecture is required to enable

systematic examination of electronic and system-bath couplings and, therefore, of exciton dynamics.

Nanoscale control over chromophore position is challenging in proteins due to their structural com-

plexity and limitations in mutagenesis.21–23 Instead, synthetic model systems that position chromophores

have been developed including metal-organic frameworks,8, 24 viral proteins,25–27 self-assembled molecular

aggregates,28–31 and conjugated polymers.32 However, these systems lack a synthetic handle for electronic

coupling. Covalently-linked, small-molecule dimers are more tractable alternatives through which electronic

coupling has been systematically varied.33, 34 In the regime of strong electronic coupling, however, the in-

fluence of nuclear motion has been more challenging to vary, and thus system-bath coupling has only been

studied to a limited extent.35, 36 Furthermore, small-molecule dimers have a fixed spatial relationship due

to the rigid organic linkers that connect them, limiting the ability to control the number of chromophores

and to integrate these systems to form higher-order excitonic assemblies. DNA-templated chromophores

have recently emerged as designer materials that support coupled chromophores with programmable exci-

tonic states and spatial organization that can be integrated into complex structures.37–47 The high fidelity of

base pairing ensures that a given DNA design will form predictable nanoscale architectures, and sequence-

specific conjugation of chromophores allows for precise positioning within the structure.41–44, 48–51 DNA-

based platforms have been extensively used to produce and characterize chromophore dimers. The electronic

structure of these dimers has been well established 39, 40, 52, and even used to investigate the properties of the

DNA itself. 38, 53 They have also been used as a tool to investigate both electronic coherence54 and vibronic

coherence and its role in the dynamics of excitons within the dimer.55 While insightful, these studies were

limited to single dimers. More recently, a self-assembled chromophore-DNA platform with longer aggre-

gates was developed and used to build higher order structures, which enabled investigation of long-distance

exciton transport.44, 56 However, in this platform the chromophores were not covalently bound and so lacked

discrete control over the aggregate length. Furthermore, none of the previous approaches investigated the

3



role of system-bath coupling in exciton transport.

Here, we report the development of chromophore-DNA constructs with control over both electronic

coupling and system-bath coupling. We synthesized DNA strands with covalently-attached, sequential in-

docarbocyanine Cy3 chromophores that we used to fabricate DNA duplexes and higher-order structures with

chromophores positioned at desired spatial locations. We characterized the chromophore-DNA constructs

with two-dimensional (2D) electronic spectroscopy, single-molecule spectroscopy, and computational mod-

eling. With these constructs, we demonstrated both systematic variation in electronic coupling and aggregate

lengths and also scaffold-dependent system-bath coupling. Upon increasing the rigidity of the DNA scaf-

fold, the efficiency of energy transfer to an acceptor chromophore decreased, experimentally demonstrating

the way in which the bath can tune the steps underlying long-distance exciton transport. The ability of our

chromophore-DNA constructs to simultaneously yet independently change electronic coupling and system-

bath coupling offers a platform for the design of excitonic systems. These bespoke excitonic systems and

their integration into higher order DNA nanostructures lays the groundwork for an emerging material with

applications ranging from artificial photosynthesis to quantum sensing and computing.

Results and Discussion

Controlling exciton formation in DNA scaffolds. Excitons supported by chromophore monomers, dimers

or trimers are positioned at desired spatial locations within the DNA scaffold. We inserted one, two, or three

consecutive Cy3 units into the same single-stranded DNA backbone using solid-phase phosphoramidite

chemistry and then hybridized the modified strands with complementary single-stranded canonical DNA

(Figure 1a). In previous DNA-based excitonic systems, chromophore dimers were formed upon annealing

of the DNA strands.37–39, 57 Our synthetic approach of inserting chromophore aggregates into single strands

offers three major advantages over other chromophore-DNA systems. First, the aggregate length can be

extended beyond dimers in a discrete and controllable fashion, as illustrated here for trimers. Second, the

aggregate, or even multiple aggregates, can be modularly positioned within both DNA duplexes and higher-

order DNA nanostructures without additional chemical modifications on the complementary strands. It

is this ability that enables these constructs to support long-distance exciton transport. Third, there is no

monomer contamination due to unannealed single-stranded DNA, which can be present at up to 10% in
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previous DNA-based excitonic systems.55 For initial characterization, we focus on chromophore aggregates

within duplexes (Supplementary Information Table S1).

The steady-state absorbance spectra of the chromophore-DNA constructs indicate the formation of ag-

gregates (Figure 1b). The linear absorption spectrum of the monomer features a peak at 18 150 cm−1 and a

pronounced vibronic progression from strong coupling between the S0→ S1 electronic transition and a C–C

stretching mode.58 The linear absorption spectra of the dimer and trimer show markedly different spectral

features from the monomer, including a hypsochromic shift of the 0–0 vibronic peak from 18 150 cm−1 for

the monomer to 18 350 cm−1 for the dimer and the trimer. The hypsochromic shift is consistent with strong

electronic coupling between chromophores stacked co-facially, a so-called H-like organization.59 The oscil-

lator strength also redistributes from the 0–0 vibronic band to higher energy vibronic sidebands, namely 0–1

and 0–2. Finally, the trimer featured further reduction in the overall oscillator strength of the 0–0 vibronic

band and 0–1 vibronic band. Further spectral analysis is shown in Supplementary Information Section S1.4.

The linear absorption spectra were simulated using a vibronic exciton model (Supplementary Information

Section S5.7). In order to reproduce the experimentally-measured spectra, a multi-state model was required

for the dimer and trimer constructs, suggesting heterogeneity in the aggregate structures (Supplementary

Information Sections S5.8 and S5.9).

Fluorescence quantum yields and excited-state lifetimes are known to differ for chromophore aggregates

compared to the monomer, providing additional photophysical quantities to establish aggregate formation.59

The fluorescence quantum yield of the Cy3-DNA duplex constructs decreased with increasing number of

Cy3 subunits starting from 24 ± 1.6% (mean ± s.d., n = 3) for the monomer to 8.9 ± 0.3% for the dimer

and 3.4± 0.2% for the trimer. The average fluorescence lifetime of the Cy3-DNA constructs decreased with

aggregate length on the DNA, starting from 1.15±0.21 ns for the monomer to 0.72±0.04 ns and 0.67±0.01

ns for the dimer and trimer, respectively (Supplementary Information Section S1.5 and Figure ??). The

decrease in fluorescence lifetimes of the Cy3-DNA duplex constructs may be due to enhanced internal

conversion rates, which leads to a decrease in quantum yield. An enhancement of internal conversion rates

as the aggregate length increases has been observed in other molecular systems.60–62

The fluorescence lifetime data exhibited multi-exponential decay kinetics, which generally reflects het-

5



Figure 1 | A chemical approach to form Cy3 aggregate constructs using DNA scaffolds. (a) Cy3 (left)
is covalently linked to 3′ and 5′ ends of the deoxyribose-phosphate backbone of single-stranded DNA (ss-
DNA). Cy3-modified DNA nanostructures are formed by hybridizing Cy3-modified ssDNA with canonical
complementary ssDNA strands, as shown in a molecular dynamics snapshot of a Cy3 monomer attached to a
DNA duplex (center) and in the schematic (right, top) where blue ovals denote Cy3. Cy3 dimers and trimers
are formed by linking consecutive Cy3 chromophores into ssDNA and hybridizing with complementary
strands (right, middle and bottom) (b) Absorbance (solid lines) and quantum yield-normalized fluorescence
spectra (dashed lines) of Cy3 monomer (brown), dimer (blue), and trimer (green). [DNA duplex] = 0.5 µM
in 40 mM Tris, 20 mM acetate, 2 mM ethylenediaminetetracarboxylic acid (EDTA), and 12 mM MgCl2
(TAE-MgCl2 buffer). (c) Fluorescence quantum yields (ΦF ) of Cy3 monomer, dimer, and trimer in du-
plexes. [DNA duplex] = 0.5 µM in 1× TAE-MgCl2 buffer. (d) Circular dichroism (CD) spectra of Cy3
monomers, dimers, and trimers. (e) Fluorescence decay traces of Cy3 monomers, dimers, and trimers,
instrument response function is shown in black.

6



erogeneity due to sub-populations within a measured ensemble. The fluorescence lifetime data of the

monomeric Cy3-DNA duplex constructs required a bi-exponential function while those of the dimeric and

trimeric Cy3-DNA duplex constructs required triexponential functions for an adequate fit, which further

suggest heterogeneity in the electronic structure regardless of aggregate length (Supplementary Informa-

tion Table S3, Figure 1e). The existence of heterogeneity was supported by all-atom molecular dynamics

(MD) simulations of the monomer (Figure S31). Specifically, the simulations show that the Cy3 monomer

can be bound or unbound from the DNA duplex, which leads to a heterogeneous environment for the

chromophore.63 The simulations of the dimer and trimer revealed cofacial stacking, which is also referred

to as an H-like aggregate structure (Supplementary Information Section S5.8, Figures S32–S33). Simi-

lar to the case of the monomer, these simulations revealed two major structural states, a weakly coupled,

monomer-like state and a strongly coupled dimer state, which lead to localized and delocalized excited-state

wavefunctions, respectively.

Controlling electronic coupling within Cy3 dimers in DNA duplexes. We systematically vary the elec-

tronic coupling within the Cy3 dimer constructs by changing the distance and relative orientation between

the two chromophores (Figure 2a, Supplementary Information Section S1.7, Table S7). We inserted one

to three nucleotide spacers between the Cy3, where each nucleotide spacer introduces a spatial distance

of ∼0.34 nm and a ∼36◦ twist angle, as shown in snapshots from molecular dynamics simulations (Fig-

ure 2a).64 The decrease in electronic coupling with number of inserted nucleotide spacers between the Cy3

dimers is reflected in the steady-state linear absorbance spectra. The hypsochromic shift (190 cm−1), con-

sistent with a coupled dimer in an H-like configuration, is observed across the series. As discussed above,

the dimer without nucleotide spacers shows a dramatic redistribution of oscillator strength from the 0–0 to

the 0–1 band, which is another signature of H-like dimer formation. The redistribution of oscillator strength

decreases as the number of nucleotide spacers increases, reflecting the loss of electronic coupling within the

dimer due to the increase in intramolecular spacing and changing dipole angle (Supplementary Information

Figure S46). When the Cy3 dimers were separated by three nucleotide spacers, the oscillator strength of

the 0–0 band was recovered near the level of the Cy3 monomer. Further, both the fluorescence quantum

yield (Figure 2c) and fluorescence lifetime approached the monomer values as the number of nucleotide

spacers increased (Figure S10). The spectra of the dimers with varied nucleotide spacing can be reproduced
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using a multi-configurational model based on all-atom MD simulations (Figures S47, S49–S51). The multi-

state configurations identified include strongly coupled, H-like dimers for zero and one nucleotide spacings,

while both slip-stacked (known as J-like) and H-like dimers were observed for two nucleotide spacings.59

Sub-populations of weakly-coupled, monomer-like dimers were also observed for these nucleotide spacings

(Supplementary Information Figure S46). Only monomer-like dimers were observed for three nucleotide

spacings. The configurational variation shows that, along with control over the magnitude of electronic

coupling, these Cy3-DNA constructs offer the ability to select the nature of the aggregate formed.

Figure 2 | Engineering electronic coupling within Cy3 dimers in DNA. (a) The insertion of spacer nucleotides (nt)
within dimers increases the distance and changes the relative orientations of the Cy3 (blue ovals). (b) Representative
two-dimensional spectra (250-fs time delay) of each Cy3 dimer for the nt spacing shown above in (a). (c) Absorbance
spectra (solid lines) and quantum yield-normalized fluorescence spectra (dashed lines) of Cy3 dimers with varied nt
spacings between each Cy3 molecule on the DNA duplex. Absorbance and emission spectra of monomeric Cy3 in the
DNA duplex are re-plotted for comparison (brown). [DNA duplex] = 0.5 µM in 1× TAE-MgCl2 buffer. (d) Circular
dichroism spectra of nucleotide spaced dimers (monomer also shown in brown). (e) Comparison of relative upper
diagonal cross peak intensity (marked in b with a grey arrow, scaled by the diagonal peak for the 0-0 transition) from
two-dimensional spectra and electronic coupling estimated using transition density cube calculations on molecular
dynamics structures.

To experimentally characterize the intra-dimer electronic coupling, we use two-dimensional (2D) elec-
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tronic spectroscopy. 2D electronic spectroscopy measures the excitation frequency-emission frequency cor-

relation and so the signal intensity at the frequencies of two excitonic states increases with the electronic

coupling between them.65–69 As shown in Figure 2b, the relative coupling between constituent monomer

units appears as a cross peak at excitation frequency ωex = 18 100 cm−1 and emission frequency ωem =

19 500 cm−1, which are the energies of the two excitonic states with the most oscillator strength within the

dimer. As shown in Figure 2e, we extracted the upper cross peak intensity to compare the relative coupling

between the dimers without contamination from population dynamics or excited state absorption, which

contributes to the spectral features in this region (further details are given in Supplementary Information

Section S2.2).69, 70 We computed the magnitudes of the electronic coupling using transition density cube

calculations (Supplementary Information Section S5.8). The scaling of the experimental and computational

results are in good agreement, including strong coupling within the zero nucleotide-spaced dimers, includ-

ing strong coupling within the zero nucleotide-spaced dimers, and progressively weaker coupling for the

1-3 nucleotide-spaced dimers. However, an underestimation of the relative couplings for the weakly cou-

pled dimers is observed, consistent with the minor discrepancies between the experimental and simulated

absorption spectra (S5.9), and may be due to variation in the vibronic coupling for different DNA con-

structs. Overall, the qualitative agreement highlights that our approach includes computational prediction

for the design of electronically-coupled constructs.

Dependence of ultrafast exciton-bath coupling on DNA scaffold. Synthetic DNA enables facile integra-

tion of chromophores into a variety of DNA scaffolds.71–77 Because of our synthetic strategy, Cy3 chro-

mophores can be readily incorporated into a wide range of nanostructures using the same Cy3-modified

ssDNA strands, which permits the investigation of scaffold-dependent properties such as system-bath cou-

pling. The double-crossover (DX) tile motif is an essential building block for DNA nanotechnology. DX

tiles are at least twice as rigid as duplexes due to inter-duplex crosslinking that couples bending, twist-

ing, and stretching modes.78, 79 To investigate scaffold-dependent behavior, we first compared the ultrafast

system-bath coupling of free Cy3, Cy3 monomer in duplexes, and Cy3 monomer in DX tiles (sequences

shown in Supplementary Information Section S2.3).

System-bath coupling gives rise to fluctuations in the frequency of a transition, also known as spectral
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Figure 3 | Ultrafast system-bath coupling for monomeric Cy3. (a) Schematic of Cy3 (blue oval) as a free chro-
mophore, in a duplex, and in a DX tile (b) Selected 2D spectra of the free chromophore at varying waiting times (I, II,
III indicated in c) with center-line slope (CLS) of the 0–0 transition shown in white. (c) Frequency-frequency correla-
tion function derived from the CLS (solid lines) for Cy3 as a free chromophore (gray), in a duplex (brown) and in a DX
tile (red) with fit of exponential decay (dotted lines). (d) Power spectrum of frequency-frequency correlation function
(50–200 fs) for all three samples. All samples were measured at a concentration of 100 µM in 1× TAE-MgCl2.

diffusion, on a range of timescales. The frequency-frequency correlation function describes the timescale

of the fluctuations. On the ultrafast timescale, the overall decay in the correlation function arises from de-

phasing due to coupling of the electronic transition to a near-continuum set of modes in the bath, known as

overdamped modes. The oscillations in the correlation function arise from coupling to underdamped modes

in the bath, generally normal modes of the chromophore. Because 2D spectroscopy probes the excitation

frequency-emission frequency correlation, the frequency-frequency correlation function is contained in the

temporal dynamics of the spectra. The temporal dynamics are measured by recording a series of 2D spectra

as a function of a delay time between excitation and emission events. The frequency-frequency correlation

for a given electronic transition is proportional to the center-line slope of its peak in the 2D spectra (Fig-

ure 3b).80–83 The center-line slope for the series of delay times is used to construct the frequency-frequency

correlation function.
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We compare the dynamics of the frequency-frequency correlation for the lowest energy transition, the

0–0 band, for monomeric Cy3 under all three scaffold conditions (Figure 3c). The correlation function

decays rapidly for all samples with average timescales of 290 ± 40 fs, 120 ± 40 fs, and 100 ± 40 fs for

the free chromophore, the duplex, and the DX tile, respectively (biexponential fit parameters are shown in

Supplementary Information Section S2.5). The femtosecond decay constant is due to fast spectral diffusion,

similar to previously studied chromophores in solution.84, 85 The correlation function oscillates for up to 200

fs for all samples, reflecting the presence of a strongly coupled underdamped vibrational mode. The Fourier

transform of the decay-subtracted correlation function for delay times 50–200 fs is shown in Figure 3d. The

frequency-domain data has a broad peak centered at 450 cm−1, which suggests coupling to approximately

the same underdamped modes regardless of scaffold. In addition, homodyne transient grating measurements

show coupling to approximately the same modes through the presence of a peak at the same frequency

(Figure S17a) 86. As illustrated in Figure S17b, the broad peak observed in Figure 3d is consistent with rapid

dephasing of normal mode vibrations delocalized over Cy3 from 250–750 cm−1. The free Cy3 in solution

showed larger amplitude oscillations than the DNA-bound Cy3 (Supplementary Information Section S2.5).

This indicates that covalent attachment to DNA reduces the degree to which the electronic transition dipole

couples to the underdamped bath mode or modes. The short timescale decays and amplitude oscillations

observed for both the duplex and DX tile reflect their similar local environments on the nanometer length

scale, as opposed to the variation in persistence length on the tens of nanometers scale 79–81. The faster

decorrelation may arises due to the charge intrinsic to DNA, including the negatively charged backbone

and associated counter ions, which is constant across the varying constructs and could cause even faster

charge redistribution upon photoexcitation of the positively charged dye, thus driving rapid fluctuations in

the transition energy.

Impact of DNA scaffold on heterogeneity. Heterogeneity between individual Cy3-DNA constructs, also

known as static disorder, arises from the coupling of slow, anharmonic motions of the DNA scaffold to the

electronic transitions. This long timescale system-bath coupling gives rise to differences in the transition

frequency and other photophysical parameters of the constructs. To initially investigate the impact of the

DNA scaffold on heterogeneity between constructs, the fluorescence lifetimes of Cy3 in duplexes and in

DX tiles were compared, as the components of a multiexponential lifetime decay generally correspond to
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subpopulations, as discussed above. At the ensemble level, the measured fluorescence lifetimes were similar

for Cy3 in the two scaffolds. Fits to the fluorescence lifetime required a bi-exponential decay for monomers

and a tri-exponential decay for dimers and trimers, reflecting at least two and at least three subpopulations,

respectively (Supplementary Information Section S1.5).

To further investigate heterogeneity between Cy3-DNA constructs, the fluorescence lifetimes of individ-

ual constructs were measured using single-molecule fluorescence spectroscopy. These measurements bench-

mark the distributions of photophysical properties for Cy3 monomers and dimers in DNA as the widths of

the distributions directly report on the heterogeneity of the excitonic states. Single-molecule measurements

were performed on monomeric and dimeric Cy3 in duplexes and Cy3 in DX tiles. Each construct required

a bi-exponential decay function for a good fit, reflecting the presence of at least two subpopulations in each

construct that interconvert on a timescale longer than the nanosecond lifetime but shorter than the tens of

milliseconds required to detect sufficient emission to construct a decay curve (Supplementary Information

Section S4). The shortest component from the ensemble dimer decay was unobserved, likely because it was

hidden in the longer instrument response function of the single-molecule apparatus.

To investigate the distribution of lifetimes, the average lifetimes for each construct were used to build

a histogram for each sample (Figure 4b and c). All of the resultant distributions showed one primary peak,

although the widths varied, indicating different levels of heterogeneity. For Cy3 monomers, the full-width

half maximum in a duplex (0.90 ns) is more than four times broader than the full-width half maximum in

a DX tile (0.20 ns). Consistently, for Cy3 dimers, the full-width half maximum in a duplex (0.60 ns) is

broader than in a DX tile (0.30). These differences in heterogeneity arise from differences in the system-

bath coupling due to the properties of the DNA scaffold. The scaffold design is, therefore, a tool to control

the system-bath coupling and thereby tune the heterogeneity of the excitons themselves.

To investigate the structural differences responsible for the lifetime differences between the two scaf-

folds, MD simulations were performed for monomeric and dimeric Cy3 in duplexes and in DX tiles. Solvent

accessible surface area (SASA) of Cy3 in each construct was extracted from the simulation data (Figure 4d

and e). The SASA distributions are broader for both monomeric and dimeric Cy3 in duplexes compared

to the DX tile counterparts. The SASA distribution for monomeric Cy3 in duplexes is bimodal, showing
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Figure 4 | Heterogeneity of Cy3 in DNA scaffolds. (a) Schematics of monomeric (left) and dimeric (right) Cy3 in
duplexes (top) and DX tiles (bottom). (b) Histograms constructed from the average lifetimes of individual constructs
for monomeric Cy3 in duplexes (brown) and in DX tiles (red) measured with single-molecule spectroscopy. (c)
Histograms constructed from the average lifetimes of individual constructs for dimeric Cy3 in duplexes (dark blue)
and in DX tiles (bright blue) measured with single-molecule spectroscopy. (d) Histograms constructed from the MD
trajectory of solvent exposed surface area (SASA) for monomeric Cy3 in duplexes (brown) and in DX tiles (red). (e)
Histograms of SASA for dimeric Cy3 in duplexes (dark blue) and in DX tiles (bright blue).

two populations centered at 460 Å and at 500 Å whereas the distribution for monomeric Cy3 in DX tiles

is unimodal and narrow, centered at 510 Å. Similarly, the SASA distribution of dimeric Cy3 in duplexes

is bimodal, with populations centered at 440 Å and at 520 Å, whereas the distribution for dimer Cy3 in

DX tiles is unimodal, centered at 520 Å. The differences in width and modality likely originate from the

differences in rigidity between the two scaffolds (Figure S43). The DX tile rigidity restricts kinking of the

structure whereas the duplex flexibility allows kinking (bending), leading to conformations in which the

chromophore is embedded in the DNA groove, where the SASA is low.79, 87 The lifetime of Cy3 has been

shown to depend strongly on the solvent environment, which affects the rates of excited-state processes

such as internal conversion pathways and photoinduced isomerization.40, 88 Therefore, the broader SASA

distribution is likely the cause of the broader distribution of lifetimes for the duplex-scaffolded monomer

and dimer as compared to the DX-scaffolded chromophores.
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While system-bath coupling is often studied in the limiting regimes of static disorder and ultrafast dy-

namics, fluctuations of the excitonic system occur on many timescales. Motions of the DNA scaffold also

gives rise to structural fluctuations of the Cy3 chromophore on the timescale of energy transfer. For the

Cy3 monomer, depolarization of the transition dipole moment is due to motion of the chromophore and

can be measured with ensemble time-resolved fluorescence anisotropy. The anisotropy is calculated from

separately-detected parallel and perpendicular components of the fluorescence emission and is shown in

Figure 5a for monomeric Cy3 in duplexes and in DX tiles. The anisotropy decay curves were fit with a two

timescale model. The short-time constants for the monomer in duplexes and in DX tiles were 0.19±0.15 ns

and 0.62 ± 0.14 ns, respectively, while the long-time constants were 3.45 ± 0.94 ns and 22.97 ± 16.22 ns,

respectively (Table S18). The long-time constant was assigned to the tumbling of the DNA construct, which

is faster for the duplex due to its smaller size, and corresponding higher rotational diffusivity, relative to

the DX tile. The short-time constant was assigned to local structural fluctuations of the chromophore. The

amplitude of the short-time constant can be related to an order parameter from which a cone describing the

extent of local fluctuations can be calculated.89 Using this model, the difference in half-cone angle between

Cy3 monomers in duplexes and in DX tiles is ∆θ=8.8±4.6◦ (Supplementary Information Section S3.5),

where Cy3 monomers on DX tiles were found to have more local freedom than Cy3 monomers on duplexes.

The increase in local freedom is likely due to the difference in kinking, as discussed above. In the MD

simulations, the duplex kinks towards the Cy3 (Supplementary Figure S40), confining the chromophore and

restricting its motion.

Dependence of energy transfer efficiency on DNA scaffold. To investigate exciton transport with the

Cy3-DNA constructs, we attached a Cy5 monomer with a deoxythymidine spacer to the terminal end of

the DNA to serve as an acceptor (Figure 5b). The efficiency of energy transfer from the Cy3 monomer or

dimer to the Cy5 acceptor was quantified by ensemble steady-state fluorescence measurements (Figure 5d,

Supplementary Information Section S3.3). An energy-transfer efficiency of 95% was found for monomeric

Cy3 in duplexes while the efficiency decreased to 90% for dimeric Cy3 in duplexes, which can be attributed

to the reduced quantum yield of the dimer relative to the monomer (Figure 1c). In contrast, an efficiency

of 75% was found for Cy3 monomers in DX tiles and of 70% for Cy3 dimers in DX tiles (Supplementary

Information Sections S3.1–S3.4). A 20% drop in energy-transfer efficiency was observed for Cy3 in DX
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tiles compared to in duplexes, even though the number of nucleotides between the donor and acceptor was

maintained in both scaffolds.

To understand the molecular origin of the scaffold-dependent efficiency, we individually examine the

photophysical quantities involved in energy transfer. The Cy3 monomer or dimer and the Cy5 are ∼2.7

nm apart, and at this distance energy transfer occurs through Förster resonance energy transfer (FRET).

The efficiency of FRET depends on the quantum yield of the donor chromophore, the extinction coeffi-

cient of the acceptor, the transition energies of the chromophores, the distance between them, and the angle

between their transition dipole moments.90–94 The quantum yields, molar absorption coefficients, and tran-

sition energies are the same for both the duplexes and DX tiles (Supplementary Information Figure S15

and Figure S22). The distances are similar as the same local nucleotide sequence was used (Supplemen-

tary Information Sections S3.1) and the MD simulations show little scaffold-specific displacement of the

chromophore (Supplementary Information Section S5.6). Therefore, the angle between the transition dipole

moments is the likely origin of the difference.

The FRET rate is sensitive to thermal fluctuations in the orientations of the transition dipole moments and

thus the ensemble FRET efficiency depends on the angular distribution that these fluctuations generate.95

Both the timescale of the fluctuations and the shape of the distribution can influence the overall energy

transfer efficiency. In the case where fluctuations are fast relative to energy transfer time scales, transition

dipoles sample a large number of different configurations between energy transfer events. In the dynamic

limit, ensemble FRET efficiency is determined by a single mean energy transfer rate, given by the average

over the angular distribution. In contrast, when fluctuations are slow relative to energy transfer timescales,

transition dipoles sample very few configurations between energy transfer events. In the static limit, the

distribution of rates becomes a distribution of efficiencies, the latter of which is averaged to determine the

ensemble FRET efficiency.

The fluctuations in transition dipole orientation are often assumed to be normally distributed with a

variance determined experimentally using fluorescence anisotropy. This assumption is valid in the dynamic

limit because a normal distribution is sufficient to capture the average behavior. In the chromophore-DNA

systems, the normal distribution is visualized as a cone centered along the transition dipole moment of the
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Figure 5 | Effect of DNA scaffold on energy transfer efficiency. (a) Fluorescence anisotropy decay curves for
monomeric Cy3 in duplexes (data, light gray; fit, brown) and DX tiles (data, dark gray; fit, red). Fit parameters are
in Table S18. (b) Schematic of monomeric Cy3 in DNA with acceptor (top). The cone angles extracted from the
anisotropy decays and their expected orientation relative to the DNA axis are illustrated for Cy3 in duplexes and DX
tiles (bottom left) and for Cy5 (right). (c) The angle between the transition dipole moment of monomeric Cy3 in DX
tile monomers and the DNA backbone obtained from MD simulations. (d) Energy transfer efficiency from ensemble
fluorescence measurements (solid) and from FRET calculations (stripes) for monomeric and dimeric Cy3 in duplexes
and DX tiles. The efficiency is ∼20% lower in the DX tiles than in the duplexes.

chromophore, which is at a position and orientation determined by the geometric constraints imposed by the

linkers, as illustrated in Figure 5b.95, 96 The cone angle of Cy5 is θCy5 = 33◦±2◦ centered on the axis parallel

to the DNA backbone, as illustrated in Figure 5b 96 (Supplementary Information Section S3.5). The cone

angle of Cy3 is centered parallel to that of Cy5 and, as discussed above, is narrower for monomeric Cy3

in duplexes than in DX-tiles (Supplementary Information Section S3.5). The efficiencies calculated with

the normal distribution model are 98% and 97% for the duplex and DX tile, respectively (Supplementary

Information Table S19). While the efficiency for the duplex is close to the experimentally-measured value,

the efficiency for the DX tile is significantly over-estimated (Figure 5d). The anisotropy data revealed that

the fluctuations for Cy3 on duplexes are ∼3-4 times faster than for Cy3 on DX tiles, suggesting that the
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dynamic limit may not be appropriate for the DX tile.

In the static limit, the shape of the angular distribution can have a significant effect on FRET efficiency,

so the approximation of a normal distribution is not necessarily reliable. In fact, the efficiencies calculated

in the static limit with the normal distribution model are nearly identical to those calculated in the dynamic

limit, 98% and 97% for the duplex and DX tile, respectively. To evaluate the validity of the normal distri-

bution, we extracted the distributions from the all-atom MD simulations of Cy3 on both scaffolds, which

exhibit a structured profile with differences between the two constructs (Figure 5c). This structure arises

due to the constraints of the two-point tether and steric interactions between Cy3 and the DNA scaffold

that cause Cy3 to rotate out of alignment with the DNA backbone. For the DX tile distribution, the FRET

efficiency in the static limit is 86%, which is closer to the experimental value than the normal model, and

illustrates that the nature of the distribution can exert a significant influence on the overall energy transfer

efficiency in the static limit. For the duplex distribution, the FRET efficiency is 83% in the static limit,

which underestimates the experimental value. The corresponding efficiency in the dynamic limit is 98%,

consistent with the experimental value. These results suggest that the static limit is more appropriate for the

DX tile whereas the dynamic limit is more appropriate for the duplex, as expected based on the timescales

of the fluctuations from the anisotropy measurements, and it is this difference in timescales that is the source

of the difference in the FRET efficiency.

While the effect of the average angle between the transition dipole moments is well known92, 97, 98,

these results demonstrate that the nature and timescales of the fluctuations that shape the distribution of

angles ultimately determine the measured FRET efficiencies. Although the efficiency is independent of

the timescale for the commonly used normal model, some condensed phase systems can have a structured

angular distribution that, in the static limit, restricts the overall FRET efficiency, as observed for the DX

tile scaffold. The efficiency can be recovered, however, by rapid fluctuations that in the dynamic limit,

as observed for the duplex tile scaffold. This picture is in contrast to the typical view of fluctuations as a

disruption to a process of interest and provides a mechanism to maintain high efficiency, which may even

be playing a role in photosynthetic energy transfer where high quantum efficiency is observed despite the

fluctuations of the protein environment.
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Our measurements are an experimental demonstration that the properties of the DNA scaffold itself, i.e.,

the bath, impact the dynamics of excitonic systems, including transport. While the impact of the bath on

exciton dynamics had been well established theoretically99–101, previous experiments were limited to the

impact of the bath on individual excitonic states102. Chromophore-DNA constructs open the door to varying

the system-bath coupling for chromophore aggregates, and thus achieving the full nanoscale control required

to direct exciton dynamics.

Conclusion

Here, we develop a DNA-based platform for synthetic control over excitonic systems. While the interplay

of electronic coupling and system-bath coupling was known to guide exciton transport, previous approaches

were unable to simultaneously vary both couplings. We show the importance of this ability by demonstrat-

ing bath-dependent energy transfer efficiency. Characterization and manipulation of electronic coupling and

system-bath coupling in individual duplexes and DX tiles, the building block of DNA origami, provides a

path towards integration of our excitonic system into higher-order objects73–77, which is not easily accessi-

ble with other synthetic methods39, 40. The production of higher-order structures provides access to novel

materials with prescribed properties and geometric structures for broad ranging applications including light

harvesting and information processing.

Methods

Synthesis procedure for Cy3-modified strands. Cy3-modified oligonucleotides (sequences are listed

in the Supplementary Information Table S1, Table S7, Table S9, and Table S13) were prepared via auto-

mated oligonucleotide synthesis on a 394-DNA/RNA synthesizer (Applied Biosystems) following previ-

ously published procedures.51 UltraMild CE phosphoramidites, UltraMild supports, and special Cap Mix

A (tetrahydrofuran/pyridine/phenoxyacetic anhydride) were used to synthesize the oligomers on support.

Cyanine-3 phosphoramidite, UltraMild CE phosphoramidites, and other reagents for the synthesis of the

oligonucleotides were purchased from Glen Research (Sterling, VA) or Sigma-Aldrich (Buchs, Switzer-

land). The coupling time for nucleotide-to-cyanine, cyanine-to-cyanine, and cyanine-to-nucleotide coupling

steps was increased to 3 minutes. For all other nucleotide couplings, the standard coupling time (25 seconds)
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was used. Cleavage from the solid support and final deprotection involved treatment with 50 mM potassium

carbonate solution in methanol at room temperature for 4 hours. The oligonucleotides were purified by ion-

pair reversed-phase high-performance liquid chromatography using a Shimadzu LC system equipped with a

Shimadzu-block temperature controller (Supplementary Information Section S1.2, Supplementary Figures

S1–S3).

Preparation and purification of DNA constructs. Unmodifed single-stranded DNA were obtained from

Integrated DNA Technologies (Coralville, IA) and were received as dry pellets. All strands required to

form either DNA duplexes or DX tiles were re-constituted into DNAse/RNAse-free water at 500 µM con-

centrations and kept at −20◦C until further use. Equimolar concentrations (50 µM) of oligonucleotide

strands required to form either duplexes or DX tiles were added into nuclease-free water. A volume of 10×

TAE-MgCl2 buffer (400 mM Tris, 100 mM acetate, 20 mM EDTA, 120 mM MgCl2) was added into the

mixture to have a final concentration of 1× TAE-MgCl2 (40 mM Tris, 10 mM acetate, 2 mM EDTA, 12 mM

MgCl2). Buffer concentrations for samples used in all experiments were maintained at 1× TAE-MgCl2. For

duplexes, the mixture was subjected to the following annealing protocol: 2 minutes at 95◦C, 80◦C–70◦C at

−2◦C min−1, 70◦C–50◦C at −1◦ C min−1, 50◦C–20◦C at −2◦C min−1. An extended annealing protocol

was used for DX tiles: 2 minutes at 95◦C, 80◦C–70◦C at −1◦ C min−1, 70◦C–50◦C at −0.5◦C min−1,

50◦C–20◦C at −1◦C min−1 (melting curves shown in Supplementary Information Section S1.3, Figure

S4). The annealed mixtures were then purified with native polyacylamide gel electrophoresis (PAGE) using

a Biorad Mini-PROTEAN R©system that was equipped with 1.5-mm spaced glass plates for gel casting and

10-well, 1.5-mm thick well combs. Annealed DNA duplex samples were loaded into 12% PAGE gels (400

pmole per well) that were supplemented with 1× TAE-MgCl2 buffer. Annealed DX tile samples were loaded

into 10% PAGE gels (400 pmole per well) that were also supplemented with 1× TAE-MgCl2 buffer. Gels

were ran at 100 V at constant voltage for 45 minutes at room-temperature. After electrophoresis, the gels

were examined through a Vernier BlueView Transilluminator (Beaverton, OR) and the bands of interest were

excised. The excised gel pieces were coarsely chopped, collected into a 500-µL Eppendorf DNA LoBind

microcentrifuge tubes that have pierced small holes (∼ 1 mm diameter) at the pointed end, and finally placed

into 2.0-mL Eppendorf DNA LoBind microcentrifuge tube. The microcentrifuge assembly containing the
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excised gel pieces were spun at 15000×g for 1 minute. The gel pieces that passed through the hole of the

500-µL microcentrifuge tube and into the 2.0-mL tube were pooled together into a 15-mL tube, and 1×

TAE-MgCl2 buffer was added until all the gel pieces were covered with buffer. The mixture was incubated

for 14 hours at 35◦C, then vortexed for 10 seconds to re-disperse the gel pieces and transferred into several

Biorad Freeze ’N SqueezeTM tubes, which were spun at 10000×g for 1 minute. The supernatant from each

tube was collected and concentrated to 50 µL using either a 3000 or 30, 000 Amicon R© molecular-weight

cutoff microcentrifuge filters for duplexes and DX tiles, respectively. Samples were finally stored at 4◦C in

1× TAE-MgCl2 for no longer than 1 week.

Steady-state ensemble spectroscopic characterization. Absorbance spectra were measured using an

Evolution 260 Bio UV-Vis spectrophotometer (Thermo-Fisher) and fluorescence spectra (λexc = 515 nm)

were measured using a FluoroMax-4C (Horiba Jobin Yvon). For fluorescence measurements, a sample

absorbance of 0.1 or less was maintained to avoid reabsorption effects. Quantum yields of DNA con-

structs were determined using the relative quantum yield determination method with rhodamine 101 in

spectroscopic-grade ethanol (ΦF = 0.92 measured using integrating sphere method) as reference103. All flu-

orescence spectra are corrected for lamp fluctuations and detector sensitivity (or S1c/R1c detector setting).

The absorbance and fluorescence spectra of all the samples were measured in 10-mm pathlength quartz

microcuvettes (Millipore Sigma, catalog number: Z802662).

Steady-state ensemble energy-transfer efficiencies were estimated using steady-state fluorescence quench-

ing experiments. The energy-transfer efficiency (ΦET) of Cy3 to Cy5 was estimated by

ΦET = 1−

∫ λem,max

λem,min

ICy3+Cy5dλem∫ λem,max

λem,min

ICy3dλem

(1)

where
∫ λem,max
λem,min

ICy3+Cy5 and
∫ λem,max
λem,min

ICy3 are the integrated fluorescence intensities of Cy3 measured from

λem,max = 520 nm to λem,min = 750 nm in the presence or absence of Cy5, respectively. All samples were
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excited at λexc = 515 nm. The full fluorescence spectra of Cy3 used to calculate
∫ λem,max
λem,min

ICy3+Cy5 were

obtained by spectral decomposition of the Cy3 and Cy5 spectra using least-squares fitting which is detailed

in Supplementary Information Section S3.3.

Ensemble time-resolved fluorescence lifetime. Ensemble fluorescence lifetime measurements were per-

formed with a pulsed excitation source centered at 520 nm. A supercontinuum was generated by focusing

a Ti:Sapphire laser (Vitara-S, Coherent; λc = 800 nm, ∆λ = 70 nm, 20 fs pulse duration, 80 MHz repeti-

tion rate) into a nonlinear photonic crystal fiber (FemtoWhite 800, NKT photonics) and the desired spectral

range was selected using a bandpass filter (Thorlabs; FB520-10). Fluorescence was collected at magic angle

and passed through a long-pass filter (Omega Optics; 560LP RapidEdge), an inverted long-pass filter (Sem-

rock; BLP01-647R-25) and a bandpass filter (Omega Optics; 580BP100 RapidBand). Single photons were

collected by an SPAD (Micro Photon Devices) and arrival times were recorded by a time-correlated single

photon module (Picoquant; PicoHarp 300). IRF was measured to be 56 ps. Histogrammed fluorescence life-

time was analyzed by least-squares reconvolution and fitted to the minimum number of components required

to obtain the least structured residual.

Fluorescence anisotropy was obtained by time-resolved polarized fluorescence experiments. The exci-

tation and emission filters used were the same as above (Supplementary Information Section S18. Polarized

fluorescence decay traces, parallel (I‖(t)) and perpendicular (I⊥(t)), were collected and used to calculate

time-resolved fluorescence anisotropy, r(t), as follows:

r(t) =
I‖(t)−G× I⊥(t)

I‖(t) + 2×G× I⊥(t)
(2)

r(t) = (r0 − r∞)
[
A exp (−t/τ1) + (1−A) exp (−t/τ2)

]
+ r∞ (3)

G was determined experimentally to be 0.43 using the intensity ratio of rhodamine 101 solution in
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glycerol:

G =
IHV

IHH
(4)

where IHV and IHH are the background-subtracted fluorescence intensities excited with perpendicularly

polarized light and detected in parallel and perpendicular, respectively.

Femtosecond spectroscopy. Details of two-dimensional electronic spectroscopy are given in the Supple-

mentary Information and the set-up is described elsewhere.104, 105 Briefly, 2.8 W of the 5 W output from a 5

kHz Ti:sapphire regenerative amplifier (Coherent Libra) with a 40-fs duration and 800-nm center wavelength

was focused into a 1-meter tube of argon to generate a broadband continuum. The sub 805 nm portion of the

continuum was filtered with an Schott glass filter (Thorlabs FGV9) to provide a center wavelength of 530

nm with a FWHM of 50 nm. The pulse was compressed to 11 fs by two pairs of chirped mirrors (Ultrafast

Innovations GmbH) as characterized by a transient grating frequency resolved optical gating experiment

(Supplementary Information Section S2.1). The 2D data were collected in a BOXCARS geometry67, 104

with an attenuated local oscillator (∆tLO=500fs). The coherence times were scanned with 0.25 fs steps

from −175 fs to +175fs. Further details are given in Supplementary Information Section S2.1.

Homodyne transient grating measurements were performed with the same geometry as the 2DES exper-

iments in the absence of a local oscillator. Here, the time delay between pulses one and two was 0 fs while

the time delay between pulses 2 and 3 was scanned to recover the transient grating spectrum at time steps of

1.3 fs for delay times from 0 to 2 ps.

Single-molecule fluorescence spectroscopy. Single-molecule fluorescence lifetime measurements were

performed with a home-built confocal microscope. Excitation light centered at 550 nm was obtained by

filtering the same supercontinuum generated above for ensemble fluorescence spectroscopy with a bandpass

filter (Omega Optics; RPB 540-560 RapidBand). Fluorescence was collected using the same emission fil-

ter set as for ensemble time-resolved fluorescence spectroscopy described above. Excitation power was set
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to 5.5 µJ/cm2 per pulse at the sample plane. The sample was immobilized onto a quartz coverslip (Elec-

tron Microscope Sciences) via aminosilane functionalization106 and 2% biotin-PEGylated surface. While

imaging, the sample was immersed in an imaging buffer (1× TAE at final pH of 8.5) containing triplet

(Sigma-Aldrich; Trolox at 2 mM final concentration) and enzymatic oxygen scavengers (protocatechuic

acid/protocatechuic-3,4-dioxygenase at final concentrations of 2.5 mM/25 nM). The excitation laser was

focused onto the sample and fluorescence was collected with the same oil-immersion objective (Olym-

pus; UPLSAPO100XO, NA = 1.4). Single photons were collected by an avalanche photodiode (Excelitas;

SPCM-AQRH-15) and arrival times were recorded by the same time-correlated single-photon counting mod-

ule as used in ensemble fluorescence experiments. The instrument response function (IRF) was measured to

be ∼380 ps (full-width at half-maximum) by scattering excitation beam off a clean glass coverslip. All data

analysis was performed in MATLAB (MathWorks, Inc.). Representative data and examples of data analysis

are in Supplementary Information Section S4).

All-atom molecular dynamics simulations. The all-atom molecular dynamics simulations were performed

using the program Amber16107 with the OL15 force field108 for nucleic acids, and the GAFF2 force field109

for the Cy3 molecules. Details of force field generation and all-atom system construction are given in

Supplementary Information Sections S5.1 and S5.2. Periodic boundary conditions were applied in an or-

thogonal simulation cell, and the dynamics were integrated at a time step of 2 fs. Van der Waals energies

were calculated using a 12 Å cutoff. The Particle Mesh Ewald (PME) method was used to calculate full

electrostatics with a grid spacing of 1 Å. Full electrostatic forces and non-bonded forces were calculated at

each time step (2 fs). These simulations were performed in the NpT ensemble using a Berendsen barostat

for pressure control at 1 bar110, and Langevin dynamics for temperature control at 300 K with a collision fre-

quency of 5 ps−1.111 Hydrogen atom bonds were constrained to their equilibrium lengths using the SHAKE

algorithm112 during the simulations, and system configurations were recorded every 1 ps for downstream

analysis. Prior to dynamics, energy minimization was performed on the solvent and ions alone, followed by

the full unconstrained system for 10,000 steps each. Next, the solvent and ions were allowed to equilibrate

as the system was heated to 300 K while the nucleic acid was harmonically constrained for 20 ps, followed

by an unconstrained equilibration for 200 ps. For production dynamics, each system was run for 300 ns in

duplicate (600 ns total). Structural analysis of MD simulations is outlined in Supplementary Information
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Section S5.5. Results highlighting distributions of Cy3 configurations, solvent accessible surface area, and

orientation factors are shown in Supplementary Information Section S5.6.

Cy3 excited-state calculations. The position of the Cy3 molecules was sampled at every 2 ns, for 150

total configurations from each production MD simulation. The CPPTRAJ program113, as implemented in

AmberTools17107, was utilized to extract the Cy3 coordinate data from each trajectory. Next, the phos-

phate groups in the sampled Cy3 molecules were replaced with hydrogen atoms, and density functional

theory (DFT) was used to first optimize the hydrogen atom positions followed by a time-dependent DFT

calculation114, 115 of the singlet excited states of the Cy3 molecules using the B3LYP functional116, the 6-

31+G(d) Gaussian basis set117, and implicit COSMO water solvation118, 119, as implemented in the NWChem

6.6 software package120. Excited state energies from MD configurations are reported in Supplementary Fig-

ures S31b, S32b, S33b, S34b, S35b, S36b, S37b, and S38b. Calculation of monomeric and dimeric Cy3

optical properties are shown in Supplementary Information Sections S5.7, S5.8, and S5.9.

Monte-Carlo FRET simulations All atom molecular dynamics simulation of the duplex and DX struc-

ture were performed using the AMBER Molecular Dynamics package and the parameters described in the

Supplementary Information. Six replicates, each 100 ns in duration, were performed recording all atomic

coordinates every 1 ps.

The data was analyzed using the CPPTraj software package113 to extract the center of mass of each base

pair and of the Cy3. The transition dipole moment unit vector of Cy3 was extracted as the unit vector from

the N7 to the N17 atom. At each time point, and for each replicate the DNA axis was identified as the least

squares fit of the base pair center of mass. The DNA axis was used to define the z axis in the right-handed

DNA-centered coordinate system, while the x axis was defined in the direction between the DNA axis and

Cy3 center of mass. Dipole orientation statistics in this local coordinate system were then sampled for both

scaffolds. The anisotropy fluorescence decay experiments were then simulated by computing the orientation

correlation function of the transition dipole moment 2
5

(
3
2〈cos(θt)〉 − 1

2

)
where θt = arccos(µ̂s · µ̂s+t) is the

angle between the transition dipole unit vectors µ̂s sampled a time t apart.

The position and orientation of the acceptor chromophore were obtained by assuming that the linker is
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always fully extended and the acceptor transition dipole is always parallel to the linker. These assumptions

give rise to a cone of positions and orientations along a cone parallel to the axis of the DNA backbone,

starting from the terminal base to which the acceptor is covalently bound. The direction of the linker axis was

then sampled by selecting the polar angle from a normal distribution (mean θ̄A = 0, standard deviationσA =

33) parametrized by the observed residual anisotropy, and by selecting the azimuthal angle from a uniform

distribution. The polar angle was then rejected with a probability PR = sin θ to correctly weight the

spherical samples. This algorithm yielded the same distribution of acceptor positions and orientations for

both scaffoldings considered.

The donor chromophore position and orientation were sampled using two different models. In the first

normal model, the position of the donor dye center of mass was taken to be fixed at its attachment position

along the DNA scaffolding as a result of the double tether. Its orientation was then sampled, similarly

to the acceptor, from a cone parallel to the DNA backbone axis. The polar angles were sampled from a

normal distribution using the same algorithm as the acceptor with mean θ̄D = 0 and scaffolding dependent

standard deviation (σduplex = 16◦, σDX = 22◦ ) and the azimuthal angle was sampled uniformly. The FRET

efficiency and rate in this model was calculated for 104 sampled donor and acceptor conformations. In the

Molecular Dynamics model, the positions and orientations of the donor chromophore were instead sampled

directly from the molecular dynamics simulation, sampling a donor and acceptor position for each frame.

To compute the FRET efficiency in the static limit, corresponding to an ensemble where chromophore

reorientation occurs much slower than energy transfer, the FRET efficiency was computed for each con-

formation and then averaged to obtain the mean efficiency. The FRET efficiency in the dynamic limit,

corresponding to a system where dipoles reorient much faster than energy transfer, is calculated by instead

computing the FRET rate for each conformation. The average of this rate is then used to compute the overall

efficiency of the FRET process.
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