# On the scalar $\boldsymbol{\pi} \boldsymbol{K}$ form factor beyond the elastic region 

L. von Detten ${ }^{1}$, F. Noël ${ }^{1,2, a}$, C. Hanhart ${ }^{1}{ }^{(1)}$, M. Hoferichter ${ }^{2}$ (D) B. Kubis ${ }^{3}$ (D)<br>${ }^{1}$ Forschungszentrum Jülich, Institute for Advanced Simulation, Institut für Kernphysik, and Jülich Center for Hadron Physics, 52425 Jülich, Germany<br>${ }^{2}$ Albert Einstein Center for Fundamental Physics, Institute for Theoretical Physics, University of Bern, Sidlerstrasse 5, 3012 Bern, Switzerland<br>${ }^{3}$ Helmholtz-Institut für Strahlen- und Kernphysik and Bethe Center for Theoretical Physics, Universität Bonn, 53115 Bonn, Germany

Received: 4 March 2021 / Accepted: 19 April 2021
© The Author(s) 2021


#### Abstract

Pion-kaon ( $\pi K$ ) pairs occur frequently as final states in heavy-particle decays. A consistent treatment of $\pi K$ scattering and production amplitudes over a wide energy range is therefore mandatory for multiple applications: in Standard Model tests; to describe crossed channels in the quest for exotic hadronic states; and for an improved spectroscopy of excited kaon resonances. In the elastic region, the phase shifts of $\pi K$ scattering in a given partial wave are related to the phases of the respective $\pi K$ form factors by Watson's theorem. Going beyond that, we here construct a representation of the scalar $\pi K$ form factor that includes inelastic effects via resonance exchange, while fulfilling all constraints from $\pi K$ scattering and maintaining the correct analytic structure. As a first application, we consider the decay $\tau \rightarrow K_{S} \pi \nu_{\tau}$, in particular, we study to which extent the $S$-wave $K_{0}^{*}(1430)$ and the $P$-wave $K^{*}(1410)$ resonances can be differentiated and provide an improved estimate of the $C P$ asymmetry produced by a tensor operator. Finally, we extract the pole parameters of the $K_{0}^{*}(1430)$ and $K_{0}^{*}(1950)$ resonances via Padé approximants, $\sqrt{s_{K_{0}^{*}(1430)}}=[1408(48)-i 180(48)] \mathrm{MeV}$ and $\sqrt{s_{K_{0}^{*}}(1950)}=[1863(12)-i 136(20)] \mathrm{MeV}$, as well as the pole residues. A generalization of the method also allows us to formally define a branching fraction for $\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}$ in terms of the corresponding residue, leading to the upper limit $\operatorname{BR}\left(\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}\right)<1.6 \times 10^{-4}$.


## 1 Introduction

At low energies, the $\pi K S$-wave of isospin $1 / 2$ is characterized by the interplay of low-energy theorems induced by the chiral structure of QCD [1,2] and a relatively close-by pole located deep in the complex plane called the $\kappa$ or $K^{*}(700)$ [3-8]. The properties of the $\kappa$ cannot be described by a sim-

[^0]ple Breit-Wigner (BW) model, but require the proper consideration of the analytic structure, most conveniently implemented in the framework of dispersion relations. Given that the $\pi K S$-wave effectively stays elastic well beyond 1 GeV , with the first excited resonance, the $K_{0}^{*}$ (1430), still predominantly coupling to the $\pi K$ channel, the $\kappa$ properties are thus largely encoded in the $S$-wave phase shift, although the full dispersive analysis involves other partial waves as well as the crossed reaction $\pi \pi \rightarrow \bar{K} K$ [3,7,9]. While $\pi K$ scattering thus serves as the simplest probe of the strangeness sector of the QCD spectrum, its impact extends far beyond, with more complicated processes such as $\gamma K \rightarrow \pi K$ [10], $K_{\ell 4}$ decays [11], $D$-meson decays such as $D \rightarrow \pi \pi K[12,13]$, or even reactions involving nucleons $[14,15]$ depending on $\pi K$ amplitudes as input.

Moreover, the same principles of unitarity and analyticity upon which modern analyses of $\pi K$ scattering are based imply a relation to the corresponding form factors. In the crossed reaction $\pi \pi \rightarrow \bar{K} K$ this connection determines scalar meson [16] and nucleon [17] form factors via a coupled-channel $T$-matrix, while the $\pi K$ form factors of a given partial wave are directly related to the respective $\pi K$ scattering amplitudes via Watson's theorem [18], which states that the phases coincide in the elastic region. The $S$ and $P$-wave $\pi K$ form factors are relevant for analyses of $K_{\ell 3}$ [19-21] and $\tau \rightarrow K_{S} \pi \nu_{\tau}$ decays [22-26], where the $\tau$ spectrum probes the region of parameter space in which an elastic approximation no longer applies. Extensions of the simple Omnès representation [27] are thus required. For the $P$-wave, inelastic effects are typically included in resonance chiral theory (RChT) [28] via the $K^{*}(1410)$, providing an extended parameterization of the phase shift to be used in the Omnès factor or by feeding the corresponding amplitudes into a unitarization scheme such as the $N / D$ method $[29,30]$. The latter is hard to handle, however, since it is difficult to prevent its high-order polynomials from generating
unphysical poles [31]. Moreover, for the $S$-wave, the effect of inelasticities in $\tau \rightarrow K_{S} \pi \nu_{\tau}$ is usually neglected apart from a generous variation of the unknown phase of the form factor, leading to an Omnès representation that, besides constraints from the Callan-Treiman low-energy theorem [3236], essentially involves a subtracted version of the elastic solution.

Extending the applicability range of form factor parameterizations by an improved treatment of inelastic effects has become increasingly pressing in recent years. First, the size of the $C P$ asymmetry in $\tau \rightarrow K_{S} \pi \nu_{\tau}$ generated by a tensor operator was shown to be solely determined by inelastic effects [37], due to a cancellation of the elastic contribution that follows from Watson's theorem. In addition, control over inelastic effects would be required to describe $D \rightarrow \pi K \ell \nu_{\ell}$ [38] and future measurements of $B \rightarrow \pi K \ell \nu_{\ell}$ or $B \rightarrow \pi K \ell \ell$, or as subamplitudes for the calculation of heavy-meson Dalitz plots, which are often described in a simplified manner in terms of $\pi K$ form factors [39-43]. For the latter application, the amplitudes are described by the same form factors if the impact of hadronic spectator particles is neglected, and in this case variants of the scalar form factor have been constructed that include inelastic effects by a coupled-channel treatment of $\pi K$ and $\eta^{\prime} K$ [41].

Also in the hunt for exotic hadrons, controlled $\pi K$ amplitudes are very valuable. For example, at Belle and LHCb the $Z_{c}(4430)$ was discovered in the reaction $B \rightarrow \psi^{\prime} \pi K$ in the $\psi^{\prime} \pi$ subsystem $[44,45]$. The signal became visible through the observation that the $\pi K$ amplitudes in the crossed channel were not able to describe the $\psi^{\prime} \pi$ distribution. Since in such crossed amplitudes the individual partial waves interfere with each other, a high control especially of their phases is mandatory. Finally, to get access to the spectrum of kaon resonances and in particular their pole parameters, employing amplitudes consistent with analyticity and unitarity is necessary.

In this paper, we propose a parameterization for the $S$ wave $\pi K$ form factor that has the proper low-energy behavior and at the same time allows for an inclusion of resonances and inelasticities at higher energies. We follow the strategy from Ref. [46] (originally proposed in Ref. [47] for the pion vector form factor), describing inelastic effects via resonances akin to the isobar model, but in such a way that at low energies the elastic Omnès parameterization is reproduced and the correct analytic structure remains preserved. Accordingly, we assume that the inelastic contributions can be understood as proceeding via resonances, as supported by the phenomenological success of the isobar model. The analogous representation derived in Ref. [46] then allowed for an analysis of the complete kinematic range of the $B_{s} \rightarrow J / \psi \pi \pi$ and $B_{s} \rightarrow J / \psi \bar{K} K$ spectra, extending the previous high-quality description in a restricted range of $\pi \pi$ and $\bar{K} K$ invariant
masses [48]. In particular, the properties of the higher $S$ wave resonances could be extracted.

In this work, we first establish a similar formalism for the $\pi K$ system, see Sect. 2, with the input from $\pi K$ scattering data discussed in Sects. 3 and 4 . As applications, we consider the $\tau \rightarrow K_{S} \pi \nu_{\tau}$ spectrum in Sect. 5, including an improved prediction for the $C P$ asymmetry produced by a tensor operator, and extract the resonance parameters of $K_{0}^{*}(1430)$ and $K_{0}^{*}(1950)$ in Sect. 6, where the residue describing the coupling to the weak current allows us to formally define the branching fraction for $\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}$. Our conclusions are given in Sect. 7.

## 2 Formalism

As mentioned above, we aim at a parameterization of the $\pi K$ isospin-1/2 $S$-wave scattering amplitude that at low energies matches smoothly onto elastic $\pi K$ scattering given by the input phase shift $\delta_{0}$, and at the same time allows for the inclusion of resonances and inelastic channels, most importantly the $\eta^{\prime} K$ channel, at higher energies - the $\eta K$ channel turns out to largely decouple. Thus, in the energy range we study, two channels are sufficient and we therefore present the formalism in a two-channel formulation, although an extension to more channels is straightforward. To derive an expression for the $T$-matrix that fulfills the mentioned criteria, we start from the Bethe-Salpeter equation, which in matrix form in channel space reads
$T_{i f}=V_{i f}+V_{i m} G_{m m} T_{m f}$,
where $V_{i f} \in \mathbb{R}$ denotes the interaction potential between the initial channel $i$ and final channel $f$ and $G_{m m}$ denotes the loop operator, which provides the free propagation of the intermediate particles of channel $m$. For two-particle states, its discontinuity is given by disc $G_{m m}=2 i \rho_{m}$, where $\rho_{m}$ denotes the two-body phase space in channel $m$,
$\rho_{m}(s)=\frac{\lambda^{\frac{1}{2}}\left(s,\left(m_{i}^{(m)}\right)^{2},\left(m_{j}^{(m)}\right)^{2}\right)}{16 \pi s}$,
where $\lambda$ is the Källén function
$\lambda(a, b, c)=a^{2}+b^{2}+c^{2}-2(a b+a c+b c)$.
To proceed we follow the general concepts of the so-called two-potential formalism [49], which calls for splitting the scattering potential $V$ into two pieces,
$V=V_{0}+V_{\mathrm{R}}$.
This allows for a corresponding splitting of the $T$-matrix
$T=T_{0}+T_{\mathrm{R}}$,
where $T_{0}$ fulfills the Bethe-Salpeter equation that has $V_{0}$ as input, $T_{0}=V_{0}+V_{0} G T_{0}$. As will be demonstrated below, the explicit form of $V_{0}$ is never needed: all quantities necessary to express the full scattering $T$-matrix and the scalar form factor can be calculated from the scattering phase shift $\delta_{0}$ directly. $T_{0}$ fixes the low-energy behavior of the model, while $T_{\mathrm{R}}$ incorporates the high-energy resonant behavior via $V_{\mathrm{R}}$. In the case of $\pi K$ scattering studied here, we assume $T_{0}$ to be purely elastic. The additional channel couples through the resonance exchange in $T_{\mathrm{R}}$ only. We may therefore write
$T_{0}=\left(\begin{array}{cc}\frac{1}{\rho_{1}} \sin \delta_{0} e^{i \delta_{0}} & 0 \\ 0 & 0\end{array}\right)$.
Clearly, the assumption that all higher channels couple via resonances introduces some model dependence, which, however, is backed by phenomenology [50-52]. We furthermore define the vertex function $\Omega=\mathbb{1}+T_{0} G$. Its discontinuity is given by
$\operatorname{disc} \Omega_{i f}=2 i\left(T_{0}^{*}\right)_{i m} \rho_{m} \Omega_{m f}$,
which matches that of an Omnès function [27] calculated from $T_{0}$. Thus we can express $\Omega$ via a dispersion integral over the input phase $\delta_{0}$,
$\Omega=\left(\begin{array}{cc}\Omega_{11} & 0 \\ 0 & 1\end{array}\right), \Omega_{11}=\exp \left(\frac{s}{\pi} \int_{s_{\mathrm{th}}}^{\infty} \mathrm{d} z \frac{\delta_{0}(z)}{z(z-s)}\right)$.
Note that in order to render the integral well defined, the phase $\delta_{0}$ needs to be continued up to infinite energies. How this is done in practice is discussed below. Plugging Eqs. (4) and (5) into Eq. (1), one finds after some algebra the defining equation for $t_{\mathrm{R}}$,
$t_{\mathrm{R}}=V_{\mathrm{R}}+V_{\mathrm{R}} \Sigma t_{\mathrm{R}}$,
which is related to $T_{\mathrm{R}}$ via $T_{\mathrm{R}}=\Omega t_{\mathrm{R}} \Omega^{T}$. The so-called dressed loop operator or self energy $\Sigma=G \Omega$ incorporates the effects contained in $T_{0}$ into the propagation of the twomeson states as demanded by unitarity. It can be expressed as a once-subtracted dispersion integral
$\Sigma_{i j}(s)=\frac{s}{2 \pi i} \int_{s_{\mathrm{th}}}^{\infty} \mathrm{d} z \frac{\operatorname{disc} \Sigma_{i j}(z)}{z(z-s)}$,
with its discontinuity given by
$\operatorname{disc} \Sigma_{i f}=\Omega_{i m}^{\dagger} \operatorname{disc} G_{m m} \Omega_{m f}$.
The subtraction constant is reabsorbed into the potential $V_{\mathrm{R}}$. Such manipulations are justified as the formalism has not made any assumptions about the form of $V_{\mathrm{R}}$ besides it being real and having poles at the bare resonance masses $\widetilde{M}_{(r)}$. The simplest parameterization of this kind is
$\bar{V}_{\mathrm{R}}(s)_{i j}=-\sum_{r} \frac{g_{i}^{(r)} g_{j}^{(r)}}{s-\widetilde{M}_{(r)}^{2}}$,
where the $g_{i}^{(r)}$ denote the bare couplings of the resonance $r$ to channel $i$. The bare parameters introduced here should not be confused with the physical parameters introduced in Sect. 6. To reduce the impact of $V_{\mathrm{R}}$ at lower energies, the potential is subtracted at some properly chosen point $s_{0}$, resulting in

$$
\begin{align*}
V_{\mathrm{R}}(s)_{i j} & =\bar{V}_{\mathrm{R}}(s)_{i j}-\bar{V}_{\mathrm{R}}\left(s_{0}\right)_{i j} \\
& =\sum_{r} g_{i}^{(r)} \frac{s-s_{0}}{\left(s-\widetilde{M}_{(r)}^{2}\right)\left(s_{0}-\widetilde{M}_{(r)}^{2}\right)} g_{j}^{(r)} \tag{13}
\end{align*}
$$

Solving Eq. (9) for $t_{\mathrm{R}}$, the full scattering $T$-matrix is given by
$T=T_{0}+T_{\mathrm{R}}=T_{0}+\Omega\left[\mathbb{1}-V_{\mathrm{R}} \Sigma\right]^{-1} V_{\mathrm{R}} \Omega^{\mathrm{T}}$,
with $V_{\mathrm{R}}$ as defined in Eq. (13).
We can further parameterize the $\pi K$ production mechanism by adapting the $P$-vector formalism of Ref. [53] (see also the resonance review of Ref. [54]). The scalar form factor $f_{\mathrm{s}}(s)$ is then expressed as
$\left(f_{\mathrm{s}}\right)_{i}=M_{i}+T_{i m} G_{m m} M_{m}$,
where $M$ is some properly chosen source term. Under the assumption that $M$ does not contain any left-hand cuts, plugging Eq. (14) into Eq. (15) yields
$f_{\mathrm{S}}(s)=\Omega(s)\left[\mathbb{1}-V_{\mathrm{R}}(s) \Sigma(s)\right]^{-1} M(s)$,
where $M$ is now a reparameterized source term, which can be written as
$M_{i}=\sum_{k=0}^{k_{\text {max }}} c_{i}^{(k)} s^{k}-\sum_{r} g_{i}^{(r)} \frac{s-s_{0}}{\left(s-\tilde{M}_{(r)}^{2}\right)\left(s_{0}-\tilde{M}_{(r)}^{2}\right)} \alpha^{(r)}$.

The coefficients $c_{i}^{(k)}$ and the resonance couplings $\alpha^{(r)}$ depend on the source. A method to generalize the formalism to also allow for left-hand cuts is provided by the Khuri-Treiman formalism [55]. For a recent calculation of this kind where the amplitudes of Ref. [46] were employed, see Ref. [56].

## 3 Scattering data and input phase

Most of the data on $\pi K$ scattering were obtained in the 1970s and 1980s. ${ }^{1}$ Various experiments [58-62] obtained data for the phase shift of the isospin- $3 / 2$ wave in the elastic regime from kaon-nucleon reactions using protons, neutrons, and deuterons with $K^{ \pm} \pi^{ \pm}$in the final states. The isospin-1/2 wave, however, can only be measured in combination with

[^1]the isospin-3/2 wave, so that we mainly focus on the combination of both, which in terms of the $T$-matrices is expressed by
\[

$$
\begin{equation*}
\hat{T}_{i f}=\rho_{i}\left(T^{\frac{1}{2}}+T^{\frac{3}{2}} / 2\right)_{i f} \tag{18}
\end{equation*}
$$

\]

Studies of the reaction $K^{-} p \rightarrow K^{-} \pi^{+} n$ performed in Ref. [63] resulted in data for argument and modulus of this isospin combination in the $\pi K$ channel up to about 2.5 GeV , which we use to fix the free parameters of the resonance potential.

For the low-energy phase shift $\delta_{0}$ we use the results obtained in Ref. [64]. Using forward dispersion relations to constrain the parameters, in that work the authors found a parameterization of the isospin- $1 / 2$ and $-3 / 2$ waves up to 1.6 and 1.8 GeV , respectively. In the elastic regime it is based on a conformal expansion of the phase shifts, while inelastic background and resonance contributions are modeled by products of functions consistent with unitarity. For the input phase $\delta_{0}$ we reduce the parameterization to be purely elastic. In addition, we remove the resonance contributions from the parameterization of the phase above the $\eta K$ threshold, as higher resonances will be included via the resonance potential $V_{\mathrm{R}}$. Thus, we use the parameterization provided in Ref. [64] as the input phase $\delta_{0}$ below the $\eta K$ threshold, and set the parameters $G_{1}$ and $G_{2}$ to zero in the resonance terms $S_{r}^{1}$ and $S_{r}^{2}$ of Eq. (16) in Ref. [64] above. This procedure makes a small cusp at the $\eta K$ threshold more visible (cf. Fig. 1). Since $T_{0}$ needs to be known in the full energy range and $\delta_{0}$ formally even up to infinite energies to allow one to evaluate the Omnès integral of Eq. (8), the phases needs to be continued smoothly up to high energies. We force them to approach integer multiples of $\pi$, employing
$\delta_{0}(s)=L-\left(L-\delta_{0}\left(s_{\mathrm{m}}\right)\right) \exp \left(-\frac{\left(s-s_{\mathrm{m}}\right) \delta_{0}^{\prime}\left(s_{\mathrm{m}}\right)}{L-\delta_{0}\left(s_{\mathrm{m}}\right)}\right)$
for $s>s_{\mathrm{m}}$. Here $L$ denotes the asymptotic limit of the phase shift and $\delta_{0}^{\prime}(s)$ its derivative $\mathrm{d} \delta_{0}(s) / \mathrm{d} s$. As the isospin- $3 / 2$ wave is purely elastic over a wide energy range and contains no resonances, which would be exotic due to their quantum numbers, the phase shift can simply be guided towards 0 as $T_{\mathrm{R}}^{\frac{3}{2}}=0$.

As shown in Fig. 1, the available data for the isospin$3 / 2$ wave of Refs. [58-62] are not mutually consistent, but the parameterization of Ref. [64] describes them quite decently. As data are only available up to 1.72 GeV , we choose $\sqrt{s_{\mathrm{m}}}=1.75 \mathrm{GeV}$ as a matching point for the isospin$3 / 2$ wave. The isospin- $1 / 2$ wave on the other hand is guided towards $\pi$ above $\sqrt{s_{\mathrm{m}}}=1.52 \mathrm{GeV}$ as only the $\kappa$ resonance below the $\eta K$ threshold remains to be described by the input phase. The final results do not depend on the exact value of the matching energy $s_{\mathrm{m}}$, as long as it is chosen in this range.


Fig. 1 Isospin-1/2 and $-3 / 2$ phase shifts including their high-energy extension. The latter is compared to the data from Bakker et al. [58], Cho et al. [59], Estabrooks et al. [60], Jongejans et al. [61], and Linglin et al. [62]

The resulting input phase shifts for the isospin-1/2 and -3/2 components are shown in Fig. 1 as well.

## 4 Fit to scattering data

We aim at a description of the scattering data from the $\pi K$ threshold up to 2.5 GeV . In this energy range the particle data group (PDG) reports, besides the $\kappa$, two more resonances in the $S$-wave, $K_{0}^{*}(1430)$ and $K_{0}^{*}$ (1950) [54]. We thus allow for two resonances in the resonance potential. Using a twochannel setup, incorporating the $\pi K$ and $\eta^{\prime} K$ channels, the model has a total of 6 free real parameters in $V_{\mathrm{R}}: 4$ coupling constants and 2 masses. Following Ref. [3], we assume that the $\eta K$ channel effectively decouples from $\pi K$. This assumption is confirmed by the analysis of Ref. [64], which finds the $\pi K$ system elastic up to 1.6 GeV . Moreover, we checked that an inclusion of the $\eta K$ channel yields no significant difference of our results: the largest relative difference between a fit using a two-channel and three-channel model is about $0.5 \%$ for the argument and $0.9 \%$ for the modulus. Furthermore, the fit finds values consistent with zero for the couplings of the resonances to the $\eta K$ channel.

Figure 2 shows the result of the combined fit of argument and modulus to the data set of Ref. [63], with the corresponding parameters given in Table 1. The model is able to reproduce the data well up to about 2.3 GeV . The subtraction point of the potential $s_{0}$ is fixed to the $\eta K$ threshold with


Fig. 2 Results for the combined fit of argument and absolute value of $T$, defined in Eq. (18), with $1 \sigma$ uncertainty band to the corresponding data of Aston et al. [63]. We furthermore show the results of Peláez and Rodas (2016) [64] for comparison, which by the authors are quoted to be valid up to the dash-dotted line at 1.6 GeV , and the newer results of Peláez and Rodas (2020) [7]. We moreover show the low-energy amplitude $\left(\hat{T}_{0}\right)_{i f}=\rho_{i}\left(T_{0}^{\frac{1}{2}}+T_{0}^{\frac{3}{2}} / 2\right)_{i f}$ and the resonance part of the $\operatorname{model}\left(\hat{T}_{\mathrm{R}}\right)_{i f}=\rho_{i}\left(T_{\mathrm{R}}^{\frac{1}{2}}\right)_{i f}$ independently

Table 1 Parameters of the combined fit of argument and absolute value of $\hat{T}$, defined in Eq. (18), to the corresponding data of Ref. [63] as shown in Fig. 2

| Parameter | Value |
| :--- | :--- |
| $g_{1}^{(1)}(\mathrm{GeV})$ | $2.898(29)$ |
| $g_{2}^{(1)}(\mathrm{GeV})$ | $-0.25(35)$ |
| $g_{1}^{(2)}(\mathrm{GeV})$ | $2.14(17)$ |
| $g_{2}^{(2)}(\mathrm{GeV})$ | $7.70(64)$ |
| $\tilde{M}_{(1)}(\mathrm{GeV})$ | $1.5708(33)$ |
| $\tilde{M}_{(2)}(\mathrm{GeV})$ | $2.133(36)$ |
| \#data points | 112 |
| \#variables | 6 |
| $\chi^{2}$ | 370.8 |
| $\chi^{2} / \#$ d.o.f. | 3.50 |

$s_{0}=\left(M_{K}+M_{\eta}\right)^{2}$. This choice is supported by fits where $s_{0}$ was treated as a free parameter. Using a subtraction at $s_{0}=0$ as in the $\pi \pi$ analyses of Refs. $[46,47]$ turns out to be insufficient to dampen the low-energy contributions of the resonance potential, as the $\pi K$ threshold lies much higher than the $\pi \pi$ threshold. With our choice for $s_{0}$, however, the full result matches the low-energy input closely below the $\eta K$


Fig. 3 Elasticities $\eta$ of the $\pi K$ isospin- $\frac{1}{2}$ wave extracted from Peláez and Rodas (2016) [64], Peláez and Rodas (2020) [7], and our model. The dashed blue line denotes the end of the range of validity of the analysis from Ref. [64] at 1.6 GeV
threshold, as it should. The fit demonstrates that the coupling of the $K_{0}^{*}(1430)$ to the $\eta^{\prime} K$ channel is small and within errors consistent with zero, while the $K_{0}^{*}(1950)$ couples strongly to $\eta^{\prime} K$.

The resulting reduced $\chi^{2}$ of about 3.5 seems rather unsatisfactory. However, comparing the data of Ref. [63] to the results of other groups such as Ref. [60] reveals that there are large discrepancies between the different data sets. Especially in the low-energy regime up to the opening of the $\eta K$ threshold, a lot of data points differ by multiple standard deviations between the two sets. A combined fit of argument and modulus to both data sets more than doubles the reduced $\chi^{2}$, strongly indicating that some systematic uncertainties are underestimated - see also the related discussion in Ref. [64]. Hence, considering the modest quality of the data the fit performs quite decently. One could also try to extend the model to higher energies by adding an additional $K_{0}^{*}$ resonance. However, this would require reliable data up to even higher energies, while we already cover the energy ranges of processes of interest such as $\tau \rightarrow K_{S} \pi \nu_{\tau}$ and $B \rightarrow J / \psi \pi K$.

Figure 3 shows the elasticity $\eta$ of the isospin- $1 / 2$ amplitude that results from the fit, compared to that of the analysis of Ref. [64]. One sees that our model is purely elastic up to 1.5 GeV . At higher energies, $\eta$ starts to decrease in a way consistent with Ref. [64], although some deviations become visible.

## 5 Application to $\tau$ decays

As an application of the parameterization of the scalar form factor constructed based on the scattering input fixed in the preceding sections, we now focus on the reaction $\tau^{-} \rightarrow K_{S} \pi^{-} \nu_{\tau}$, to improve the description of the spectrum measured by the Belle collaboration [65] in the energy region where inelastic effects in the scalar form factor become relevant. In particular, we will study to which extent the excited $S$ - and $P$-wave resonances $K_{0}^{*}(1430)$ and $K^{*}(1410)$ can be separated and provide an improved estimate of the $C P$ asymmetry produced by a tensor operator.

Table 2 Input quantities entering Eq. (21)

| Quantity | Value | References |
| :--- | :--- | :--- |
| $G_{F}\left(10^{-5} \mathrm{GeV}^{-2}\right)$ | $1.1663787(6)$ | $[66]$ |
| $S_{\mathrm{EW}}^{\tau}$ | 1.0194 | $[67-69]$ |
| $\left\|V_{U S}\right\| f_{+}(0)$ | $0.2165(4)$ | $[54,70]$ |
| $\delta_{\mathrm{EM}}^{K \tau}$ | $-0.15(20) \%$ | $[26]$ |

### 5.1 Decay rate and form factor parameterization

The differential decay rate can be parameterized by

$$
\begin{align*}
\frac{\mathrm{d} \Gamma}{\mathrm{~d} \sqrt{s}}= & \frac{c_{\Gamma}}{s}\left(1-\frac{s}{m_{\tau}^{2}}\right)^{2}\left(1+2 \frac{s}{m_{\tau}^{2}}\right) q_{\pi K} \\
& \times\left(q_{\pi K}^{2}\left|\bar{f}_{+}\right|^{2}+\frac{3 \Delta_{\pi K}^{2}}{4 s\left(1+2 \frac{s}{m_{\tau}^{2}}\right)}\left|\bar{f}_{0}\right|^{2}\right) \tag{20}
\end{align*}
$$

where $\Delta_{\pi K}=M_{K}^{2}-M_{\pi}^{2}$, the prefactor is given by
$c_{\Gamma}=\frac{G_{F}^{2} m_{\tau}^{3}}{96 \pi^{3}} S_{\mathrm{EW}}^{\tau}\left(\left|V_{u s}\right| f_{+}(0)\right)^{2}\left(1+\delta_{\mathrm{EM}}^{K \tau}\right)^{2}$,
with the constants listed in Table 2, and
$q_{\pi K}=\frac{\lambda^{1 / 2}\left(s, M_{\pi}^{2}, M_{K}^{2}\right)}{2 \sqrt{s}}$
is the center-of-mass momentum of the $\pi K$ pair.
The actually measured events $N$ in an experimental setting in a bin at $\sqrt{s}$ then emerge from the decay rate as
$N=c_{N} \frac{\mathrm{~d} \Gamma}{\mathrm{~d} \sqrt{s}}:=\frac{\lambda}{c_{\Gamma}} \frac{\mathrm{d} \Gamma}{\mathrm{d} \sqrt{s}}$,
with $c_{N}$ some constant depending on the experimental setup. Here we assume the experimental binning to be chosen in such a way that the differential decay rate can be considered constant with respect to its uncertainty within one bin. For simplicity we combine all prefactors in the fits and define $\lambda=c_{N} \times c_{\Gamma}$, which remains a free parameter of the fit.

In the parameterization (20) the form factors are defined by the matrix elements

$$
\begin{align*}
\left\langle\bar{K}^{0}\left(p_{K}\right) \pi^{-}\left(p_{\pi}\right)\right| \bar{s} \gamma^{\mu} u|0\rangle & =\left(p_{K}-p_{\pi}\right)^{\mu} f_{+}(s) \\
& +\left(p_{K}+p_{\pi}\right)^{\mu} f_{-}(s) \\
\left\langle\bar{K}^{0}\left(p_{K}\right) \pi^{-}\left(p_{\pi}\right)\right| \bar{s} u|0\rangle= & \frac{\Delta_{\pi K}}{m_{s}-m_{u}} f_{0}(s) \tag{24}
\end{align*}
$$

where
$f_{-}(s)=\frac{\Delta_{\pi K}}{s}\left(f_{0}(s)-f_{+}(s)\right)$.
The Ward identity ensures the common normalization $f_{+}(0)=f_{0}(0)$ of vector and scalar form factors $f_{+}(s)$ and
$f_{0}(s)$, which has been removed in the reduced form
$\bar{f}_{+}(s)=\frac{f_{+}(s)}{f_{+}(0)}, \quad \bar{f}_{0}(s)=\frac{f_{0}(s)}{f_{+}(0)}$.
With $\pi K S$-wave scattering fixed as discussed in the previous section, the scalar form factor can be calculated via Eq. (16) as $\bar{f}_{0}(s)=\left(f_{\mathrm{s}}\right)_{1}$. In principle, the vector form factor could also be described in a similar formalism, but for the present application we will employ a conventional parameterization from RChT [22-26], whose phase serves as input for an Omnès representation with three subtractions

$$
\begin{align*}
\bar{f}_{+}(s)= & \exp \left[\lambda^{\prime} \frac{s}{M_{\pi}^{2}}+\frac{1}{2}\left(\lambda^{\prime \prime}-\lambda^{\prime 2}\right)\left(\frac{s}{M_{\pi}^{2}}\right)^{2}\right. \\
& \left.+\frac{s^{3}}{\pi} \int_{s_{\text {th }}}^{\infty} \frac{\mathrm{d} z}{z^{3}} \frac{\delta_{1}(z)}{(z-s)}\right] \tag{27}
\end{align*}
$$

Here, one subtraction constant was fixed by $\bar{f}_{+}(0)=1$, and the other two are related to the slope parameters of the form factor, which can be determined independently from $K_{\ell 3}$ decays. We choose them to be fixed by the central values of the results from Ref. [26], $\lambda^{\prime}=25.621(405) \times 10^{-3}$ and $\lambda^{\prime \prime}=1.2221(183) \times 10^{-3}$. As these parameters were not readjusted to the $\tau$ decay studied here, they impose an additional constraint on the small-s behavior of the form factors, to which the $\tau$ spectrum is less sensitive. We have checked that the sum rules of Ref. [26] for $\lambda^{\prime}, \lambda^{\prime \prime}$, which depend on the $P$-wave fit parameters, remain well fulfilled in the fit, but otherwise will not propagate the corresponding uncertainties further, given that our focus lies on the inelastic part of the $\tau$ spectrum.

The phase $\delta_{1}$ in Eq. (27) is parameterized as $\arg \left(\hat{f}_{+}\right)$with $\hat{f}_{+}$a RChT model for the form factor in terms of two resonances $K^{*}(892)$ and $K^{*}(1410)$ and a mixing parameter $\beta$, given as

$$
\begin{align*}
\hat{f}_{+}(s)= & \frac{\widetilde{M}_{K^{*}(892)}^{2}-\kappa_{K^{*}(892)} \widetilde{H}_{\pi K}(0)+\beta s}{D\left(\widetilde{M}_{K^{*}(892)}, \widetilde{\Gamma}_{K^{*}(892)}\right)} \\
& -\frac{\beta s}{D\left(\widetilde{M}_{K^{*}(1410)}, \widetilde{\Gamma}_{K^{*}(1410)}\right)} \tag{28}
\end{align*}
$$

with
$D\left(\tilde{M}_{\mathrm{R}}, \widetilde{\Gamma}_{\mathrm{R}}\right)=\tilde{M}_{\mathrm{R}}^{2}-s-\kappa_{\mathrm{R}} \operatorname{Re} \widetilde{H}_{\pi K}(s)-i \widetilde{M}_{\mathrm{R}} \Gamma_{\mathrm{R}}(s)$
and

$$
\begin{align*}
\Gamma_{\mathrm{R}}(s) & =\widetilde{\Gamma}_{\mathrm{R}} \frac{s}{\widetilde{M}_{\mathrm{R}}^{2}}\left(\frac{\rho_{1}(s)}{\rho_{1}\left(\widetilde{M}_{\mathrm{R}}^{2}\right)}\right)^{3} \\
\kappa_{R} & =\frac{1}{64 \pi^{2}} \frac{\widetilde{\Gamma}_{\mathrm{R}}}{\widetilde{M}_{\mathrm{R}}} \frac{3 F_{K} F_{\pi}}{\left(\rho_{1}\left(\widetilde{M}_{\mathrm{R}}^{2}\right)\right)^{3}} \tag{30}
\end{align*}
$$

Further,
$\widetilde{H}_{\pi K}(s)=H(s)-\frac{2 L_{9}^{r} s}{3 F_{K} F_{\pi}}=\frac{s M^{r}(s, \mu)-L(s)}{F_{K} F_{\pi}}$
is the $\pi K$ loop function in chiral perturbation theory (ChPT) with $H(s)$ as defined in Ref. [34], where the chiral scale $\mu$ was fixed to $\mu=M_{K^{*}(892)^{0}}=895.55 \mathrm{MeV}$ [54]. Explicit expressions for $\tilde{M}^{r}(s, \mu)$ and $L(s)$ can be found in Ref. [71] as well as for $\widetilde{H}_{\pi K}(0)=H_{\pi K}(0)$ in Ref. [34]. Note that the mass $\widetilde{M}_{\mathrm{R}}$ and width $\widetilde{\Gamma}_{\mathrm{R}}$ parameters are bare parameters and do not correspond to physical masses and widths. The parameters for $K^{*}(892)$ and $K^{*}(1410)$ are initially set to the results of Ref. [26], but are then allowed to vary within $2 \sigma$ for $\widetilde{M}_{K^{*}(892)}$ and $\widetilde{\Gamma}_{K^{*}(892)}, 5 \sigma$ for $\widetilde{M}_{K^{*}(1410)}, 1.5 \sigma$ for $\widetilde{\Gamma}_{K^{*}(1410)}$, and $10 \sigma$ for $\beta$, although $\beta<0$ is still enforced. These parameter ranges were chosen in such a way that the shape of the generated $\pi K P$-wave scattering phase shift remains phenomenologically viable.

Since we employ a two-channel formalism for the $S$-wave, the parameters to be adjusted to the $\tau$ decay data are the normalization constants $c_{1}^{(0)}$ and $c_{2}^{(0)}$, potentially to be supplemented by higher terms in the polynomial for the source term, as well as source-resonance couplings $\alpha^{(1)}$ and $\alpha^{(2)}$ to the two resonances. Due to the normalization $\bar{f}_{0}(0)=1$, given by the Ward identity, $f_{+}(0)=f_{0}(0)$, the constant term $c_{1}^{(0)}$ is implicitly fixed by $\bar{f}_{0}(0)=\left(f_{\mathrm{s}}\right)_{1}(0)=1$. Furthermore the normalization of the $\eta^{\prime} K$ scalar form factor is fixed from matching to the corresponding expression from $U(3) \mathrm{ChPT}$ at $s=0$, which, with the standard single $\eta-\eta^{\prime}$ mixing angle, is larger than the $\pi K$ scalar form factor by a factor of $\sqrt{3}$ at leading order, resulting in $\left(f_{\mathrm{s}}\right)_{2}(0)=M_{2}(0)=\sqrt{3}$, which implicitly fixes $c_{2}^{(0)}$. Higher-order corrections tend to reduce this result [72], however, as we will find, the sensitivity of the data to the $\eta^{\prime} K$ channel is limited, so that the leading-order estimate is sufficient for our purposes.

Higher polynomials in the source term have the potential to improve the description of the scalar form factor in the $\tau$ decay region, at the cost of changing its high-energy behavior. We therefore investigate the influence of a linear term in $s$ proportional to $c_{1}^{(1)}$ for the $\pi K$ channel. For the $\eta^{\prime} K$ channel on the other hand, this did not prove necessary as already the leading-order constant is poorly determined in the fit. Furthermore, our phase description of the $S$-wave does not only include the $K_{0}^{*}(1430)$ resonance, which is perfectly within the decay region, but also the $K_{0}^{*}(1950)$ resonance, which lies significantly above the $\tau$ mass. Hence it is to be expected that the corresponding source-term coupling $\alpha^{(2)}$ is difficult to constrain via the $\tau$ decay data. Accordingly, we will consider fit variants in which the $K_{0}^{*}$ (1950) source-term coupling is set to zero for this decay. Note that this does not remove the $K_{0}^{*}(1950)$ resonance completely from our model, as the phase still contains the full information about all resonances.

This is a distinct feature of this construction, reflecting the built-in unitarity constraints.

Finally, we introduce a further restriction into our fitting routine: the Callan-Treiman low-energy theorem [3236] constrains the scalar $\pi K$ form factor below threshold at $s=\Delta_{\pi K}$ to
$\bar{f}_{0}\left(\Delta_{\pi K}\right)=\frac{F_{K}}{F_{\pi}}+\Delta_{C T}$,
where $\Delta_{C T}$ is a very small correction. To implement this condition we introduce an additional term to the $\chi^{2}$ sum weighted by $\Delta_{C T}$, given as
$\chi^{2} \rightarrow \chi^{2}+\left(\frac{\bar{f}_{0}\left(\Delta_{\pi K}\right)-\left(F_{K} / F_{\pi}\right)-\Delta_{C T}}{\Delta_{C T}}\right)^{2}$.
We take $\Delta_{C T}=-5.6 \times 10^{-3}$ from Ref. [35], which includes isospin breaking and corrections up to next-to-next-toleading order. For the ratio of the decay constants we use $F_{K} / F_{\pi} \sim 1.195$ [73].

### 5.2 Fit results

We consider the four fit variants presented in Table 3. As indicated, we distinguish between fits with and without the $K_{0}^{*}(1950)$ source-term coupling $\alpha^{(2)}$ as well as with and without a linear term in $s$ proportional to $c_{1}^{(1)}$ in the source term of the scalar form factor. The parameters of the scalar resonances are kept fixed to their values determined in the fit to the scattering data. As all fits are in agreement with each other and of similar quality, Fig. 4 shows the results only of Fit 3, together with the efficiency-corrected and backgroundsubtracted events as measured by Belle [65] as well as the separate contributions from the vector and scalar form factor, respectively. For all fits we excluded the data points 5, 6, and 7, following Refs. [23,24, 26,74]. The inclusion of these points would increase the $\chi^{2} / \# d . o . f$. by $0.15-0.2$ without any significant shift in the fit parameters, suggesting a conflict with the general principles on which our fit function is based. Since the experimental uncertainties included in the fit (and shown in Fig. 4) are only statistical, this is likely due to an unaccounted-for systematic effect. The relative differences between the various fits as well as the comparison to two of the original Belle BW parameterizations [65] are displayed in Fig. 5, which are normalized to the result of Fit 3. "Belle 1" corresponds to a BW description including $K_{0}^{*}(700), K^{*}(892)$, and $K^{*}(1410)$, and "Belle 2 " contains $K_{0}^{*}(700), K^{*}(892)$, and $K_{0}^{*}(1430)$. With their BW framework, Belle was only able to describe the structure around 1.4 GeV either by the vector $K^{*}(1410)$ or by the scalar $K_{0}^{*}(1430)$ resonance, but not by both at the same time.

The $\tau$ decay spectrum is highly dominated by the vector form factor and the $K^{*}$ (892) resonance, making other components of the decay rate difficult to separate. However, it

Table 3 Parameters of the fits of theoretical events $N$, defined in Eq. (23), to efficiency-corrected and background-reduced events for $\tau^{-} \rightarrow K_{S} \pi^{-} \nu_{\tau}$ [65] including the additional constraint of Eq. (33)
with different combinations of fixed $\alpha^{(2)}$ and $c_{1}^{(1)}$ parameters. As the outcome of all fits is quite close, only Fit 3 is shown exemplarily in Fig. 4, while we display the comparison between the fits in Fig. 5

| Parameter | Fit 1 | Fit 2 | Fit 3 | Fit 4 |
| :--- | :--- | :--- | :--- | :--- |
| $\lambda$ | $0.753(11)$ | $0.7440(94)$ | $0.7617(87)$ | $0.746(11)$ |
| $\alpha^{(1)}(\mathrm{GeV})$ | $-0.35(26)$ | $-0.28(21)$ | $0.035(40)$ | $-0.42(19)$ |
| $\alpha^{(2)}(\mathrm{GeV})$ | $1.9(1.3)$ | $-4.3(3.9)$ | 0 (fixed) | $0($ fixed $)$ |
| $c_{1}^{(1)}\left(\mathrm{GeV}^{-2}\right)$ | $0($ fixed $)$ | $-0.65(34)$ | $0($ fixed $)$ | $-0.25(11)$ |
| $\widetilde{M}_{K^{*}(892)}(\mathrm{MeV})$ | $943.71(57)$ | $943.26(53)$ | $944.04(52)$ | $943.40(54)$ |
| $\widetilde{\Gamma}_{K^{*}(892)}(\mathrm{MeV})$ | $67.15(88)$ | $66.46(82)$ | $67.61(80)$ | $66.69(82)$ |
| $\widetilde{M}_{K^{*}(1410)}(\mathrm{MeV})$ | $1355(34)$ | $1381(39)$ | $1354(15)$ | $1357(24)$ |
| $\widetilde{\Gamma}_{K^{*}(1410)}(\mathrm{MeV})$ | $205(100)$ | $205(100)$ | $176(35)$ |  |
| $\beta$ | $-0.032(16)$ | $-0.029(12)$ | $-0.0418(48)$ | $-0.0251(75)$ |
| \#data points | $97+1$ | $97+1$ | $97+1$ | $97+1$ |
| \#variables | 8 | 9 | 7 | 8 |
| $\chi^{2}$ | 93.1 | 87.4 | 97.7 | 89.4 |
| $\chi^{2} / \#$ d.o.f. | 1.03 | 0.98 | 0.99 |  |



Fig. 4 Example result Fit 3 for the fit of theoretical events $N$, defined in Eq. (23), to efficiency-corrected and background-reduced events for $\tau^{-} \rightarrow K_{S} \pi^{-} \nu_{\tau}$ of Ref. [65] including the additional constraint of Eq. (33). In addition, we show the scalar form factor (SFF) and vector form factor (VFF) components separately
is known that a description in terms of the $K^{*}(892)$ resonance alone is not sufficient, as also found by Belle [65]. In our analysis, we find meaningful fits of the decay spectrum, despite the strong overlap between the $K_{0}^{*}(1430)$ and $K^{*}(1410)$ resonances. With information on the $K_{0}^{*}(1430)$ resonance entering via the $\pi K S$-wave phase shift, the fit to the spectrum allows us to determine the mass parameter of the $K^{*}(1410)$ at the level of 30 MeV , so that the combination of scattering data and the $\tau$ spectrum permits some discrimination between the $S$ - and $P$-wave resonances even without additional differential information (see below). As expected, the influence of the $K_{0}^{*}(1950)$ resonance in the decay region


Fig. 5 Comparison of the different fit results presented in Table 3 as well as two BW parameterizations "Belle 1" and "Belle 2" [65] - which include $K_{0}^{*}(700), K^{*}(892)$, and $K^{*}(1410)$, or $K_{0}^{*}(700), K^{*}(892)$, and $K_{0}^{*}(1430)$, respectively - all normalized by Fit 3
is very small and the fit results with and without $K_{0}^{*}$ (1950) source-term coupling are nearly indistinguishable in terms of the decay spectrum, as reflected by the large uncertainties on $\alpha^{(2)}$ in Fits 1 and 2. The linear term in the source term $c_{1}^{(1)}$, on the other hand, improves the fit more substantially and does not come out consistent with zero. However, as the fit quality is already sufficient without it, we cannot claim conclusive evidence for the necessity of a linear term either. At the current level of precision, we thus conclude that the four fit variants are essentially equivalent.

Examining the underlying scalar and vector form factors, as shown in Figs. 6 and 7 , respectively, the advantages of our parameterization in comparison to the BW approach become


Fig. 6 Scalar form factor $\bar{f}_{0}$ (top: modulus, bottom: phase) with the parameters of the fit results of Table 3


Fig. 7 Vector form factor $\bar{f}_{+}$(top: modulus, bottom: phase) with the parameters of the fit results of Table 3
evident. By construction, the phase of the scalar form factor coincides with the scattering phase up to the $\eta^{\prime} K$ threshold. As only the absolute value of the form factor enters into Eq. (20), the measurement cannot fix its phase directly, but it is determined implicitly in accord with the unitarity condition, a constraint clearly violated by the BW parameterizations, see Fig. 6. Furthermore, contrary to the BW model, our representation fulfills the Callan-Treiman low-energy theorem up to at least $0.5 \%$, which corresponds to less than $10 \%$ of $\Delta_{\mathrm{CT}}$.

The vector form factor comes out close to the results of Ref. [26], from where its parameterization originates, with small differences in the inelastic region due to the use of our improved parameterization of the scalar form factor. The constraints on $\lambda^{\prime}$ and $\lambda^{\prime \prime}$ using the $K_{\ell 3}$ input from Ref. [26] are still fulfilled up to at least $0.5 \%$. The result is also relatively
close to the BW parameterization, which works well as long as the $K^{*}(892)$ resonance dominates. However, unitarity violation still occurs in the threshold region due to unphysical imaginary parts, and the phase differs considerably as soon as the $K^{*}(1410)$ resonance becomes relevant.

Comparing the four fits, differences emerge starting around the $\eta^{\prime} K$ threshold. The phase of Fit 3 largely follows the elastic input phase, in Fit 2 still a sharp drop-off occurs, while in Fits 1 and 4 no such effect is visible. This behavior is mirrored in the modulus, almost reaching zero in Fit 3 and a pronounced minimum in Fit 2. Further, the results of Fits 1 and 3, which do not involve a slope parameter $c_{1}^{(1)}$, tend to have a smaller scalar form factor in the $\tau$ decay region and a slightly lower bare mass for the $K^{*}(1410)$ in the vector form factor. On the other hand, Fits 2 and 4 , including a slope $c_{1}^{(1)}$, have more freedom to increase the scalar form factor at lower energies, which results in a slightly higher $K^{*}(1410)$ bare mass and a smaller value of $\lambda$. Asymptotically, the scalar form factors without slope fall off like $1 / s$ for high energies, as expected from perturbative QCD [75,76], while those with a slope approach a constant; again, the $\tau$ spectrum is not sufficient to differentiate. In fact, the scalar form factors beyond the $\eta^{\prime} K$ threshold are not well constrained at all, as that region is already strongly suppressed by phase space in the decay spectrum and the data points have large uncertainties. This is the reason why Fits 3 and 4 are much better behaved when extrapolated beyond the energy region probed in the $\tau$ decay, since without setting $\alpha^{(2)}=0$ the fit function can extend to large values before the asymptotic behavior sets in. Finally, one finds that all scalar form factors still generate resonant structures above the $\tau$ decay region, even if the source-term couplings are set to zero: as we already remarked above, unitarity demands that the underlying phase still contain information about all resonances.

Since the scalar resonance $K_{0}^{*}(1430)$ and the vector resonance $K^{*}(1410)$ occupy the same energy region, ultimately additional data beyond the spectrum are required to better determine their parameters. One such observable that separates vector and scalar components is the forward-backward asymmetry [77,78]

$$
\begin{align*}
A_{\mathrm{FB}}(s) & =\frac{\int_{0}^{1} \mathrm{~d} z\left[\frac{\mathrm{~d} \Gamma}{\mathrm{~d} z}(z)-\frac{\mathrm{d} \Gamma}{\mathrm{~d} z}(-z)\right]}{\int_{0}^{1} \mathrm{~d} z\left[\frac{\mathrm{~d} \Gamma}{\mathrm{~d} z}(z)+\frac{\mathrm{d} \Gamma}{\mathrm{~d} z}(-z)\right]} \\
& =\frac{-2 \operatorname{Re}\left(f_{0} f_{+}^{*}\right) \Delta_{\pi K} q_{\pi K} \sqrt{s}}{\left|f_{0}\right|^{2} \Delta_{\pi K}^{2}+\frac{4}{3}\left|f_{+}\right|^{2} q_{\pi K}^{2}\left(\frac{2 s^{2}}{m_{\tau}^{2}}+s\right)} \tag{34}
\end{align*}
$$

where $z$ denotes the cosine of the $\pi K$ helicity angle. The quantity $A_{\mathrm{FB}}(s)$ can potentially be measured at Belle II [78]. We show the predictions corresponding to the four fits in Fig. 8. As expected, the different fits are quite distinct above the $\eta^{\prime} K$ threshold due to the different phase motion, allowing


Fig. 8 Forward-backward asymmetry as defined in Eq. (34) for the four fit results as given in Table 3
one to distinguish among them once data on $A_{\mathrm{FB}}(s)$ become available.

Finally, by integrating over Eq. (20) and normalizing with respect to the total $\tau$ decay width $\Gamma_{\tau}=2.267(4) \times 10^{-3} \mathrm{eV}$ [54], we can calculate the branching ratio of $\tau \rightarrow K_{S} \pi v_{\tau}$ for the different fits:

$$
\begin{align*}
& \left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{\text {Fit } 1}=4.334(66)(25) \times 10^{-3} \\
& \left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{\text {Fit } 2}=4.390(48)(26) \times 10^{-3}, \\
& \left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{\text {Fit 3 }}=4.284(35)(25) \times 10^{-3},  \tag{35}\\
& \left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{\text {Fit } 4}=4.377(49)(26) \times 10^{-3},
\end{align*}
$$

where the first error refers to the statistical uncertainty propagated from the fit parameters and the second one to the normalization, see Table 2. In this way, we do not make an attempt to extract the absolute normalization from the $\tau$ data, but rather perform a consistency check with the $K_{\ell 3}$ data. Moreover, we do not propagate the systematic uncertainties incurred indirectly when using $K_{\ell 3}$ input for the subtraction constants $\lambda^{\prime}$ and $\lambda^{\prime \prime}$, nor the uncertainties on the $S$-wave phase as given in Table 1, which are expected to be negligible in this application as they only become relevant above the $\tau$ mass.

Since we cannot give preference to any particular fit variant, we quote the average over all four versions as central value and assign the spread as systematic uncertainty

$$
\begin{align*}
\mathrm{BR}\left(\tau \rightarrow K_{S} \pi \nu_{\tau}\right) & =4.35(6)_{\mathrm{st}}(3)_{\mathrm{norm}}(7)_{\mathrm{sys}} \times 10^{-3} \\
& =4.35(10) \times 10^{-3} . \tag{36}
\end{align*}
$$

This result lies $2 \sigma$ above the original Belle result $\left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi \nu_{\tau}\right)\right|_{[65]}=4.04(13) \times 10^{-3}$, but agrees with
the more recent $\left.\operatorname{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{[79]}=4.16(8) \times 10^{-3}$ as well as the PDG average $\left.\mathrm{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)\right|_{[54]}=4.19(7) \times$ $10^{-3}$ at the level of $1.5 \sigma$. We thus conclude that the branching fraction extracted by combining the shape as measured in the Belle spectrum with the normalization from $K_{\ell 3}$ decays comes out consistent with the direct measurement in $\tau$ decays.

### 5.3 CP asymmetry

The $C P$ asymmetry in $\tau \rightarrow K_{S} \pi \nu_{\tau}$ is defined as
$A_{C P}^{\tau}=\frac{\Gamma\left(\tau^{+} \rightarrow \pi^{+} K_{S} \bar{\nu}_{\tau}\right)-\Gamma\left(\tau^{-} \rightarrow \pi^{-} K_{S} \nu_{\tau}\right)}{\Gamma\left(\tau^{+} \rightarrow \pi^{+} K_{S} \bar{\nu}_{\tau}\right)+\Gamma\left(\tau^{-} \rightarrow \pi^{-} K_{S} \nu_{\tau}\right)}$.
In the Standard Model, it is dominated by indirect $C P$ violation, leading to the prediction [54]

$$
\begin{align*}
A_{C P}^{\tau} & =A_{L}=\frac{\Gamma\left(K_{L} \rightarrow \pi^{-} \ell^{+} v_{\ell}\right)-\Gamma\left(K_{L} \rightarrow \pi^{+} \ell^{-} \bar{v}_{\ell}\right)}{\Gamma\left(K_{L} \rightarrow \pi^{-} \ell^{+} v_{\ell}\right)+\Gamma\left(K_{L} \rightarrow \pi^{+} \ell^{-} \bar{v}_{\ell}\right)} \\
& =3.32(6) \times 10^{-3} \tag{38}
\end{align*}
$$

which is in conflict with the 2012 measurement by the BaBar collaboration [80]
$A_{C P}^{\tau, \exp }=-3.6(2.3)(1.1) \times 10^{-3}$.
Including small corrections related to the $K_{S}$ reconstruction [81], this amounts to a $2.8 \sigma$ tension.

As pointed out in Refs. [82,83], due to the absence of a scalar-vector interference there are limited options to produce an effect with physics beyond the Standard Model (BSM), the only remaining option being a tensor-vector interference. Estimates for its size then depend on the tensor form factor defined by

$$
\begin{equation*}
\left\langle\bar{K}^{0}\left(p_{K}\right) \pi^{-}\left(p_{\pi}\right)\right| \bar{s} \sigma^{\mu v} u|0\rangle=i \frac{p_{K}^{\mu} p_{\pi}^{v}-p_{K}^{v} p_{\pi}^{\mu}}{M_{K}} B_{T}(s), \tag{40}
\end{equation*}
$$

based on which the $C P$ asymmetry takes the form [37]

$$
\begin{align*}
A_{C P}^{\tau, \mathrm{BSM}}= & \frac{\operatorname{Im} c_{T}}{\Gamma_{\tau} \mathrm{BR}\left(\tau \rightarrow K_{S} \pi v_{\tau}\right)} \\
& \times \int_{s_{\pi K}}^{m_{\tau}^{2}} \mathrm{~d} s^{\prime} \kappa\left(s^{\prime}\right)\left|f_{+}\left(s^{\prime}\right)\right|\left|B_{T}\left(s^{\prime}\right)\right| \\
& \times \sin \left(\delta_{+}\left(s^{\prime}\right)-\delta_{T}\left(s^{\prime}\right)\right), \tag{41}
\end{align*}
$$

where $s_{\pi}=\left(M_{\pi}+M_{K}\right)^{2}, \delta_{T}(s)$ is the phase of $B_{T}(s)$,
$\kappa(s)=G_{F}^{2}\left|V_{u s}\right|^{2} S_{\mathrm{EW}}^{\tau} \frac{q_{\pi K}^{3}\left(m_{\tau}^{2}-s\right)^{2}}{32 \pi^{3} m_{\tau}^{2} M_{K} \sqrt{s}}$,
and $\operatorname{Im} c_{T}$ is the imaginary part of the tensor Wilson coefficient. The key observation made in Ref. [37] is that Watson's theorem implies $\delta_{+}(s)=\delta_{T}(s)$, so that the strong phase due
to the $K^{*}$ (892) cancels in Eq. (41), with the remaining inelastic effect due to the $K^{*}(1410)$ suppressed by two orders of magnitude. A simple BW estimate was used to argue
$\left|A_{C P}^{\tau, \mathrm{BSM}}\right|_{[37]} \lesssim 0.03\left|\operatorname{Im} c_{T}\right|$,
which, together with limits on $\operatorname{Im} c_{T}$ from the neutron electric dipole moment and $D-\bar{D}$ mixing, was sufficient to exclude this explanation of the BaBar measurement (39).

The estimate (43) was subsequently revisited in Refs. [84-86], mostly in the framework of RChT, including the suggestion in Ref. [86] to constrain the tensor form factor using large- $N_{c}$ arguments [87]. As another application of the improved treatment of the scalar form factor and, in consequence, the vector form factor as extracted from the $\tau$ spectrum, we now turn to a refined evaluation of Eq. (41).

While the normalization is determined from lattice QCD, $B_{T}(0)=0.686(25)$ [88], to constrain the phase of the tensor form factor beyond the elastic region, we need information about the coupling of the $K^{*}(1410)$ to the tensor current relative to its vector-current coupling, which in the parameterization (28) is contained in $\beta$. As pointed out in Ref. [86], such a constraint can be extracted from the large- $N_{c}$ pattern derived in Ref. [87],
$\xi_{n}=\frac{f_{V_{n}}^{T}}{f_{V_{n}}} \rightarrow(-1)^{n} \frac{1}{\sqrt{2}}$,
for the ratio of tensor over vector coupling constants for the $n$th excitation of a vector meson. For the ground state $n=0$ one has [89]
$\frac{f_{K^{*}(892)}^{T}}{f_{K^{*}(892)}}=B_{T}(0) \frac{M_{K^{*}(892)}}{2 M_{K}} \sim 0.62$,
indeed close to $1 / \sqrt{2}$. Denoting the tensor analog of $\beta$ by $\gamma$, these arguments lead to
$\gamma=-\frac{M_{K^{*}(892)}}{M_{K^{*}(1410)}} \beta \sim-0.63 \beta$,
which would change to
$\gamma=-\frac{\sqrt{2} M_{K}}{B_{T}(0) M_{K^{*}(1410)}} \beta \sim-0.73 \beta$
if the lattice-QCD number (45) were used for the $K^{*}(892)$, but the asymptotic value $1 / \sqrt{2}$ for the $K^{*}(1410)$. In the following, we will thus use the estimate $\gamma=-0.7 \beta$, discarding the (unlikely) possibility of the opposite sign [87], in which case the $C P$ asymmetry would be even further suppressed.

Averaging over the four fit variants given in Table 3, with $\beta \rightarrow \gamma$ for the tensor form factor, we obtain

$$
\begin{align*}
A_{C P}^{\tau, \mathrm{BSM}} & =-0.034(11)(7)(5) \operatorname{Im} c_{T} \\
& =-0.034(14) \operatorname{Im} c_{T}, \tag{48}
\end{align*}
$$

where the uncertainties refer to the systematic effects when including $c_{1}^{(1)}, \alpha^{(2)}$, and a $30 \%$ large- $N_{c}$ uncertainty assigned to the tensor phase, respectively. The final result thus nicely confirms the simple estimate of Eq. (43).

## 6 Pole extraction

Resonances manifest themselves as poles on the unphysical Riemann sheets of the $S$ - or, equivalently, the $T$-matrix. The pole position in the complex plane, $s_{\mathrm{R}}$, is conventionally parameterized in terms of a mass parameter $M_{\mathrm{R}}$ and a width parameter $\Gamma_{\mathrm{R}}$ via
$\sqrt{s_{\mathrm{R}}}=M_{\mathrm{R}}-i \frac{\Gamma_{\mathrm{R}}}{2}$.
For resonances distorted by threshold effects or overlapping resonances, the value of $\Gamma_{\mathrm{R}}$ neither agrees with the visible width nor can it be directly related to the lifetime of the state. Moreover, for these cases and broad resonances, $M_{\mathrm{R}}$ and $\Gamma_{\mathrm{R}}$ can deviate significantly from the corresponding BW parameters, which are model- and reaction-dependent quantities.

As $T_{0}$ has a complicated analytic structure due to left-hand cuts, which cannot be deduced from the phase shift alone, an analytic continuation to other Riemann sheets is not feasible. However, as $T$-matrix and form factor are smooth functions when moving across a cut from the physical Riemann sheet to the connected unphysical sheet, we can use Padé approximants to determine the nearest pole on the neighboring unphysical sheet.

Assuming that an amplitude $F(s)$ is analytic inside the $\operatorname{disc} B_{\delta}\left(s_{0}\right)$ around some expansion point $s_{0}^{(N)}$ except for one simple pole, we can expand $F(s)$ according to Montessus’ theorem as
$P_{1}^{N}\left(s, s_{0}\right)=\frac{\sum_{n=0}^{N} a_{n}^{(N)}\left(s-s_{0}^{(N)}\right)^{n}}{1+b^{(N)}\left(s-s_{0}^{(N)}\right)}$,
with $a_{n}^{(N)}, b^{(N)} \in \mathbb{C}$. This enables us to extract the resonance lying closest to the expansion point $s_{0}$. The pole position $s_{\mathrm{R}}^{(N)}$ and corresponding residue $\mathcal{R}^{(N)}$ of the Padé approximant are given by
$s_{\mathrm{R}}^{(N)}=-\frac{1}{b^{(N)}}+s_{0}^{(N)}$,
$\mathcal{R}^{(N)}=\sum_{n=0}^{N}(-1)^{n} \frac{a_{n}^{(N)}}{b^{(N) n+1}}$.
For a more detailed introduction into the applications of Padé theory, see Refs. [90-92].

To determine the parameters $a_{n}^{(N)}$ and $b^{(N)}$, we fit Padé approximants to the scattering matrix $T_{11}$ and the form factor $\left(f_{\mathrm{s}}\right)_{1}$. As both $T_{11}$ and $\left(f_{\mathrm{s}}\right)_{1}$ contain the same pole, the
parameter $b^{(N)}$ is the same, while the $a_{n}^{(N)}$ coefficients are allowed to be different in the two fits. Note that in the present study the energy range of the form factor is limited by the $\tau$ mass, such that the parameters of the $K_{0}^{*}(1950)$ resonance are fixed by the $T$-matrix only. Furthermore, the $K_{0}^{*}$ (1430) resonance is located in close proximity to the $\eta^{\prime} K$ threshold, in such a way that the expansion of Eq. (50) needs to be modified. To include the non-analyticities of the two closest relevant thresholds, in Ref. [91] it was proposed to perform the expansion not in $s$, but in the conformal variable
$\omega(s)=\frac{\sqrt{s-s_{1}^{\mathrm{th}}}-\sqrt{s_{2}^{\mathrm{th}}-s}}{\sqrt{s-s_{1}^{\mathrm{th}}}+\sqrt{s_{2}^{\mathrm{th}}-s}}$,
with $s_{1}^{\text {th }}$ and $s_{2}^{\text {th }}$ denoting the lower and upper threshold, respectively. This transformation maps the first and adjacent unphysical Riemann sheet to a unit circle in $\omega$ without introducing any unphysical discontinuities, allowing for a better convergence of the Padé series. As the main decay channel of the $K_{0}^{*}(1430)$ is $\pi K$, we set $s_{1}^{\text {th }}=\left(M_{K}+M_{\pi}\right)^{2}$ and $s_{2}^{\mathrm{th}}=\left(M_{K}+M_{\eta^{\prime}}\right)^{2}$.

The systematic uncertainty originating from the Pade approximant is estimated by
$\Delta_{\text {sys }}^{(N)}=\left|\sqrt{s_{\mathrm{R}}^{(N)}}-\sqrt{s_{\mathrm{R}}^{(N-1)}}\right|$.
The statistical uncertainty is obtained via a bootstrap analysis by varying the underlying amplitudes within their respective $1 \sigma$ uncertainties. The resulting uncertainties are then added in quadrature,
$\Delta_{\text {total }}^{(N)}=\sqrt{\Delta_{\mathrm{st}}^{2}+\Delta_{\text {sys }}^{(N)^{2}}}$.
For any given value of $N$, the extracted pole position in general still depends on the expansion point $s_{0}^{(N)}$. Hence we first calculate the Pade approximants for a wide range of $s_{0}^{(N)}$ values. For appropriate values of $s_{0}^{(N)}$ the extracted pole stabilizes. We therefore choose that value of $s_{0}^{(N)}$ for each $N$ that minimizes $\Delta_{\text {sys }}^{(N)}$. Furthermore, resonance couplings and branching ratios to $\pi K$ can be calculated via the residue $\mathcal{R}$, which can be expressed in terms of the $T$-matrix
$\lim _{s \rightarrow s_{\mathrm{p}}}\left(s-s_{\mathrm{p}}\right) T_{i j}=-\mathcal{R}_{i j}$.
For the normalization of the channel coupling $\tilde{g}_{j}^{\mathrm{R}}$ of a resonance R to channel $j$ we choose the convention given in the resonance review of Ref. [54]
$\tilde{g}_{j}^{\mathrm{R}}=\mathcal{R}_{i j} / \sqrt{\mathcal{R}_{i i}}$,
corresponding to a partial width $\Gamma_{\mathrm{R} \rightarrow i}$ defined by
$\Gamma_{\mathrm{R} \rightarrow i}=\frac{\left|\tilde{g}_{i}^{\mathrm{R}}\right|^{2}}{M_{\mathrm{R}}} \rho_{i}\left(M_{\mathrm{R}}^{2}\right)$.


Fig. 9 Uncertainty regions $\Delta_{\text {sys }}^{(N)}$ as defined in Eq. (53) for the optimal value of $s_{0}$ on the pole position of the $K_{0}^{*}(1950)$

Table 4 Results of Padé extractions at $N=5$ for the $K_{0}^{*}(1950)$ including statistical (first bracket) and systematic uncertainties (second bracket)

| $\sqrt{s_{\mathrm{R}}^{(5)}}(\mathrm{MeV})$ | $1863(11)(4)-i 136(19)(4)$ |
| :--- | :--- |
| $\Delta_{\mathrm{sys}}^{(5)}(\mathrm{MeV})$ | 4 |
| $\sqrt{s_{0}^{(5)}}(\mathrm{GeV})$ | 1.86 |
| $\bmod \left(\tilde{g}_{\pi K}^{K_{0}^{*}(1950)}\right)(\mathrm{GeV})$ | $4.32(35)(8)$ |
| $\arg \left(\tilde{g}_{\pi K}^{K_{0}^{*}(1950)}\right)$ | $-0.20(3)(1)$ |
| $\Gamma_{K_{0}^{*}(1950) \rightarrow \pi K}(\mathrm{MeV})$ | $184(19)(4)$ |
| $\Gamma_{K_{0}^{*}(1950) \rightarrow \pi K} / \Gamma_{\mathrm{tot}}$ | $0.70(7)(2)$ |

Note that only for narrow, non-overlapping resonances, these partial widths sum up to the resonance width $\Gamma_{\mathrm{R}}$ defined in Eq. (49).

For the $K_{0}^{*}(1950)$, Fig. 9 illustrates a clear convergence of the pole position for increasing orders $N$ of the Padé series, which is truncated at $N=5$. The extracted pole corresponds to a mass of $1863(11)(4) \mathrm{MeV}$ and a decay width of $272(38)(8) \mathrm{MeV}$, as shown in Table 4. According to the PDG, the $K_{0}^{*}(1950)$ still needs confirmation and is quoted with a mass of 1945 (22) MeV and a width of 201 (90) MeV [54]. However, this average is based only on the analysis of Ref. [63], where the data are fit using a simple BW distribution with an energy-dependent width and a linear background term in a limited energy range including the $K_{0}^{*}(1950)$. A comparison to the other results listed by the PDG is shown in Fig. 10. Both Refs. $[93,94]$ are based on the data from Ref. [63]. Reference [93] uses a $K$-matrix formalism including $\pi K, \eta^{\prime} K$, and a generalized multimeson channel. The authors find, similarly to our analysis, a state with comparable width but a significantly smaller mass in comparison to


Fig. 10 Extracted pole position of the $K_{0}^{*}$ (1950) in comparison to the works of Aston et al. [63], Anisovich and Sarantsev [93], and Zhou and Zheng [94]

Ref. [63]. Using a BW ansatz with constant width, improved by incorporating some of the left- and circular-cut contributions via a dispersion integral, Ref. [94] finds a $K_{0}^{*}$ (1950) mass and width similar to Ref. [63], which should probably be expected given that the left-hand cut contribution should not influence the 1.9 GeV mass region significantly.

We find a partial width to $\pi K$ of $184(19)(4) \mathrm{MeV}$, resulting in a branching fraction of $0.70(7)(2)$. This is slightly larger than the results obtained in Ref. [63] with 0.52 (8)(12) and the estimate in Ref. [94] quoting a branching fraction of 0.6 , however, still compatible within uncertainties. As the statistical uncertainties become most significant at higher energies, they dominate the total uncertainty.

In the case of the $K_{0}^{*}(1430)$ resonance, the Padé fits prove less stable than for the $K_{0}^{*}$ (1950). According to Montessus' theorem, to ensure convergence of the Pade series, the amplitude $F(s)$ needs to be known in a compact subset of the disc $B_{\delta}\left(s_{0}\right)$. Therefore, the Padé approximants should, in principle, also be fixed off the real axis. However, for this procedure we observe large statistical uncertainties on the coefficients of the polynomial as well as the pole parameters, which are likely induced by the nearby branch-point singularity of the $\eta^{\prime} K$ threshold. Alternatively fixing the Padé approximants solely on the real axis dramatically improves the stability of the fit. Although the fit then has less information on the gradient in the complex plane, we still find a good agreement of this fit to the amplitude even off the real axis on the physical sheet. Furthermore, this Padé series reproduces $T$-matrix and form factor on the real axis, which is the only part fixed by experimental data, particularly well. We still observe an unusual fluctuation of the extracted pole position, especially for small orders $N$ of the Padé approximants, as seen in Fig. 11. However, for $N \geq 6$ the theoretical uncer-


Fig. 11 Uncertainty regions $\Delta_{\text {sys }}^{(N)}$ as defined in Eq. (53) for the optimal value of $s_{0}$ on the pole position of the $K_{0}^{*}(1430)$


Fig. 12 Extracted pole position of the $K_{0}^{*}(1430)$ in comparison to Peláez et al. [5], Lees et al. [95], Bugg (2010) [96], Bonvicini et al. [97], Bugg (2006) [98], Zhou and Zheng [94], Zeng et al. [99], Aitala et al. [100], Anisovich and Sarantsev [93], and Aston et al. [63]
tainty begins to stabilize, with $\Delta_{\text {sys }}^{(N)}$ being consistent with the value of $N=6$. Since the $N=7$ and $N=8$ ellipses do not fully overlap and the uncertainty of $N=8$ is even larger than that of $N=7$, we use parameters and uncertainties derived from $N=6$ as our final outcome; see Table 5 . This results in a mass of 1408 (4)(47) MeV and a decay width of $360(14)(96) \mathrm{MeV}$. The comparison to other values listed by the PDG is shown in Fig. 12.

Although we use the elastic formalism of Ref. [64] as input, we obtain a somewhat larger decay width for the $K_{0}^{*}(1430)$ than the one extracted in Ref. [5], although the difference is not significant. It might be related to the fact that our fits of the phase shifts start to deviate from those of Ref. [64] in the energy range of the $K_{0}^{*}(1430)$, see Fig. 2. As

Table 5 Results of Pade extractions at $N=6$ for the $K_{0}^{*}(1430)$ including statistical (first bracket) and systematic uncertainties (second bracket)

| $\sqrt{s_{\mathrm{R}}^{(6)}}(\mathrm{MeV})$ | $1408(4)(47)-i 180(7)(47)$ |
| :--- | :--- |
| $\Delta_{\mathrm{sys}}^{(6)}(\mathrm{MeV})$ | 47 |
| $\sqrt{s_{0}^{(6)}}(\mathrm{GeV})$ | 1.36 |
| $\bmod \left(\tilde{g}_{\pi K}^{K_{0}^{*}(1430)}\right)(\mathrm{GeV})$ | $4.96(14)(78)$ |
| $\arg \left(\tilde{g}_{\pi K}^{K_{0}^{*}(1430)}\right)$ | $0.06(1)(4)$ |
| $\Gamma_{K_{0}^{*}(1430) \rightarrow \pi K}(\mathrm{MeV})$ | $304(8)(42)$ |
| $\Gamma_{K_{0}^{*}(1430) \rightarrow \pi K} / \Gamma_{\mathrm{tot}}$ | $0.87(2)(11)$ |

Table 6 Results for the $K_{0}^{*}(1430)$ residue and the corresponding $\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}$ branching fraction, in comparison to the literature. The limit is given at $95 \%$ confidence level

|  | $\left\|C_{K_{0}^{*}(1430)}^{u s}\right\|(\mathrm{GeV})$ | $\mathrm{BR}\left(\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}\right)$ |
| :--- | :--- | :--- |
| Fit 1 | $0.23(4)$ | $0.31(11) \times 10^{-4}$ |
| Fit 2 | $0.37(8)$ | $0.78(38) \times 10^{-4}$ |
| Fit 3 | $0.11(2)$ | $0.07(3) \times 10^{-4}$ |
| Fit 4 | $0.31(5)$ | $0.55(20) \times 10^{-4}$ |
| Other theoretical determinations |  |  |
| $\quad$ Ref. [101] | 0.37 | $0.79 \times 10^{-4}$ |
| $\quad$ Ref. [41] | 0.28 | $0.45 \times 10^{-4}$ |
| Experiment |  |  |
| $\quad$ Ref. [102] | $<0.93$ | $<5 \times 10^{-4}$ |

illustrated in Fig. 11, the Padé analysis is quite stable with respect to the width of the $K_{0}^{*}(1430)$, which gives some confidence in the rather large value of $\Gamma_{K_{0}^{*}(1430)}$ extracted here. For the partial width to $\pi K$ we find a value of 304 (8)(42) MeV, corresponding to a branching fraction of 0.87 (2)(11). Within uncertainties this is consistent with the value obtained in Ref. [63], 0.93(4)(9).

Finally, the coupling of a scalar resonance R to the $\bar{s} \gamma^{\mu}{ }_{u}$ current is again determined in a model-independent way in terms of its residue $C_{\mathrm{R}}^{u s}$, which can be extracted from the scalar form factor near the pole $s_{\mathrm{R}}$ according to
$\bar{f}_{0}(s)=\sqrt{\frac{2}{3}} \frac{\tilde{g}_{\pi K}^{\mathrm{R}} C_{\mathrm{R}}^{u s}}{s_{\mathrm{R}}-s}$,
where the coefficient has been chosen to ensure that $C_{\mathrm{R}}^{u s}$ matches the conventions of Refs. [41,101]. The results for $C_{K_{0}^{*}(1430)}^{u s}$ for our Fits 1-4 are given in Table 6, compared to literature values from Refs. [41, 101, 102]. We stress that $C_{R}^{u s}$ is the unambiguous observable that describes the resonance properties, which only for narrow resonances corresponds to a physical branching fraction. However, to facilitate the comparison of different conventions, it is useful to formally
define branching fractions by the narrow-width relation, even for resonances as broad as the $\sigma[103,104]$. In the case of the $\bar{s} \gamma^{\mu} u$ current the decay width for $\tau \rightarrow \mathrm{R} \nu_{\tau}$ for an $S$-wave resonance R in the narrow-width approximation reads
$\Gamma\left(\tau \rightarrow \mathrm{R} \nu_{\tau}\right)=\frac{6 \pi^{2} c_{\Gamma} \Delta_{\pi K}^{2}}{M_{\mathrm{R}}^{4}}\left(1-\frac{M_{\mathrm{R}}^{2}}{m_{\tau}^{2}}\right)^{2}\left|C_{\mathrm{R}}^{u s}\right|^{2}$,
where the factor $\mathrm{BR}(\mathrm{R} \rightarrow \pi K)$ for the branching fraction should be added if R is only reconstructed in the $\pi K$ channel. This form can be extracted from Eq. (20) by inserting Eq. (58), identifying the square of the propagator with $\pi /\left(M_{\mathrm{R}} \Gamma_{\mathrm{R}}\right) \delta\left(s-M_{\mathrm{R}}^{2}\right)$, where $\Gamma_{\mathrm{R}}$ is connected to $s_{\mathrm{R}}$ via Eq. (49) and the limit $\Gamma_{\mathrm{R}} \rightarrow 0$ is formally assumed, and finally expressing $\left|\tilde{g}_{\pi K}^{\mathrm{R}}\right|^{2}$ by the resonance width defined in Eq. (57) (see Refs. [105-107] for more details, to identify the $\rho$ contribution in the pseudoscalar decays $P \rightarrow \pi \pi \gamma$ and crossed reactions). In addition, Eq. (59) includes a factor 3 to account for all $K \pi$ decay channels of the $K_{0}^{*}$ (1430).

Table 6 shows that the residues extracted from the fits to $\tau \rightarrow K_{S} \pi \nu_{\tau}$ scatter around the literature values from other theoretical investigations. We deduce from our analysis an upper limit for the $\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}$ branching fraction, $\operatorname{BR}\left(\tau \rightarrow K_{0}^{*}(1430) \nu_{\tau}\right)<1.6 \times 10^{-4}$ (at $95 \%$ confidence level), that improves the literature value [ 54,102 ] by a factor 3. The difference of our findings to those of Refs. [41,101] can be traced back to their more rigid parameterization of the scalar form factor, which in both cases is determined once the input $T$-matrix is specified. In our case, when the coupling to the $K_{0}^{*}(1950)$ or a linear term in the source are admitted, the fit to the $\tau$ spectrum implies a larger scalar form factor than in the most constrained Fit 3, which translates into a larger residue. A more reliable extraction of $\left|C_{K_{0}^{*}(1430)}^{u s}\right|$ from $\tau \rightarrow K_{S} \pi \nu_{\tau}$ would thus require more precise data, ideally on the forward-backward asymmetry to allow for a better separation of the $S$ - and $P$-wave components. Such data actually exist for $B \rightarrow K \pi \pi$ decays [41], but at the expense of additional hadronic uncertainties due to the presence of the spectator pion.

## 7 Conclusions

In this paper we presented a parameterization of the scalar $\pi K$ form factor that extends into the inelastic region, assuming that the main inelastic effects proceed via the $K_{0}^{*}(1430)$ and $K_{0}^{*}(1950)$ resonances. Technically, this is achieved by combining an Omnès description in terms of the $\pi K$ phase shift, valid in the elastic region, with a potential ansatz that incorporates (bare) resonance poles. The formalism, here employed for two channels, ensures that the result respects all constraints from analyticity and unitarity. In particular,

Watson's theorem in its domain of validity is fulfilled by construction. We then collected the required input to determine the $S$-wave $\pi K T$-matrix from state-of-the-art analyses of $\pi K$ scattering, leading to a parameterization of the scalar form factor valid up to 2.3 GeV .

As a first application, we considered the $\tau \rightarrow K_{S} \pi \nu_{\tau}$ spectrum, especially its part above 1 GeV that is dominated by inelastic contributions both in the $S$ - and $P$-wave. Employing a RChT description of the vector form factor, we found that, in combination with the information on the $K_{0}^{*}(1430)$ incorporated in the input $S$-wave $T$-matrix, the spectrum allows one to determine the $K^{*}(1410)$ mass at the level of 30 MeV . An improved separation of these overlapping resonances, as well as distinguishing among the fit variants shown in Figs. 4, 5, 6, and 7, requires additional information on the form factor phase motions, which could be obtained via a future measurement of the forwardbackward asymmetry, e.g., at Belle II, see Fig. 8. Estimating the $K^{*}(1410)$ tensor coupling via large- $N_{c}$ arguments, the resulting vector form factor also allows us to derive a refined estimate of the $C P$ asymmetry generated by a tensor operator, see Eq. (48).

Finally, we considered the extraction of the $K_{0}^{*}$ (1430) and $K_{0}^{*}(1950)$ resonance properties from the scalar $T$-matrix and form factor via Padé approximants, leading to the constraints on the pole positions shown in Figs. 10 and 12. For the $K_{0}^{*}(1950)$ we find an improved precision compared to previous analyses, with an uncertainty dominated by the fit to $\pi K$ scattering input. For the $K_{0}^{*}(1430)$ the uncertainty is dominated by the systematics of the Padé expansion, likely related to the proximity of the $\eta^{\prime} K$ threshold. We also provided results for the pole residues and the corresponding branching fractions, both for $\pi K$ scattering and the coupling to the $\bar{s} \gamma^{\mu} u$ current.

In conclusion, our representation for the scalar $\pi K$ form factor proves adequate well beyond the elastic region, and can be constrained phenomenologically up to energies where analyses of $\pi K$ scattering are available. This covers the entire kinematic range probed in the $\tau$ decay, includes the $K_{0}^{*}(1950)$ resonance region, and should thus allow for a meaningful description of the $\pi K$ form factor in future analyses of semileptonic $D$ - and $B$-meson decays. In particular, combined analyses with $\tau \rightarrow K_{S} \pi \nu_{\tau}$ data along the lines presented here should keep the number of free parameters to a minimum.
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