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Glossary 

Big tech: companies like Google, Apple, Microsoft, Amazon and Facebook (GAFAM) 

Data colonialism/digital colonialism: control of data and digital infrastructure by big tech corporations 

Data repository: traditional relational databases as well as new forms of data storage facilities 

Data sovereignty: data is subject to the laws and governance structures within the nation where it is 
collected 

Digital skills: programming and data science skills that allows people to use and create digital tools 

Digital self-determination: individuals are able to control and use their data and any other personal digital 
assets in a self-determined way involving privacy, data protection and freedom of choice 

Digital sovereignty: data, computing infrastructure, security, networks and any other digital topic is under 
control of the country or individual, not of big tech companies or other ICT corporations 

Digital sustainability: unrestricted access to digital knowledge such as open data, crowd-sourced data 
and content, open source software, or open hardware for the entire society that provide positive ecological, 
social or economic effects 

Environmental data: data that measures, models, or monitors various elements of the environment, es-
pecially satellite imagery and other geospatial data 

eu-LISA: European Agency for the operational management of large-scale IT Systems in the area of free-
dom, security and justice 

Google Earth Engine: cloud computing platform for processing satellite imagery and other geospatial data 

Hyperscale data center: large data center run by a big tech corporation or another large ICT company 

PlanetLabs: private American earth imaging company 

Swiss Data Cube: non-for-profit IT platform of earth observation data (satellite images etc.) providing 
access to large spatio-temporal data in an analysis ready form for environmental monitoring and reporting 

Vendor lock-in: dependence of customers on the products or services of a certain vendor 

Abbreviations 

API: Application Programming Interface 

ESRI: “Environmental Systems Research Institute”, an American vendor of GIS software such as ArcGIS 

ICT: Information and Communication Technology (including telecom sector) 

IT: Information Technology (without telecom sector) 

GAFAM: Google/Alphabet, Amazon, Facebook, Apple, and Microsoft 

GDP: Gross Domestic Product 

GIS: Geographical Information Systems 

GTC: General Terms and Conditions 

OGD: Open Government Data 

MEA: Multi-lateral Environmental Agreement 

NGO: Non-governmental Organization 

RBO: River Basin Organization 

SEO: Search Engine Optimization 

SDG: Sustainable Development Goal 

SLA: Service Level Agreement 

SOMO: Stichting Onderzoek Multinationale Ondernemingen (Centre for Research on Multinational Corporations) 

UNEP: United Nations Environment Program 

UNSCD: United Nations Commission for Social Development 

WASH: Water, Sanitation and Hygiene Sector 
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Management summary 

Digitalization opens up new opportunities in the collection, analysis, and presentation of data which can 
contribute to the achievement of the 2030 Agenda and its Sustainable Development Goals (SDGs). In par-
ticular, the access to and control of environmental and geospatial data is fundamental to identify and un-
derstand global issues and trends. Also immediate crises such as the COVID-19 pandemic demonstrate the 
importance of accurate health data such as infection statistics and the relevance of digital tools like video 
conferencing platforms. However, today much of the data is collected and processed by private actors. 
Thus, governments and researchers depend on data platforms and proprietary systems of big tech compa-
nies such as Google or Microsoft. The market capitalization of the seven largest US and Chinese big tech 
companies has grown to 8.7tn USD in recent years, about twice the size of Germany’s gross domestic 
product (GDP). Therefore, their market power is enormous, allowing them to dictate many rules of the 
digital space and even interfere with legislations. 

Based on a literature review and nine expert interviews this study presents a framework that identifies the 
risks and consequences along the workflow of collecting, processing, storing, using of data. It also includes 
solutions that governmental and multilateral actors can strive for to alleviate the risks. Fundamental to this 
framework is the novel concept of “data colonialism” which describes today’s trend of private companies 
appropriating the digital sphere. Historically, colonial nations used to grab indigenous land and exploit the 
cheap labor of slave workers. In a similar way, today’s big tech corporations use cheap data of their users 
to produce valuable services and thus create enormous market power. 

The major dilemma is that many of the technically sophisticated services offered by big tech companies are 
very cheap or even seemingly free. Through their huge hyperscale data centers and with their highly skilled 
workforce, they are able to provide high-end information communication technology (ICT) infrastructure as 
well as advanced user-friendly computing services at a very low or no price. However, not only the big tech 
corporations, also smaller but focused software vendors create dependence of governmental actors and 
thus increase the growing asymmetry of knowledge and digital skills between the private and the public 
sector. 

The interviews in this report show that Western countries and also developing countries today depend 
heavily on digital products and services from large and medium-sized IT enterprises, mostly located in the 
US and China. The powerful position of such companies leads to a weak negotiating position of public 
actors and thus often to an uncritical use of convenient digital services without further reflection on the 
long-term consequences. The situation resembles a seemingly relaxed existence inside a gilded cage con-
trolled by powerful tech corporations. 

This report summarizes historical as well as current academic and practitioner-oriented literature regarding 
the problem of data colonialism and the loss of digital sovereignty. The analysis of nine expert interviews 
from Swiss government, UN organizations, NGOs and academics draws a comprehensive picture of key 
issues facing society in the digital space today and in future. Besides elaborating the problem of IT provider 
dependence and illustrating current cases of data colonialism, this report also highlights solutions regarding 
data sovereignty and draws a path towards digital sustainability of the future virtual space. 

Several examples in the interviews show how governmental actors and academics are able to regain control 
of their data and infrastructure when they invest into government controlled data analytics platforms, and 
build up common standards, data repositories, software and computing sites. One key element is supporting 
and relying on collaborative digital platforms such as the openly licensed, crowd-sourced global geograph-
ical information data community OpenStreetMap or the governmental and scientific driven environmental 
monitoring infrastructure Swiss Data Cube.  

Therefore, the authors of this report recommend that professional IT users like governmental bodies and 
researchers become aware of the long-term problems of relying on data analytics, software development 
and IT infrastructure provided by private corporations. Consequently, the solutions include recommenda-
tions such as using, investing into and releasing open source software and publicly owned IT infrastructure. 
Also, governments should increase their employer appeal to attract young data science and software devel-
oper talent. 
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1 Introduction 

Countries from all over the world have benefit from digitalization as illustrated by statements at the 59th 
session of the United Nations Commission for Social Development  (UNCSD) in February 2021 named “A 
socially just transition towards sustainable development: The role of digital technologies on social develop-
ment and well-being of all” (UNCSD, 2021). The COVID-19 pandemic has further emphasized the need for 
people’s access to digital technologies and accurate, up-to-date data for decision makers. For example, in 
Guyana, the government has offered virtual help desks to report domestic violence and child abuse while 
people were not allowed to hold physical meetings during the pandemic. Or in Ethiopia, digital technology 
has improved effective interaction among citizens, government and businesses through a new Ethio-Mi-
grant Database.  Many of the speakers pointed out the challenge of the growing digital divide producing a 
new class of ‘digital poor’. Therefore, in Malaysia the educational sector has promoted digital literacy lead-
ing to more than 3.1 million students and 387’000 teachers now using Google Workspace for Education. 

These examples of technology use during the pandemic illustrate a growing trend that started long before 
the COVID-19 outbreak: Often, governments are confronted with immediate challenges in the digital space 
and quickly find convenient solutions by using IT services and infrastructure of big tech corporations and 
also smaller IT companies. As a result of this, the economic influence of tech companies has grown signifi-
cantly in recent years. The new report “Engineering digital monopolies: The financialization of Big Tech” by 
the Centre for Research on Multinational Corporations (Stichting Onderzoek Multinationale Ondernemin-
gen, SOMO) in December 2020 illustrates the enormous market power of the mostly US and Chinese owned 
big tech companies (Fernandez et al., 2020). These companies dominate the global digital sphere, some of 
them valuing more than the GDP of most countries of this world. 

 

Figure 1: Big Tech market capitalization (above US$ 20 billion) in December 2020  
(Source: SOMO Report 2020 by Fernandez et al.) 

The Swiss government recently issued the first Digital Foreign Policy Strategy addressing digital governance, 
sustainable development, Cybersecurity, and digital self-determination (Federal Department of Foreign Af-
fairs, 2020). In particular, the aim of strengthening digital self-determination connects well with this report 
which expands on the topics data control and digital sovereignty. 

The report continues with a literature overview introducing historical publications on Internet governance 
and explaining the concepts of data colonialism, data sovereignty, digital sovereignty, and digital sustaina-
bility particularly in relation to environmental data. Subsequently, an overview of all interviewed academics 
and governmental practitioners is presented (the summaries of the nine expert interviews can be found in 
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Appendix B). In the analysis section a framework of data workflow, risks, consequences and recommenda-
tions is elaborated. Finally, a conclusion section summarizes the findings and provides an outlook with fur-
ther topics to investigate. 

 

2 Literature overview 

Control of governmental digital activities by private companies is a long-standing issue. Since the rise of the 
Internet in the late 1990s IT corporations govern the cyberspace by means of their technological leadership 
as Harvard Law School professor Lawrence Lessig describes in his books “Code” (Lessig, 2000, 2006). Being 
a law professor, he points out that in cyberspace “code is law”, meaning that regulation of the Internet 
happens through the source code of software developers. In another seminal book, “The Wealth of Net-
works”, Lessig’s colleague Yochai Benkler expands his concept of “commons-based peer production” to-
wards the cyberspace to explain collaborative efforts of sharing information and creating new digital arti-
facts (Benkler, 2008). His notion of a “networked information economy” is based on the work by Nobel 
Prize winner Elinor Ostrom on common pool resources (Ostrom, 1990). Such common pool resources are 
not controlled by the government or the free market but by members of the civil society. 

2.1 The power of Google, Apple, and Facebook 

Nevertheless, the private sector has grown tremendously during the last ten years and now controls much 
of the Internet’s data and IT infrastructure (Fernandez et al., 2020). Recently scholars started using the term 
“digital governmentality” to emphasize the logics of power and control on the Internet (Badouard et al., 
2016; Barry, 2019). Similar to the early days of the cyberspace when private corporations defined how 
governments must behave on the web, they now extend their rules to Internet search and mobile device 
management. For instance, Google directs how websites have to be designed in order to optimize the 
indexing with their search engine. There is an entire stream of scientific research regarding Search Engine 
Optimization (SEO) that focuses on the unregulated corporate decisions of Google on how to rank content 
on the Internet (Ziakis et al., 2019). 

Another example concerns the way of how to install applications on mobile devices. Apple and Google 
control the app environment of the mobile operating systems iOS and Android, thus defining the rules of 
the game in the app stores. This is being exploited e.g. in particular by Apple with its App Store because 
that is the only access for iPhone and iPad users to install software (Shoemaker, 2019). This confinement of 
customers has prompted the European Union to issue a formal antitrust case against Apple in 2020 follow-
ing complaints by Spotify that Apple abuses its market power (Geradin and Katsifis, 2020). 

Tech corporations have also played an important role within the public health care sector (Storeng and 
Puyvallée, 2021). For example by using their smartphones people could participate in digital contact tracing 
during the COVID-19 pandemic. In a historic joint intervention Google and Apple launched the “Google-
Apple exposure notification system” (GAEN) in April 2020, soon after the outbreak of the pandemic. In-
spired by a technical concept called “Decentralized Privacy-Preserving Proximity Tracing” developed by Swiss 
researchers (Troncoso et al., 2020) Google and Apple introduced a new interoperable application program-
ming interface (API) to exchange anonymous proximity information between mobile devices. Although 
Google and Apple did not receive any direct benefit or data access, this example illustrates how dependent 
society has become on the big tech industry. The swift cooperation of the two corporations was in the 
public’s interest, because otherwise the technical foundations for the COVID-19 tracing apps would not 
have worked. 

Recent cases involving Facebook demonstrate again how a company is able to use its market power to 
enforce user behavior or even pressurize politics in the legislation process. For instance, in January 2021 
Facebook announced that the new terms of service of WhatsApp would allow them to integrate user ac-
count registration data of WhatsApp users into Facebook accounts thus extending the ability of the com-
pany to construct user profiles for marketing purposes (Gomez, 2021). Or in February 2021 Facebook re-
quested the Australian Government to change its media law since it would have forced the US company to 
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pay for showing Australian news on its platform (Khalil, 2021). When the government did not do so, Face-
book blocked Australian news from being shared on its platform, which put pressure on the country’s 
legislation process (Porter, 2021). These examples illustrate how large tech companies control much of the 
digital space and show the drastic measures they are willing to take to enforce their commercial interests, 
when they appear at stake. This situation is the starting point for a comparison of activities by the tech 
industry with a historical epoch, the colonial period.  

2.2 Concepts of data colonialism and digital sustainability 

The concept of data colonialism has been elaborated by Couldry and Mejias (2019a, 2019b, 2019c) com-
paring the age of colonialization since the 15th century with today’s technological conquests by big tech 
corporations. Similar to European countries colonizing land and people in Africa, the Americas and Asia, 
nowadays American and Chinese tech companies are conquering personal and governmental data of the 
global population. Couldry and Mejias draw direct parallels between the two eras regarding appropriation 
of resources (land/gold vs. data), big economic profit for the colonizing powers, and their ‘positive’ ideolo-
gies to cover up real problems. 

During historical colonialism, the European powers acquired cheap territory and extracted natural resources 
such as gold from their colonies with slaves (cheap labor). Today, big tech corporations are grabbing cheap 
data from the people as raw material for their “cloud empires”. Couldry and Mejias therefore conclude: 
“Like cheap nature, cheap social data can be fully capitalized only through the exploitation of cheap labor.” 
These companies do this with considerable public relations and marketing for the good cause. For instance, 
Facebook claims “we connect people” and Google's mission is “to organize the world's information and 
make it universally accessible and useful.” Similarly, the colonial nations aspired for ideologies that were 
seemingly desirable, such as the civilization of indigenous peoples. 

Kwet (2019) uses the similar term ‘digital colonialism’ analogous to ‘data colonialism’ as conceptual frame-
work to describe economic domination by US Big Tech corporations. The ‘tech hegemony’ by GAFAM 
(Google/Alphabet, Amazon, Facebook, Apple, and Microsoft) is growing based on the support of the US 
government and thus the United States reinvents colonialism in the Global South. Digital colonialism can 
be countered by ‘digital sovereignty’ i.e. restoring control and ownership of key information and commu-
nications infrastructures (Pinto, 2018). Digital sovereignty involves all digital infrastructures (IT hardware and 
network) while the much older notion of ‘data sovereignty’ mainly focuses on the geographical location of 
data in the cloud (Peterson et al., 2011). 

In 2017, one of the authors of this report introduced the concept of ‘digital sustainability’ linking the long-
term availability of data and software with the aim for sustainable development (Stuermer et al., 2017). The 
notion of digital sustainability integrates with the aim for ‘data sovereignty’ and ‘digital sovereignty’ that 
increases the control of the individuals for their data and other digital assets. In addition, digital sustainability 
explains how data digital artifacts (software and data) are being produced and used by stakeholders within 
an ecosystem. Software development in open source communities is an example of long-term, distributed 
production of digital knowledge commons. Digital sustainability therefore addresses the longevity of and 
sovereignty over digital knowledge and digital infrastructure, thus presenting another strategy to reduce 
the problems of data colonialism. 

 

 

3 Interviews 

In order to assess the various concepts in the literature above and link them to real-world examples, 9 expert 
interviews were conducted following a semi-structured guideline. This section provides an overview of the 
experts and the questions. The summaries of all interviews can be found in Appendix B. 

The persons listed in Table 1 were interviewed for this study. They were selected according to their scientific 
background on environmental data or knowhow on digitalization issues. All of them belong to Swiss gov-
ernmental or multilateral agencies, academic institutions, or non-governmental organizations. 
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Date, duration Name Role and Organization Special Interests 

29 January 2021, 
1h 31min 

David Jensen Head of the UNEP Digital Transformation 
Task Force, Head of Policy and Innovation, 
Crisis Management Branch UN Environ-
ment 

Business models for producing digi-
tal public goods, environmental data 
governance framework 

8 February 2021, 
1h 7min 

Dr. Matthias Leese Senior researcher at the Center for Security 
Studies (CSS) at ETH Zürich 

Predictive Policing 

11 February 2021, 
39min 

Anna Brach Head of Human Security at Geneva Centre 
for Security Policy (GCSP) 

Environmental and health security, 
global public commons and resource 
management 

17 February 2021, 
58min 

Dr. Fritz Brugger Senior scientist at NADEL - Center for De-
velopment and Cooperation of ETH Zürich 

Natural resource extraction, role of 
extractive companies 

18 February 2021, 
1h 30min 

Prof. Stefan Keller Professor at Institute for Software at Ost-
schweizer Fachhochschule  

Geo Information Systems (GIS), Data 
Engineering, Spatial Data Analytics, 
OpenStreetMap Expert 

19 February 2021, 
1h 1min 

Thomas Schneider Ambassador and Director of International 
Relations, Swiss Federal Office of Commu-
nication (OFCOM), chairman of Swiss IGF 
Steering Group 

Internet and digital governance 

22 February 2021, 
1h 13min 

PD Dr. Andreas 
Heinimann 

Head of Regional Stewardship Hubs at the  
Wyss Academy for Nature;  Associated 
Senior Research Scientist of the Centre for 
Development and Environment (CDE) of 
the University of Bern 

Sustainable regional development, 
knowledge production, develop-
ment interventions, and policy 

12 March 2021, 
58min 

Prof. Nick Couldry 
and Prof. Ulises A. 
Mejias 

Professor of Media, Communications and 
Social Theory at London School of Eco-
nomics and Political Science / Associate 
Professor of Communication Studies and 
Director of the Institute for Global Engage-
ment at the State University of New York, 
College at Oswego. 

Data colonialism, platform capital-
ism, authors of the book “The Costs 
of Connection – How Data Is Colo-
nizing Human Life and Appropriat-
ing It for Capitalism” 

17 March 2021, 
1h 11min 

Dr. Fatine Ezbakhe Scientific Officer at University of Geneva 
and the Geneva Water Hub 

Environmental data governance, wa-
ter data 

Table 1: List of interviewees for this report 

 
The semi-structured interview guideline covered questions in three different areas (see Appendix A for full 
set of questions): First, there were questions about the individual perspective, asking what data the experts 
use for their own research activities, where they store it, and what experience they have with managing the 
data and digital platforms they use. The second block of questions addressed governmental data access and 
data use from a global perspective requesting the experts experience on business models of technology 
corporations or control of data by the private sector. Third, the questions focused on the concepts of data 
colonialism, digital sovereignty and digital sustainability asking the experts on their opinion about these 
terms and what potential solutions and exemplary platforms and initiatives they were aware of. 

All interviews were conducted via video call and were recorded. The interviews were then transcribed ver-
batim and analyzed using a qualitative data analytics software. The interview summaries in Appendix B are 
written in rather narrative style to maintain the personal character of the conversations. 
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4 Analysis 

The nine interviews illustrate today’s importance of environmental data and the critical role of technology 
companies with various practical examples. They emphasize the widespread use of cloud-based solutions 
such as Google Earth Engine including the benefits and risks involved with such platforms. The interviews 
also show already existing initiatives as well as future solutions that would lead to more data sovereignty 
and digital sustainability. Linking these empirical insights with the literature above reveals several risks and 
patterns of data colonialism: For example, data and programming scripts are appropriated by the ICT indus-
try resulting in vendor lock-in situations and decreasing data sovereignty of users.  

Merging the referenced literature with the conducted interviews, a framework of data workflow, risks, 
consequences and recommendations is developed and described next (see Figure 2): The data workflow 
outline which steps take place in the process of data collection, data transformation and storage, data use, 
and the impact of data. The risks show different threats looming at the levels of data sources, data pro-
cessing, and information aggregation. The consequences describe the effects evolving from the risks. And 
the recommendations propose solutions on how to address the risks and improve the situation in the public 
interest. 

4.1 Data workflow 

The data workflow is aligned with the data, information, and knowledge pyramid of information systems 
research (Rowley, 2007; Ackoff, 1989). In this notion, data is being processed into information that even-
tually leads to knowledge. 

Therefore as a first step in the data workflow, raw data is being collected from various sources. For example 
environmental data includes satellite data provided by governmental organizations (e.g. NASA or ESA) and 
private companies (e.g. PlanetLabs). Additional data from measurements on the ground is collected by local 
or national governments, international organizations, NGOs, scientists or the civic society. 

As second step, data is then processed into information either by commercial service providers or by non-
commercial organizations and communities. Often data is being stored and processed on platforms of pri-
vate companies since they offer flexible, user friendly and highly performing online services. Non-commercial 
providers regularly lack long-term funding, are less performing, or lower user experience than commercial 
platforms. 

The results of data processing are environmental data sets containing information about earth surface, 
weather and climate, water, land use, mobility data etc. This information is then used as knowledge for 
emergency and disaster response, during humanitarian conflicts, for wildlife monitoring, climate change, 
predictive policing etc. Such environmental data impacts on forming new governmental policies, improves 
contract negotiations among countries and other parties, and leads to data-driven actions of various actors. 

4.2 Risks 

The following environmental, economic and social risks evolve from the data workflow illustrated above. 
These risks were mentioned several times in the expert interviews. They are relevant at three different levels 
and can therefore be divided into three groups of risks: Risks at the level of A) data sources, risks of B) data 
processing into information, and risks of C) information aggregation into knowledge. 

A) Risks at the level of data sources 

Data about the environment, the population, the economy etc. is collected by national and regional author-
ities as well as local communities, international and non-governmental organizations, researchers and sci-
entific committees, and the civic society. In the environmental sector there are large governmental organi-
zations such as NASA or ESA that collect geospatial data with their own satellite systems. In addition there 
are many private data collectors such as Google or PlanetLabs that create earth observation data and satel-
lite images. Currently, no regulations regarding geospatial data collection exist, which means there is no 
limitation on what companies may or may not do with the data, whom they are allowed to sell it, and what 
strategic advantages they can draw out of it. 
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Figure 2: Framework of data workflow, risks, consequences and recommendations 
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1. Data ownership by private companies 

If raw data is collected by private companies via user generated data or own technologies, the data providers 
are in full control of its processing and use. As data owners they determine if they allow others to access 
the data or not, and if yes, under what commercial conditions. By managing technical data access through 
online platforms or application programming interfaces (API) and by letting users sign general terms and 
conditions (GTC) they control in detail who can use the data for what purpose. As a bonus the private data 
owners receive valuable access statistics from their platform clients that reveal usage patterns leading to 
new insights and indicating potential business opportunities. If governments use such privately held data 
they are depend fully on the commercial goals and strategies of the corporations. 

2. Data collection without consent and information of the population 

Frequently, environmental data and other information is collected without consent of the people or the 
governments e.g. when conducting household surveys or mapping their land or habitats. Data gathering 
usually takes place without transparency of what happens with the data and without consideration of the 
consequences for the different stakeholders. On an aggregated level there is the ethical risk that data col-
lectors use the data not in the interest of the inhabitants but for their commercial or political goals. This 
demonstrates the concept of data colonialism. 

3. Data use without benefits for the original owners 

Corporations and governments normally collect and use data without compensating the original owners of 
the data. This happens e.g. with local communities when their land is being mapped, with business owners 
who use mobile apps for credit loans, or with researchers who upload their programming scripts to the 
Google Earth Engine. Data appropriation thus takes place with minimal or without any benefit for the data 
owners. This again shows the characteristics of data colonialism where users provide cheap data as property 
of corporations for their commercial purposes. 

B) Risks at the level of data processing into information 

Raw data is being stored and processed on IT infrastructure in order to gain new information. Platforms like 
Google Earth Engine, cloud providers like Amazon Web Services, or geographical information systems (GIS) 
vendors like ESRI offer practical tools to transform and analyze data. They all offer online services that expect 
the users to upload their data on the servers of the companies called “the cloud”. 

4. Commercializing algorithms without compensation 

Users of the online platforms upload data and programming scripts to cloud providers who are able to reuse 
these digital assets without compensating their original creators. Thus they basically hand over their intel-
lectual property to private companies who are able to commercialize the software without limitations. This 
is the case with Google Earth Engine where researchers process enormous amounts of environmental data. 
Their data analytics algorithms can be reused by Google without restrictions since the users have to accept 
the company’s general terms and conditions (GTC). 

5. End-user dependence on proprietary products 

User-friendly applications and platforms do not require much technical knowhow on the side of the user 
hiding the real complexity of data processing and analytics. When students e.g. start using Google Earth 
Engine they do not have to develop their own skills in data handling and transformation since the tool does 
not require much background knowledge of geographic information systems (GIS). Once acquainted with 
the comfortable online tools the users would have to start all over again if they wanted to learn how to use 
other platforms and tools. Thus, they are tied to a specific provider by the waste of time that switching to 
a competitor would entail. 

6. Technical dependence on proprietary services 

Today IT companies provide their services through web applications for end-users or application program-
ming interfaces (API) for programmers. By integrating such APIs it is convenient to access the processed 
data (e.g. maps) and use it in own applications. However, this practice increases the technical dependence 
on such proprietary services thus raising the switching costs.  
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7. Low or no-cost tools and computing power of cloud platforms 

Economies of scale allow commercial corporations to provide enormous infrastructure and data processing 
capabilities at very low or even no cost. This temptation of apparently free services and tools attracts gov-
ernments and researchers who are able to save cost in the short run. However, it has happened in the past 
that private companies started with free digital offerings and then, once the diffusion was successful, 
switched to charging fees for the proprietary services and tools. Therefore, relying on low or no-cost offer-
ings is a risk since their providers may change to a commercial model easily. 

8. Unique algorithmic capabilities 

With their enormous IT infrastructure (mostly within hyperscale data centers), their massive data reposito-
ries, and their skilled workforce big tech corporations and also many other IT companies are able to offer 
unique data processing and machine learning capabilities. Competitive research in many data-driven fields 
is not possible anymore without the digital services by cloud providers and IT companies. Especially in earth 
observation data processing there are few alternatives to proprietary platforms like Google Earth Engine, 
ESRI or PlanetLabs. 

C) Risks at the level of information aggregation into knowledge 

When data is processed into information, this eventually results in knowledge that has impact on decision-
making, government policies, contract negotiations etc. The information is used in emergency situations, 
for combatting climate change, for peace missions, to increase public security etc. Therefore, it is important 
that the raw data is correct and that data processing is error-free because incorrect information can lead to 
disastrous decisions. 

9. Few big tech companies control most of the digital space 

Economies of scale as well as mergers and acquisitions have led to an oligopolistic environment where a 
few big tech corporations control most of the global IT market share in cloud computing and data pro-
cessing. Through their market power and skilled workforce these IT corporations are able to advance new 
technologies rapidly. For example, currently there is a race to set standards in the 3D mapping sector. At 
the moment no crowd-sourced non-profit initiative like OpenStreetMap is competing. So, probably, the 
incumbent tech companies will soon define the new 3D cartographic standards. As a result, governments 
will remain dependent on a few large corporations that are continuously expanding their market dominance 
by extending their services and buying new startups in the data science and artificial intelligence area. Con-
sequently, a few large IT companies remain with little alternatives besides them. 

10. Lack of transparency of the business models 

As described above, many of today’s attractive digital services of IT companies are available for free. How-
ever, by definition the private sector is always based on a business model. For example, there is the estab-
lished ‘freemium’ model in which companies offer some basic services for free. For users requiring higher 
performance, larger storage space, more advanced feature etc. a paid premium service is made available. 
In the case of environmental data processing some, however, some providers like Google with its Earth 
Engine do not inform about their pricing but offer their services to governments and researchers at appar-
ently no cost. This lack of transparency about the business model raises the question of the real commercial 
benefits for the providers. And it increases the uncertainty among professional users about what happens 
to their digital assets that they operate on such platforms. For example in the case of Earth Engine, users 
are forced to accept general terms and conditions (GTC) that allow Google to use their data and program-
ming scripts for any purpose.  

11. Knowhow and skill gap in public institutions 

Private companies are attractive for skilled data scientists and programmers because of pay level and career 
path. Therefore, the asymmetry between IT companies and governments is growing since talented people 
are often lured into choosing the private sector. Especially in developing and emerging countries, working 
for IT companies is advantageous in terms of salary. Often it is also difficult to advance a technical career in 
government agencies because, e.g., the organizational structures are more suitable for to administrative 
staff with a legal background. This results in a knowhow and skill gap in public institutions regarding data 
science and software development. 
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