GEOGRAPHICA
BERNENSIA

P40

The Hydrological Modelling System

PREVAH

Part | — Overview and Selected Applications

Daniel Viviroli,
Joachim Gurtz,

and Massimiliano Zappa

SSM

SUZ

SLZ|
SLEZ3

SL-Z2

El

EB

RO

R1

R2
RTOT

University of Berne, Switzerland ¢ Institute of Geography



GEOGRAPHICA BERNENSIA

Published by:
Lecturers of the Institute of Geography, University of Berne, Switzerland

Series:

Series A African Studies Series

Series B  Excursions, Field Seminars and Courses (in German)
Series E  Development and Environment Reports

Series G  Basic Research (mostly in German)

Series P Applied Geography (mostly in German)
Series S Geography in Schools (in German)

Series U  Texbooks in Geography, University Level (in German)

P40

Arbeitsgemeinschaft GEOGRAPHICA BERNENSIA in cooperation with
Geographical Society of Berne, Switzerland
Hallerstrasse 12, CH-3012 Bern

Published by Institute of Geography, University of Berne, Switzerland



GEOGRAPHICA
BERNENSIA P40

The Hydrological Modelling System
PREVAH

Part | — Overview and Selected Applications

Daniel Viviroli,
Joachim Gurtz,
and Massimiliano Zappa

University of Berne, Switzerland ¢ Institute of Geography



This publication contains an overview of the hydrological modelling system PREVAH and selected
application examples. It is Part | of the extensive PREVAH model documentation and is complemented by
the physical model description (Part 1), the user manual (Part Ill) and a sample PREVAH project (Part IV).

Publication Part Part | Part Il Part lll Part IV

Contents Overview and Physical model User manual Sample project and
selected applications description selected executables

Availability Printed only On-line only (pdf) On-line only (pdf) On-line only (zip)

The PREVAH modelling system is available for academic and research purposes exclusively. It must not
be used commercially. Please read the "Terms of use" on page 3 of Part Il for further inquiries.

VIVIROLI, Daniel?, GURTz, Joachim?, Zappa, Massimiliano3
The Hydrological Modelling System PREVAH. Part | — Overview and Selected Applications

linstitute of Geography, University of Berne (GIUB)
2|nstitute for Atmospheric and Climate Science, ETH Zurich (IACETH)
3Swiss Federal Institute for Forest, Snow and Landscape Research, Birmensdorf (WSL)

with contributions from Simon Jaun (IACETH) and Jan Schwanbeck (GIUB)

Editor: ViviroLl, Daniel (GIUB)
Editorial assistant: STEINER, Sabina (GIUB)

Publisher: Geographica Bernensia 2007
Print version: P40. ISBN 978-3-905835-01-0 (out of print)

Printed by: Stampfli, Berne

VIVIROLI, Daniel, GURTz, Joachim, ZaPPA, Massimiliano
The Hydrological Modelling System PREVAH. Part | — Overview and Selected Applications

Editor: ViviroLl, Daniel (GIUB)
Editorial assistant: STEINER, Sabina (GIUB)

Publisher: Geographica Bernensia 2022
Online Version: P40. doi: 10.4480/GB2022.P40

© 2022 GEOGRAPHICA BERNENSIA

QOE0 |
DAl Creative Commons Licences


https://creativecommons.org/licenses/by-nc-nd/4.0/deed.en
https://creativecommons.org/licenses/by-nc-nd/4.0/deed.en

The hydrological modelling system PREVAH

Table of contents

WWWw N =
WN =

3.4
3.5

41
4.2

5.1
5.2
5.3

6.1
6.2
6.3
6.4
6.5
6.6
6.7

Introduction. . . . . . ... 1
Basics of the PREVAH modelling system. . . . . . . ... ... ... ...... 3
Preprocessing

Grid processing: GRIDMATH . . . . . . . . . . . . . .. . 5
Soil data assimilation: FAOSoil . . . . . . . . . . ..o 6
Spatial discretisation: WINHRU . . . . . . . . ... ... ... .. ......... 7
Meteorological data assimilation: DATAWIZARD . . . . . . . .. ... ... .... 8
Meteorological data interpolation: WINMET. . . . . . . .. ... ... ... .... 9
Running the model

Model input and free parameters: WINPREVAH (I). . . . . . . . . ... ... ... 11
Model calibration: WINPREVAH (II) . . . . . . . . . . . . . ... ... ...... 12
Postprocessing

Hydrograph interpretation: HYDROGRAPH . . . . . . . . . . .. ... ... ... 13
Raster map display: WINGRID. . . . . . . . ... .. ... ... ... ...... 14
Calibration visualiser: VIEWOPTIM . . . . . . . . . ... ... ... ... ... 15
Selected applications

High-resolution water balance for Switzerland. . . . . . . . ... ... ... ... 17
Flood estimation in ungauged catchments of Switzerland . . . . . . . . .. .. .. 18
Analysis of the August 2005 flood in Switzerland . . . . . . . ... ... ... .. 19
Ensemble flood forecasting for large Swiss catchments. . . . . . . . . . . .. .. 20
Flood forecasting in the Canton of Glarus, Switzerland . . . . . . . ... ... .. 21
Flood forecasting for the Yangtze River, China. . . . . .. . ... ... ...... 22
Ensemble flood forecasting for MAP D-PHASE . . . . . . . . ... ... ..... 23
Scientific papers and publications. . . . . . . . ... ... 000000 25
AppendixPartll . . . . . . ... |
AppendixPartll. . . . . . . . ... ]l

N
1S
7]
©
o
3
]
o
=

Applications Postprocessing Running the model Preprocessing

Scientific papers



The hydrological modelling system PREVAH



The hydrological modelling system PREVAH

1. Introduction

For a well-founded simulation of hydrological pro-
cesses at catchment scale, physically congruous
hydrological models are required, including their
careful parameterisation, calibration and evalua-
tion. In the past decade, spatially distributed mod-
elling became an established tool for studying both
components and possible changes of the hydrolog-
ical cycle. The availability of geographic informa-
tion systems (GISs) and digital elevation models
(DEMSs), the improved reliability, precision and reso-
lution of meteorological and hydrological networks,
combined with the availability of remotely sensed
data, allowed the development and application of
spatially distributed hydrological models within
mountainous landscapes and their calibration and
evaluation with respectto observed time series and
spatial patterns of hydrometeorological variables.

Especially mountainous catchments are charac-
terised by highly variable morphology, soil and veg- ..
etation types as well as by pronounced temporal >
and spatial variations of the climatic elements.
Depending on the location and elevation of a water-
shed, mountain discharge regimes are influenced
by glacial melt, snowmelt, rainfall and their spatial
and temporal superposition. The quality of a hydro-
logical simulation depends on the ability of the
underlying model to describe and accurately repre-
sent the heterogeneity of such hydrological sys-
tems at the different spatial and temporal scales.

The distributed hydrological catchment modelling
system PREVAH (Precipitation-Runoff-Evapo-
transpiration Hydrotope Model) has been devel-
oped to suit these conditions. Its main purpose is to
describe the hydrological processes in mountain
environments in their high spatial and temporal vari-
ability. With a view to keeping computational cost
and complexity of process descriptions within rea-
sonable bounds, PREVAH implements a concep-
tually oriented approach. With its modular set-up,
the modelling system offers a model core as well as
a large number of tools. The latter provide easy-to-
use solutions for handling the large amounts of
data involved in preprocessing and postprocessing
tasks, model parameterisation, calibration and eval-
uation as well as visualisation of results.

This brochure presents a brief overview of the
most important components of PREVAH, while a
number of applications are selected to demon-
strate its abilities. An extensive description of the
physics underlying the model, the complete user
manual as well as data of a sample catchment
including selected PREVAH executables are avail-
able at www.hydrologie.unibe.ch/PREVAH.




The hydrological modelling system PREVAH



The hydrological modelling system PREVAH

2 Basics of the PREVAH modelling system

The hydrological modelling system PREVAH is a
collection of user-friendly, tailor-made tools which
have been developed in order to facilitate and
speed up data preprocessing and postprocessing
tasks involved in the operation of the semi-
distributed hydrological model PREVAH (Precipita-
tion-Runoff-Evapotranspiration HRU-related
Model). PREVAH was originally intended to
improve the understanding of the spatial and
temporal variability of hydrological processes in
catchments with complex topography. The spatial
discretisation of PREVAH relies on the aggregation
of gridded spatial information into clusters showing
similar hydrological response, the hydrological
response units (HRUS).

PREVAH is fed with standard meteorological
variables with high temporal resolution. For its
application, data on air temperature, precipitation,
water vapour pressure, global radiation, wind
speed and sunshine duration are required.

PREVAH relies to a high degree on conceptual
representations of hydrological processes. It
incorporates several sub-models, such as for snow
accumulation and snowmelt, glacial melt, intercep-
tion, soil water storage and depletion by
evapotranspiration, runoff and baseflow genera-
tion as well as for discharge concentration and
flood-routing.

This hydrological modelling system contains the
following tools:

- GRIDMATH provides basic GIS functions. It has
been specifically developed for managing
spatially distributed data. Amongst other fea-
tures, GRIDMATH allows for mathematical
operations between raster data and for conver-
sion of raster data into formats compatible with
common commercial GIS and remote sensing
applications.

- FAOSoil is used when information on soil
properties is not available; this tool processes
data from the FAO/UNESCO Soil Map of the
World.

WINHRU has been developed to generate all
spatial information required for running PREVAH.
WINHRU is able to delineate hydrological
catchments and performs a detailed topographi-
cal analysis. Hydrological response units (HRUSs)
are created as specified by user-defined criteria,
and the corresponding information is summa-
rised in tables. By assimilating the information
from these tables, PREVAH is able to "under-
stand" the physiogeographical complexity of the
catchment under investigation. WINHRU also
generates a default control file for initialising
PREVAH and its graphical user interface

Raw source data

DATAWIZARD

GRIDMATH

Import of
metecnalogical data
(etation recorda)

Handing of spatially F=============== "

Praprocessing
tools

distributed raster data e
ﬁ‘? FAOSOIL
i

Darive scil properties
from FAOC map data

P WINMET
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NHRU

Interpelation and
aggregation of
metaoralogical data
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Topographical analysis A e S e H

HREL definftion and
parametarisation
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Model run
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/ Model output Vi ::

HYDROGRAPH

VIEWOPTIM
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Preprocessing and postprocessing tools of the PREVAH modelling system.

Model basics
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- DATAWIZARD assimilates and manages
hydrometeorological data, which is an important
prerequisite for the distributed hydrological
modelling. In this way, DATAWIZARD provides a
link between hydrometeorological raw data and
the spatial interpolation tool WINMET. It is
designed for the stepwise assimilation of raw
meteorological information from a network of
stations. A small database is created and main-
tained. Besides assimilation, DATAWIZARD is
also able to verify hydrometeorological data.

- WINMET handles the spatial interpolation of the
meteorological variables. This tool extracts the
relevant hydrometeorological information from a
database and creates elevation-dependent
regressions of the variables analysed. Various
approaches are available for the spatial interpola-
tion of hydrometeorological data, such as
elevation-dependent regression, Kriging and
inverse distance weighting.

- WINPREVAH constitutes the PREVAH model
core. It assimilates both spatial data and hydro-
meteorological information and simulates the
complete hydrological cycle of a catchment.
WINPREVAH is equipped with a monitored
calibration routine which has been designed

Interpolated meteorology B
precipitation, air temperature,
global radiation, water vapour
pressure,sunshine duration

specifically for PREVAH and implements a
number of objective efficiency scores.
Furthermore, WINPREVAH is able to generate
Monte Carlo simulations with random allocation
of the most sensitive free model parameters; this
enables estimation of parameter uncertainty.

- HYDROGRAPH draws time series of observed
and modelled data and of modelled water
balance components.

WINGRID is used to visualise grid maps such as
spatially distributed model outputs.

VIEWOPTIM facilitates interpretation and
assessment of a calibration procedure.

Finally, the LAUNCHER toolbar provides one-
click access to all components of the hydrological
modelling system PREVAH.

WINPREVAH and its companion tools have been
programmed in FORTRAN, the respective graphi-
cal user interfaces run on every Windows com-
puter. The FORTRAN-based PREVAH model core
is integrated in WINPREVAH but has also been
compiled for application under MS-DOS, Unix and
Linux.

Spatial information
Elevation, Aspect, Landuse,
Slope, Soil Properties, ...

PREVAH

Precipitation correction

Site adjustment of radiation
and temperature

Evapotranspiration

1 hour
or

1 day

Interception

Soil moisture

|
[
[
[ Snowmelt / Icemelt
|
(
(

Runoff generation

HRU-Table

GIS - Grids |

s L N

P frdavos]
s iy o]

Calibration and Verification - m

Data flow to the core of the PREVAH modelling system.
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3 Preprocessing

3.1 Grid processing: GRIDMATH

Ease of management regarding digital represen-
tations of spatially distributed physiogeographical
information is an important requirement for the
development, parameterisation and initialisation of
GIS-based spatially distributed hydrological
models such as PREVAH. The GRIDMATH tool
allows the user to manage spatially distributed data
stored in grid format as required for using the
PREVAH modelling system. The grid format of
PREVAH is binary, while being structured similarly
tothe ASCII format used in ESRI GIS systems such
as ArcMAP and Arc/INFO. GRIDMATH implements
a number of operations with and between raster
grids:

- Computation of statistical values

- Simple mathematical calculations

- Overlaying a grid mask to a grid

- Zonal statistics

- Reclassifying the datainto categories (1)

- Importing grids from and exporting grids to other
grid formats (2)

- Reducing the resolution of a grid (resample) (3)

- Reducing the size of a grid by cropping the
borders (4)

(1) [rm tom s ety —ioix
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Preprocessing
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TEXT REFERENCES LITERATURE
- Export of maps to GIS: Schulla J, Jasper K (2000): Model Description WaSiM-ETH. Zurich: Institute for
see Part lll, Chapter A.4.6 Atmospheric and Climate Science, ETH Zirich.

- Binary format:
see Part Il, Chapter 3.2
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3.2 Soil data assimilation: FAOSaoill

The sound parameterisation of soil properties is
essential for accurate water balance and runoff
simulations. The most important parameters for
PREVAH are soil depth and plant available field
capacity. These two soil properties are required to
estimate how much water is available for
evapotranspiration. In general, the information for
deriving soil depth, hydraulic conductivity and field
capacity is obtained from local soil maps. If no such
information is available, it may be possible to
process information from the FAO/UNESCO Soil
Map of the World. The FAOSoil tool allows for the
parameterisation of soil property grids from
information on the spatial distribution of FAO soil
classes within the investigated domain. The FAO
soil classes can be generated from the Digital Soil
Map of the World (http://www.fao.org/ag/agl/agll/
dsmw.htm). The Digital Soil Map of the World
consists of the following map sheets: Africa, North

America, Central America, Europe, Central and
Northeast Asia, Far East, Southeast Asia, and
Oceania. Data on all the continental surface areas
are provided by FAO upon request.

Asimple index based on slope elevation and land
use is adopted in order to spatially disaggregate
the soil properties according to soil depth and plant
available field capacity classes in the different FAO
soil units. It is assumed that the deepest soils and
the soils with highest plant available field capacity
are located at lower altitudes and in flat areas of the
domain. Additional restrictions depend on land use.
Shallow soil should be assigned to grid cells
representing water bodies, rocky areas, urban
areas and glaciers. For the use of FAOSaiIl, the
following spatially distributed data are required:
digital elevation model, land use map, and a map
with information on the FAO classes.

[Assimilation of FADSolGeds =101 %]
Domnart Soil
m FA SO0 ASSIMILATION #ibout |1a1b1-:2a21:2=3a%3c4d

I % Tewum

Load FAD Gnd r—

FAD =oil grid | _J Assacisled Sals
I Tewue

FAD Clazsas | J Court i— [_ x |
| T

FAD Code FAD Phase i mmaes |
I Texhre

Load DEM [ = |

DEMGid | =) | [ % Tewue|

Use Gnd | J | I_ % Tedus |

FockiD [0 5 wamin 0 = [ [ oz Tewus|

GlacieeiD [0 = BukiD 0 [ = Tevtue |

FAOSmas | FAODeph | Ea

The graphical user interface of FAOSail.

LITERATURE
FAO-UNESCO (1988): Soil Map Of World, Revised Legend. World Soil
Resources Report 60. Rome: FAO.

Sonderegger C (2004): Rainfall/Runoff Modelling of a Sub-Catchment of the
Yangtze in China. Diploma Thesis at the ETH and University Zurich.
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3.3 Spatial discretisation: WINHRU

Instead of a uniform raster-cell resolution,
PREVAH uses the concept of hydrological
response units (HRUs) by default. This means
aggregating spatially distributed grid cells accord-
ing to a set of structural and statistical characteris-
tics. The goal is to aggregate cells with similar and
homogeneous hydrological response. Conse-
quently, the criteria applied for differentiation are
related to the processes that most significantly
influence runoff generation and evapotranspiration
(e.g. elevation, land use, aspect). Essentially, this
concept corresponds to a dynamical spatial
resolution: the higher the spatial variability of soil,
land surface and topographical characteristics, the
lower the average size of the HRU.

WINHRU is the PREVAH modelling system's
comprehensive tool for efficient aggregation of
hydrological response units (HRUSs). First of all, the
boundaries of a catchment have to be defined.
Various methods are available for this: On the one
hand, the boundaries may be derived from the
digital elevation model's flow directions by either
selecting a standard gauge location or by defining
an arbitrary pour point. On the other hand, they
may be transferred from maps such as from the
Hydrological Atlas of Switzerland or from any other
GlS-formatted file. A total of 12 criteria are avail-
able to differentiate the HRUs, of which a maximum
of 6 may be used at a time. Required input data
include raster-formatted files for elevation, land
use and soil properties; they may be comple-
mented with extra information layers regarding, for
example, geology or hydrogeology. Once all other
settings such as resolution, number of altitude
zones, etc. have been defined, preprocessing
takes but a few moments to complete and results in
an HRU properties table, a grid map of HRU
identifiers and a PREVAH control file — all that is
needed in terms of physiographical information to
run PREVAH.

While this tool, by default, is set up for application
in Switzerland, it can be easily used for other
regions of the world as well. The input raster data
required for this are created with additional tools
such as FAOSoil and GRIDMATH.

TEXT REFERENCES LITERATURE
- Preprocessing, spatial data: Engel BA (1996): M
see Part lll, Chapter C terrain, land cover

- Raster map display:

g system PREVAH

Dissection inte HRUa

HRU¥
L
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e — 1\ |- _& Bauge
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o

Example of HRU discretisation in a Swiss alpine
catchment.
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The graphical user interface of WINHRU used for
aggregation of hydrological response units
(HRUs).

ethodologies for development of response units based on
and soils data. Goodchild MF, ed. GIS and environmental

modeling. Fort Collins, CO, US: GIS World Books, p. 123-128.

see Part Ill, Chapter H Flagel W-A (1997): Combining GIS with regional hydrological modelling using

- Raster map processing:

and Computers in
see Part lll, Chapter A P

hydrologic response units (HRUs): An application from Germany. Mathematics

Simulation 43:297-304.

Zappa M (1999): Untersuchungen zur Aufbereitung unterschiedlicher Raumin-

- Sample preprocessing da_ta: formationen fir die flachendifferezierte Einzugsgebietsmodellierung. Diploma
see Part IV (PREVAH project) thesis, Department of Geography, ETH Ziirich.

Preprocessing
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3.4 Meteorological data assimilation: DATAWIZARD

The assimilation and management of hydro-
meteorological data from a network of stations is
crucial for the application of distributed hydrologi-
cal models. DATAWIZARD is a tool allowing the
assimilation and simple verification of hydro-
meteorological data; it provides a link to WINMET,
the spatial interpolation tool of the hydrological
modelling system PREVAH.

DATAWIZARD has been specifically developed
to manage the hydrometeorological information
required for running PREVAH. The software is
designed for the stepwise assimilation of raw
meteorological information available as ASCII
tabular data. DATAWIZARD is able to process the
following hydrometeorological variables: precipita-
tion, air temperature, wind speed, global radiation,
relative humidity, water vapour pressure, sunshine

[rat o st e Wizand (Slep &)

Inio Box '&
STEF 4 - Datning Variakis
Select one of he suppored
IRk A AR i Choase Varishis
werah les and check s
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i i
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s

=]

Check for data completeness.

duration, runoff and two user-defined variables. =
o b Wiew List |
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= Siaban Mame Elervmbon
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Definition of scripts for assimilation of ASCII tables.

Update station attributes.

T
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Temporary Data
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H Variables Settings

Actualized Database
l By, [var]

Current Database
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Actualized Database attribute Tables
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Database attribute Tables
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T T —
Salact & Veamabls end B the Pysical Limes
[Fra cptetion ]| L
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Creation, management and update of a simple database.

TEXT REFERENCES

- Meteorological model input:
see Part Il, Chapter 3.4

Definition of physical limits.
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3.5 Meteorological data interpolation: WINMET

In PREVAH, the distributed hydrological model-
ling is based on observations of meteorological
variables at different gauging stations. The stations
used are located within or near the area under
investigation. WINMET has been developed to
interpolate meteorological information as required
by PREVAH. Currently, WINMET integrates two
versions. The Swiss version has been designed
specifically for applications based upon the
hydrometeorological data provided by the Swiss
meteorological service. The international version is
more generalised and has been designed to
interact with DATAWIZARD.

WINMET extracts meteorological data from a
database which is usually created and maintained
by DATAWIZARD.

The selection of meteorological stations to be
used for interpolation is assisted automatically with
the help of a search radius; this preliminary choice
is then completed interactively and entered in a
station list.

Compatibility with the current PREVAH modelling
projectis achieved by adopting the grids generated
by WINHRU; this specifically concerns the digital
elevation model, the basin watershed mask and a
map of the relevant meteorological zones.
Meteorological zones are generally defined

Elevalion

Cigaryation o~
Regresson [EDR) e
Residuals

Wadiaa

Elevation-dependent regression.

TEXT REFERENCES

- Meteorological model input:
see Part Il, Chapter 3.4

LITERATURE

Selection of stations from a list.

according to sub-basins and 100-metre elevation
bands. After interpolation, WINMET creates ASCII-
formatted tables of meteorological data required to
run PREVAH. An average interpolated value is
provided for each time step and for each meteoro-
logical zone.

The basic procedures adopted for the spatial and
temporal interpolation of observed meteorological
information are elevation-dependent regression
(EDR), inverse distance weighting (IDW), Kriging
and laps-rate (only for temperature data).

Itis possible to combine EDR with Kriging or IDW,
resulting in a procedure called detrended interpola-
tion: For this, the residuals (difference between
interpolated and observed values) of the EDR
method are spatially interpolated with IDW or
Kriging. By adding this interpolated residual map to
the map interpolated with EDR, altitude biases in
the station values are accounted for (see Garen
and Marks, 2001).

Garen DC, Marks D (2001): Spatial fields of meteorological input data including
forest canopy corrections for an energy budget snow simulation model.

Dolman AJ, Halla J, Kavvas ML, Oki T, Pomeroy JW, eds. Soil-Vegetation-
Atmosphere Transfer Schemes and Large Scale Hydrological Models. IAHS
publication 270. Wallingford, UK: International Association of Hydrological
Sciences, p. 349-353.

Preprocessing
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4. Running the model

4.1 Model input and free parameters: WINPREVAH (1)

Three types of input data are required to run
PREVAH:

1) Physiographical information for the hydrological
response units (HRUs): On the one hand, this
contains an ASCII-formatted table listing the
physiographical properties of each HRU. These
properties are used in PREVAH to parameterise
various HRU properties, such as maximum storage
contents and behaviour of evapotranspiration. On
the other hand, a PREVAH-grid-formatted map
locates the individual HRU positions for spatially
distributed output. Both inputs are generated by
WINHRU.

2) Meteorological input for the altitude zones: After
interpolation of the station values, the spatially
distributed meteorological data are aggregated to
altitude zones. An ASCII-formatted table lists these
values for each time step. Details required include
precipitation, temperature, wind speed, vapour
pressure (or relative humidity), global radiation and
sunshine duration. Station selection, interpolation
and aggregation are handled by WINMET.

3) A control file containing all site-specific informa-
tion required for modelling, e.g. number of HRUs
and altitude zones, free model parameter values,
initial storage contents, time step and application
timeframe, output options, etc. An initial control file
is generated by WINHRU, changes are made using
WINPREVAH.

A number of free parameters are available to
adjust PREVAH to the specific modelling site.
Depending on module specifications (e.g.
evapotranspiration modelling scheme), this
number typically ranges between 14 and 19. These
parameters can be subdivided into six groups:

1) Water balance adjustment: with PKOR and
SNOKOR, precipitation input is adjusted in order to
reduce the total volume error of the model as
observed at the catchment outlet. Gauge error
correction is already effected during preprocess-
ing.

2) Differentiation of precipitation into liquid (rain)
and solid (snow) fractions with the help of both

TEXT REFERENCES

- Model input, physiography:
see Part Il, Chapter 3

- Model input, meteorology:
see Part Il, Chapter 3.4

- Model structure, modules, parameters:
see Part Il, Chapter 2

- Calibration of free parameters:
see Part Il, Chapter 6

LITERATURE

Bergstrom S (1976): Development and Application of a Conceptual Runoff
Model for Scandinavian Catchments. Bulletin Series A, 52, University of Lund.

Gurtz J, Baltensweiler A, Lang H, Menzel L, Schulla J (1997): Auswirkungen
von klimatischen Variationen auf Wasserhaushalt und Abfluss im Flussgebiet
des Rheins. Projektschlussbericht im Rahmen des Nationalen Forschungs-
programmes "Klimaanderungen und Naturkatastrophen”, NFP-31. Zirich: vdf
Hochschulverlag.

threshold temperature (TGR) and temperature
range (TTRANS).

3) Snowmelt module: threshold temperature for
snowmelt (TO), temperature melt factor
(TMFSNOW; if variable: TMFMIN and TMFMAX),
radiation melt factor (RMFSNOW), coefficient for
re-freezing (CRFR). Retention of meltwater in
snow (SLIQMAX) is usually set to a fixed value of
10%.

4) Glacier module (if applicable): radiation and
temperature melt factors (ICETMF and ICERMF).
Additional parameters for storage and translation
timesin firn, snow and ice are available.

5) Soil moisture module: non-linearity parameter
for infiltration as a function of actual soil moisture
(BETA). Various other important characteristics
(e.g. maximum soil moisture storage) are
parameterised by PREVAH with the help of soil and
land use parameters.

6) Runoff generation module: storage coefficients
for fast and delayed runoff (KOH, K1H) and
baseflow (CG1H, K2H), threshold for generation of
fast runoff (SGR), threshold for fast baseflow
storage (SLZ1MAX), percolation rate (PERC).
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dialog in WINPREVAH.
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4.2 Model calibration: WINPREVAH (lI)

PREVAH contains a number of free parameters
which are used to adjust the model to the condi-
tions prevailing in a specific catchment. A suitable
set of free model parameters is sought, maximising
the extent to which the simulated and observed
hydrographs correspond to each other. As an
alternative to time-consuming and partially
subjective trial-and-error calibration, PREVAH
comprises an automatic calibration procedure.

Determining the model efficiency is essential for
successful automatic calibration. Gauged data for
runoff are usually the only measurement available
to assess model efficiency. Consequently, it is of
paramount importance to extract the maximum
possible amount of information from a comparison
of observed and simulated runoff. For this purpose,
PREVAH combines three standard efficiency
scores with three different temporal viewpoints:
Linear and logarithmic Nash-Sutcliffe efficiency as
well as the volumetric deviation are assessed over
the entire calibration period and in their annual and
monthly variations. Each of these 9 scores is
mapped to a user-defined score range and then
weighted to give a total score. The purpose of this
procedure is to find a parameter set which not only
achieves high efficiency scores, but also shows a
high degree of stability and representativity.

For establishing a suitable parameter set, the
automatic calibration procedure uses an interac-
tive search algorithm. First of all, the parameters to
be calibrated have to be grouped in pairs of related
parameters (e.g. storage coefficient for interflow
and percolation). These pairs are then processed
consecutively: After dividing the parameter space
into nine sections, the model is run for each of the
four resulting intersection points. The four sections
surrounding the point with the best model perfor-
mance are retained, the other five discarded. In a
next step, the remaining parameter space is
processed similarly, until a user-defined number of
such iterations is reached or until calibration
improvements remain below a certain threshold.

TEXT REFERENCES
- Model calibration:
see Part Il, Chapter 6

- Calibration visualiser:
see Part lll, Chapter |

LITERATURE

Linear score  Logarithmic score Volumetric score

Full period

Year-to-year
standard deviation

Month-te-month
standard deviation

score

Parameter 2

Parameter 1

Summary

A set of multi-objective efficiency scores is used
to guide the automatic calibration procedure.
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PREVAH's iterative calibration algorithm mini-
mises computational cost.
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Evolution of PREVAH summary scores during an
automatic calibration.

Nash JE, Sutcliffe JV (1970): River flow forecasting through conceptual
models: Part | — a discussion of principles. Journal of Hydrology 10:282—290.

Viviroli D (2007): Ein prozessorientiertes Modellsystem zur Ermittlung seltener
Hochwasserabflusse fur ungemessene Einzugsgebiete der Schweiz.

Geographica Bernensia G77. Berne: Institute of Geography, University of

Berne.
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5 Postprocessing

5.1 Hydrograph interpretation:. HYDROGRAPH

PREVAH delivers its model output in the form of
various ASCII-formatted text tables. Depending on
the output type and the specifications chosen
before running the model, these tables contain
observed and modelled runoff data or comprehen-
sive data from model inputs, modelled water fluxes
and model storage contents.

Instead of interpreting these tables with commer-
cial data-processing packages, the PREVAH
postprocessing feature HYDROGRAPH may be
used to quickly visualise and compare model and
observation data. Acorresponding PREVAH output
control file (runoff data or model water balance
data) is simply selected from the file open dialogue
and visualised by pressing a button. Runoff data
are easily screened by scrolling through years and
months.

When displaying water balance data, two
arbitrary variables may be compared with the help
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of a drop-down menu. Rates or fill levels of the
following quantities are available: interpolated
precipitation (with or without adjustment),
snowmelt, ice melt, snow water equivalent,
interception storage, plant available soil moisture
storage, upper runoff generation storage (unsatu-
rated zone), lower runoff generation storage
(saturated zone), water balance components,
evapotranspiration (potential and actual), intercep-
tion evaporation, soil evapotranspiration, surface
runoff, interflow, total baseflow (including its three
sub-components) and total runoff.

Additionally, statistics on model efficiency and on
flood estimation scores are available in the form of
tables and graphs. Like the hydrograph itself, these
can be exported to text or graphicfiles.

. | il 3l
Eifschndy rvsilty takie

HYDROGRAPH display of observed and simulated runoff in hourly resolution and efficiency table.

TEXT REFERENCES LITERATURE
- Hydrograph interpretation: Dyck S, Peschke G (1983): Grundlagen der Hydrologie. Berlin: Verlag fir
see Part lll, Chapter G Bauwesen.

- Efficiency scores:
see Part lll, Chapter F.4.9

- Sample output data:
see Part IV (PREVAH project)
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McCuen RH (1998): Hydrologic Analysis and Design. Upper Saddle River, NJ,
US: Prentice Hall.

Nash JE, Sutcliffe JV (1970): River flow forecasting through conceptual
models: Part | — a discussion of principles. Journal of Hydrology 10:282-290.
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5.2 Raster map display: WINGRID

PREVAH implements a binary file format for
saving maps to grid raster files. It is used for all
preprocessing inputs (see WINHRU and WINMET)
as well as for all spatially distributed model outputs.
These files are easily re-formatted for use with
commercial GIS and image-processing packages.

PREVAH offers straightforward tools to work with
the raster files, in particular for displaying
(WINGRID) and processing them (GRIDMATH).

WINGRID is used for quick visualisation, verifica-
tion and interpretation of PREVAH raster data. It
recognises and identifies 80 preprocessing and
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model file extensions and will handle any binary
PREVAH grid map. Besides various display
options (e.g. zoom, pan, scale, palette selection,
3D view), it also features a simple grid editor which
can e.g. be used to modify preprocessing input
data. The extent of the raster file is shown along
with elementary data statistics.

PREVAH raster data are exported to ESRI
ArcGIS and Clark Labs IDRISI import formats by
simply pressing a button, while a built-in screen
capture tool allows for the display to be exported to
a graphic editor or to a word-processing software.
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WINGRID main window with display of PREVAH raster data.

TEXT REFERENCES

- Raster map display:
see Part lll, Chapter H

- Raster map processing:
see Part lll, Chapter A
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5.3 Calibration visualiser: VIEWOPTIM

Despite being an automatic procedure,
PREVAH's iterative calibration needs to be
supervised. For doing so, the modelling system
contains a specific calibration visualiser tool:
VIEWOPTIM.

efficiency scores and a comparison of the curves of
simulated and observed discharge. Furthermore,
plausible behaviour of the model's conceptual
storage modules should be ensured. All of these
tasks may be performed using HYDROGRAPH.

VIEWOPTIM enables the user to track the course
of a calibration. As described above, PREVAH's
calibration scheme treats parameters pair-wise.
Consequently, VIEWOPTIM allows various
efficiency scores to be displayed for two parame-
ters at a time. This makes it possible to verify
whether the iterative process resulted in an
increase in efficiency stabilising at a high level.
Problems such as parameters reaching the chosen
calibration range are easily identified as well.
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clarifies the actual iterations computed by BTSSR
PREVAH, and a 3D display of the graphs enhances

ease of interpretation. Free parameters serve as interfaces between

reality and the model. Calibration means finding
model parameters which allow adequate
simulation of the catchment in question.

In addition to verifying the calibration course with
VIEWOPTIM, the calibration results should also be
verified in more depth. This concerns standard
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After running PREVAH's automatic calibration algorithm, VIEWOPTIM is used to display various efficiency
scores for the respective parameter pairs. This allows investigation of calibration plausibility and success.

TEXT REFERENCES LITERATURE

Nash JE, Sutcliffe JV (1970): River flow forecasting through conceptual

- Calibration procedure:
models: Part | — a discussion of principles. Journal of Hydrology 10:282—290.

see Part Il, Chapter 6

- Hydrograph interpretation:
see Part lll, Chapter G
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6 Selected Applications

6.1 High-resolution water balance for Switzerland

A simulation experiment with PREVAH involving
the entire area of Switzerland has been completed.
The experiment allowed the simulation of
evapotranspiration and natural runoff generation
for the 20-year period from 1981 to 2000. PREVAH
was fed with daily meteorological data, while the
spatial resolution was set to 500 x 500 m2. The
results were compared to previous data on the
natural water balance of Switzerland (see Table).

To quantify the spatial and temporal dynamics
and variability of the natural discharge regimes,
monthly Pardé coefficients were computed (see
Figure).

Typical alpine regimes show a distinct depend-
ence on elevation as a direct consequence of the
timing of the main snowmelt season and of rainfall.
At higher elevations, the regimes are governed by
both snowmelt (May to July) and, if glaciers are
present, melt from the ablation area of alpine
glaciers (July to September). Runoff generation
from glacierised areas accounts for about 7% of the
total runoff generation in Switzerland.

The results show that PREVAH is a reliable tool
for detailed hydrological studies in alpine environ-
ments. The map of the natural runoff regime of the
Swiss Alps allows for the analysis of both gauged
and ungauged areas and opens many possibilities
for studies dealing with the management of water
resources.

Selected maps and analyses have been pub-
lished in Version 2 of the Digital Atlas of Switzerland
(http://www.atlasderschweiz.ch).

TEXT REFERENCES
- Export of maps to GIS:
see Part lll, Chapter A
- Evapotranspiration:
see Part Il, Chapter 4.4
- Runoff generation:
see Part Il, Chapter 4.5

LITERATURE

Pfaundler M, Zappa M (2006): Die mittleren Abflisse tber die ganze Schweiz —
Ein optimierter Datensatz im 500x500 m’ Raster. Wasser, Energie, Luft
98(4):291-298.

Schédler B, Weingartner R (2002): The components of the natural water
balance 1961-1990. Hydrological Atlas of Switzerland, Plate 6.3. Berne:
Federal Office for the Environment.

Zappa M (2002): Multiple-Response Verification of a Distributed Hydrological

o t i : L
. ‘ﬁ;‘_f,-"' ¢ - pat
[ - N

PEH
e m = Pl ) ‘zﬁt‘
- L o
e S y
[ EFIET
Bl cm ,ﬂw

High-resolution spatial and temporal (monthly)
dynamics of the computed Pardé coefficients for
Switzerland, as an average for the 1981-2000
period. The monthly maps are arranged in
clockwise order, starting with January (top right).

Climate Unit P R ET DS
[mmy']  [mmy] [mmy] [mmey]
Wallis 1573 1276 344 -47
Ticino 1955 1479 476 0
Alpine Rhine 1435 1060 387 -13
Engadin 1199 942 290 -33
Alpine Aare 1771 1347 461 -37
Prealps 1946 1505 448 -7
Jura 1403 806 597 0
East plains 1265 654 608 3
West plains 1282 657 621 4
Switzerland 1981-2000 1518 1044 487 -13
Switzerland * 1961-1980 1481 961 513 7
Switzerland * 1961-1990 1458 991 469 -2

*Schidler & Bigler (1992), ° Schidler & Weingartner (2002)

Simulated mean annual water balance compo-
nents (P = precipitation, ET = evapotranspiration,
R = runoff, DS = storage change) within the 20-
year period from 1981 to 2000. Estimations from
other authors are indicated in italics.

Applications

Model at Different Spatial Scales. Ph.D. Thesis 14895, Institute for Atmosphe-
ric and Climate Science, ETH Zurich.
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6.2 Flood estimation in ungauged catchments of Switzerland

Successful flood protection requires sound
estimations of floods of various return periods, a
demand that is especially difficult to meet in
ungauged catchments. Experience shows that the
empirical methods used today still carry large
errors. Therefore, the approach of deterministic
long-term modelling is now adopted in Switzerland,
using the hydrological modelling system PREVAH
to simulate the discharge of a 20-year period in
hourly resolution. These simulations are then
analysed conventionally by means of extreme
value statistics, resulting in estimations for peak
discharge and flood discharge volume.

In order to enable the free model parameters to
be determined in catchments without gauge
records and therefore without any possibility for
calibration, a regionalisation module was devel-
oped (Viviroli, 2007). This was based on 140
mesoscale Swiss catchments (approx. 20-1000
km?2) which were successfully calibrated using the
semi-automatic calibration scheme included in
PREVAH. Additional flood-sensitive scores were
used to tweak modelled peak runoff values
(Viviroli, 2007). Regionalisation of the free model
parameters was then obtained through a combina-
tion of three approaches: Nearest Neighbour uses
a number of most similar catchments as donors for
model parameters, Kriging performs an interpola-
tion of parameters in space and Regression
establishes relations between model parameters
and independent catchment attributes.

Results show that this approach of long-term
simulation is indeed able to produce plausible flood
estimations for ungauged Swiss catchments. For a
100-year return period flood, the median error from
49 regionalised test catchments with long-term
gauge data is only -7%, while the error for half of
these catchments ranges between -30% and +8%.
This approach adds significant information to the
already existing methods and is suitable to comple-
ment and extend flood estimation procedures used
in Switzerland today.

TEXT REFERENCES

- Model calibration procedure:
see Part Il, Chapter 6

LITERATURE

Viviroli D (2007): Ein prozessorientiertes Modellsystem zur Ermittlung seltener
Hochwasserabflisse fiir ungemessene Einzugsgebiete der Schweiz.

140 mesoscale catchments in northern-alpine
Switzerland successfully calibrated for application
of PREVAH.
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6.3 Analysis of the August 2005 flood in Switzerland

In August 2005, a severe rainfall event caused
flood damage in the Swiss northern-alpine region,
with a damage total of about 3 billion Swiss Francs.
This devastating event once more showed the
vulnerability of structures built close to rivers and
lakes. An adequate knowledge of flood risk
therefore constitutes the most important prerequi-
site to minimise or prevent future damage.

Using the PREVAH, the effects of several
extreme advective rainfalls were analysed with
regard to flood generation in two regions with
complex topography. While the Bernese Oberland
(i.e. the Aare River catchment as far as Thun) was
directly affected by the August 2005 flood, the Sihl
River catchment was investigated on account of
highly flood-vulnerable infrastructure located in
Zurich. For this modelling task, both catchments
had to be divided into smaller sub-areas, of which
some could be calibrated and others had to be
regionalised before starting the investigation.

Extreme precipitation scenarios were designed
on the basis of three methodologies: (1) Spatial
transfer of precipitation events which have
occurred outside of the catchment under investiga-
tion and were moved to different locations within
the catchment; (2) Scaling of precipitation events
due to modification of precipitation intensity while
spatiotemporal distribution was retained
unchanged; (3) Historical extreme precipitation
events were temporally transferred and thus
combined with different boundary conditions.

After transformation of precipitation scenarios
into runoff, hydrographs (hourly resolution) are
available for further analysis. Flood events more
severe than the one of August 2005 have to be
expected for both Sihl-Zurich and Aare-Thun
catchments.

This analysis shows that model-based flood risk
estimation complements statistical estimation
methods, such as frequency analysis, as well as
simpler deterministic approaches. However, the
results call for prudential interpretation, because of
uncertainties related to the input data on the one
hand and the model system on the other hand.

TEXT REFERENCES

- Model calibration procedure:
see Part Il, Chapter 6

LITERATURE
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Flowchart showing the work flow: Generation of
precipitation scenarios, which are transformed
into hydrographs by PREVAH. Finally,
summarisation by comparison of maximum peak-
flow (HQ) and total flood discharge during the
investigation period (EV).

Schwanbeck J, Viviroli D, Weingartner R: Modellgestutzte Sensitivitatsanaly-
sen. Hegg C, Bezzola GR, eds. Ereignisanalyse Hochwasser 2005, Teil 2 —

Analyse von Prozessen, Massnahmen und Gefahrengrundlagen. Berne:
Federal Office for the Environment, forthcoming.

Viviroli D (2007): Ein prozessorientiertes Modellsystem zur Ermittlung seltener
Hochwasserabfliisse fir ungemessene Einzugsgebiete der Schweiz.
Geographica Bernensia G77. Berne: Institute of Geography, University of

Berne.
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6.4 Ensemble flood forecasting for large Swiss catchments

In both meteorological and hydrological forecast-
ing, long lead times are required for planning
appropriate measures in the case of flood occur-
rences. This in turn is inherently connected with an
increased uncertainty which cannot be accounted
for by deterministic forecasts. An attractive way of
addressing this issue is the use of probabilistic
forecasts driven by meteorological ensemble
prediction systems (EPSs), as the meteorological
input is considered to represent a main source of
uncertainty.

Several meteorological ensemble prediction
systems are operationally available at the global
scale, one of them being the ECMWF EPS with 51
members. The differences between the 51 fore-
casts forming the ensemble represent the initialis-
ation uncertainty of the meteorological model. The
output of the large-scale model is dynamically
downscaled by means of a limited area model, the
COSMO-LEPS (Marsigli et al., 2001). Owing to
high computational time requirements, it is not
feasible to downscale the full global ensemble in
everyday operational applications and therefore
only a subsample of 10 (16 since February 2006)
representative  ECMWF ensemble members
selected by cluster analysis is processed. The full
ensemble is available, though, for selected case
studies. With regard to PREVAH, six parameters
(temperature, precipitation, humidity, wind,

sunshine duration, global radiation) from each
member of this ensemble are used to drive the
hydrological model with hourly time steps. A
reference simulation (HREF) driven by meteoro-
logical observations serves to generate the initial
conditions of PREVAH.

The figure shown, a hindcast from 20 August
2005 at the Hagneck gauge (Aare), illustrates what
ideally would be expected from a probabilistic
forecast system: The observed runoff is captured
well by the interquartile range (IQR) of both the full
(HEPS51) and the reduced ensemble (HEPS10).
The HEPS10 IQR only slightly differs from the
HEPS51 IQR, which indicates a proper representa-
tion of the full ensemble. The spread of the ensem-
ble can also be interpreted as the uncertainty of a
deterministic simulation, given that the determinis-
tic and probabilistic runs are based on the same
model chain.

Established in meteorological sciences and for
operational meteorological forecasts, the ensem-
ble approach is now increasingly applied to
hydrological problems. Case studies of selected
extreme flood events such as spring 1999,
November 2002 (Verbunt et al., in press) and
August 2005 have shown the suitability of such
forecast systems to complement deterministic
forecasts.

mo— 1 =%  Hydrological hindcast,
2 1]3 I ]] mﬂmm]l‘]ﬂw ~ aE  starting on 20 August 2005
o il 1 = NE at Hagneck gauge (Aare).
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£ — runoff HEPS10 median; in addition, a
g i = HE";HEE:ETSHF'SE -\\—— e deterministic simulation
21 HEPS51 IQR - Ham (HALMO: black, only 72 h),
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and HREF (green). Spatially
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6.5 Flood forecasting in the Canton of Glarus, Switzerland

In 2004, the Swiss Federal Institute for Forest,
Snow and Landscape Research (WSL) and the
Swiss Federal Institute for Snow and Avalanche
Research (SLF) started developing an information
and early warning system for hydrological hazards
in small to medium-sized catchments (ranging from
1 to 500 km32). The system refers back to the
successful experience with the Swiss avalanche
warning system IFKIS (Briindl et al., 2004) and was
therefore named IFKIS-Hydro. An operational
version of PREVAH was developed (Zappa et al.,
2006) as part of an information system delivering
real time information; this allows decisions to be
made on emergency measures in small mountain-
ous catchments.

This operational version of PREVAH is embed-
ded in a complex system ensuring the real time flow
of the required meteorological information (see
Figure). PREVAH obtains real-time data from a
database operated at the SLF in Davos. This

database integrates information from different
observation networks: the Swissmetnet network of
MeteoSwiss (MCH), the IMIS network of SLF/WSL,
the hydrometric network of the Swiss Federal
Office for the Environment (FOEN), and other local
data sources. At the end of the operational model
run, the results (precipitation, runoff, snow water
equivalent, and others) are uploaded to a database
and can be accessed via a web platform (INFO-
MANAGER).

Furthermore, the metadata for running a 13-day
simulation are uploaded to a dedicated FTP server.
The end-user can access this server and use these
data to make local model runs with a specific
desktop version of PREVAH. This desktop version
enables the end-user to prepare tailor-made
forecasts and flood scenarios. The nowcasting
system is currently implemented for the Linth basin
up to the Mollis gauge (600 km?) in the Canton of
Glarus (Central Switzerland).

Realtime data
MCH/SLF/WSL/FOEN/...
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Work flow of the forecast model PREVAH, as implemented in the Canton of Glarus for real time runoff
nowcasting and forecasting. Screen shots of the IFKIS-Hydro web platform.

TEXT REFERENCES
- Data assimilation:
see Part Il, Chapter 3.4

- Interpolation:
see Part Il, Chapter 3.4.2
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6.6 Flood forecasting for the Yangtze River, China

The Changjiang (Yangtze) is the largest river in
the People's Republic of China, as well as one of
the biggestin the world. Inits catchment area, there
are abundant rainfalls with uneven distribution in
space and time. Floods mainly occur from April to
October following rainstorms. Flooding disasters
have been frequent.

PREVAH has been implemented as a flood
forecasting model in the framework of the
Changjiang Flood Forecasting Assistance Project
(2003-2007). This project aims to enhance the
flood-forecasting standard for the middle part of
Changjiang River. The project is assisted by the
Swiss government through the Swiss Agency for
Development and Cooperation (SDC), and by the
Changjiang Water Resources Commission
(CWRC). A know-how and technology transfer
from the Swiss partners to the CWRC collaborators
has been completed. This includes training of
CWRC staff in GIS, remote sensing and hydrologi-
cal modelling, as well as the installation of a

BETVAL TLOO NORDCAST WO RAR - () W Jappe FH

satellite receiving station together with the required
computer hardware and image-processing and
GIS software at CWRC in Wuhan (China).

PREVAH has been installed at CWRC for
estimating discharge from poorly gauged contribut-
ing areas of the Three Gorges dam reservoir
(56,000 kmz2, about 15,000 km?2 larger than
Switzerland). For operational forecasting, a set of
34 sub-basins has to be processed in a predefined
order, from the upstream headwaters to the last
sub-area, which includes the region close to
Yichang city. The processing chain also includes
automatic consideration of two inflows from large
upstream basins: the Yangtze River, upstream
from Chonggqing (basin of 866,559 km?2), and the
Wulong River (basin of 83,035 km?). PREVAH is
coupledinreal time to the database of CWRC (data
for nowcasting) and to the numerical weather
prediction (NWP) model MM5, which provides
operational 72-hour forecasts.

:l'u‘-*‘ﬁ
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Work flow of the forecast model PREVAH, as implemented in the Three Gorges Area (PR China).

TEXT REFERENCES

- Data assimilation:
see Part Il, Chapter 5
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6.7 Ensemble flood forecasting for MAP D-PHASE

Appropriate dispositions in the case of flood
occurrences require longer lead times in hydrologi-
cal forecasting. This in turn implies an increased
uncertainty which cannot be accounted for by a
deterministic simulation. The operational use of
(probabilistic) ensemble prediction systems
(EPSSs) to assess the level of uncertainty involved
in forecasting precipitation is an established
practice in the atmospheric modelling community.
In contrast, most hydrological forecasts rely on
input from deterministic atmospheric models or are
driven by observations alone. Setting up an
advanced hydrometeorological forecast system
capable of transferring the probabilistic information
and the related uncertainty from observations and
atmospheric EPSs into the hydrological models Data flow for running PREVAH on quasi-
used is one of the main goals of MAP D-PHASE operational mode during MAP D-PHASE.
(Demonstration of Probabilistic Hydrological and
Atmospheric Simulation of Flood Events in the
Alps). D-PHASE is an example of a research effort . PlE

which aims to demonstrate the potential of EPSs o A T
for improving the quality of forecasting heavy -5 ' ‘_J_,.:.,_,Iﬁ"» “\jfg i~
precipitation and related (flash) flood events in the J /l’ Y ol J
Alps. LI ) Sy ST
Within MAP D-PHASE, PREVAH has been set up R T f\ gy LT
k] -

as a quasi-operational system for ensemble 5 o WEEN
forecasts of river streamflow, covering the River e e gl
Ticino catchment as a study area. The model is fed
with data from an operational global atmospheric
EPS (ECMWF) which is dynamically downscaled
using a limited-area atmospheric EPS (COSMO-
LEPS). From the 51 ECMWF/COSMO-LEPS
ensemble members available, a sub-sample of 16
representative members is used to produce daily
forecasts with arange of 120 h.

i 31,

The application of this model framework in MAP
D-PHASE aims at demonstrating the potential of
hydrological EPSs while exploring their strengths
and weaknesses. In order to provide reference
values, PREVAH is also operated with three
deterministic numerical weather prediction models ;
(COSMO-7, COSMO-2 and MM5). -

Operational ensemble streamflow forecasts for
the Ticino basin as far as Bellinzona (May 2007).
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1. Introduction

A sound simulation of hydrological processes at catchment scale requires the devel opment and application of
physically congruous hydrological models, including careful parameterisation, calibration and evaluation
(Gurtz et a., 2003; Refsgaard, 1997; Uhlenbrook and Leibundgut, 2002). In the past decade, spatially dis-
tributed modelling became an established tool for studying both the components and the possible changes of
the hydrological cycle. Beven (2000) gives a thorough review on the evolution of rainfal-runoff models.
Hydrological models were first idealised in distributed configuration in the early 20's (Ross, 1921). The de-
velopment of the unit hydrograph method (Sherman, 1932) as well as early works on the investigation and
calculation of key processes like effective rainfall, saturation excess and infiltration capacity (Horton, 1933)
were among the principles leading to the development of more advanced modelling packages as summarised
in the blueprint for physically-based hydrological simulations proposed by Freeze and Harlan (1969). An
important result of the development was the first easily usable hydrologica " Stanford Watershed Model V"
(Crawford and Lindley, 1966). Further model developments — alongside the progress in computer sciences —
can be considered as the turning point towards the transition to spatial and temporal distributed modelling
approaches (Bergstrom, 1976 and 1992; Beven and Kirkby, 1979; Ross et al., 1979; Abbott et al., 1986a and
1986b; Singh, 1995). The configuration and structure of developed hydrological models depends on the
modelling task and the strong relationship between these tasks and the used temporal and spatial scale (see
Figure 1-1 and 1-2; Klemes, 1990).

Mountainous catchments, in particular, are characterised by highly variable morphology, soil and vegetation
types and by pronounced temporal and spatial variations of the climatic elements (Klemes, 1990; Gurtz et al.,
1999). Mountain discharge regimes depend, according to location and elevation of the watersheds, on glacial
melt, snowmelt, rainfall and their spatial and temporal superposition. The quality of the hydrological simula-
tions depends on how well the available models are able to describe and accurately represent the heterogene-
ity of such hydrological systems at the different spatial and temporal scales (Figure 1-2, see also Bldschl and
Sivapalan, 1995; Zappa, 2002).

The availability of geographic information systems (GIS) and digital elevation models (DEM), the improved
reliability, precision and resolution of meteorological and hydrological networks and the availability of re-
motely sensed data alowed the development and application of spatially distributed hydrological models
within mountainous landscapes (Gurtz et al., 1999) and their calibration and evaluation with respect to ob-
served time series and spatial patterns of hydro-meteorological variables. The development of the distributed
hydrological catchment models PREVAH (Precipitation-Runoff-Evapotranspiration-Hydrotope model; Gurtz
et a., 1997a, 1999 and 2003; Zappa et a., 2003) and WaSIM-ETH (Wasserhaushalts-Simulations-Modell,
Schullaand Jasper 2000; Klok et a., 2001; Verbunt et al., 2003) has been initiated to allow the application of
such new knowledge for mountain hydrology in Switzerland and other basins of the world.

WaSIM-ETH is a model relying on a very solid physically based formulation of the hydrological processes
describing the water fluxes within a mountainous watershed. WaSIM-ETH spatial discretisation is based on
grids with regular mesh sizes. The entire fluxes are computed for each time step for each grid within the
modelled domain. This makes of WaSiM-ETH a computationally highly demanding model.

To allow for more flexibility, and in order to make reliable research with a reduced need of computational
resources, a simpler distributed model was needed. PREV AH is such a model. To reduce the computational
time, three solutions are implemented:

— The gpatial discretisation relies on the Hydrological Response Units (HRU) approach.

— Theformulation of the relevant processes is simplified and some agorithms are related to more concep-
tual approaches.

— Therequired meteorological information is processed only once and assimilated from tables during each
simulation.

In the new century, the computational core of PREVAH has been steadily integrated with new components
and tools that allow for a user friendly application of the model. Currently, PREVAH has grown into a fully
functional modelling system able to manage all the work needed for its application. Tools are available for
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the preprocessing management and interpolation of the required meteorological information. Tools are also
available for the transformation, parameterisation and preprocessing of the physiogeographical spatial infor-
mation. An in-built-calibration routine reduces the need of knowledge of the model structure and sensitivities
during the process of calibration. Monte Carlo model runs can be started in order to obtain estimates of pa-
rameter uncertainties. Finally, tools have been developed to visualise the output of the model (grids, tables
and output of the calibration module). These features have improved the usability of PREVAH and support
new users in their first experiences with our model.

This document should provide the basis for comprehension of the content and computational structure of the
hydrological catchment model system PREVAH, its parameterisation, calibration and verification, as well as
its use for simulation and prediction.

Firstly, a general overview of the elementary structure of the PREVAH model is given in Chapter 2. The
preparation of a model application, including preprocessing and parameterisation of spatial data, is described
in Chapter 3, along with the respective tools available. Subsequently, the theoretical basis of the model and
its modules are explained, describing the specific hydrological processes considered (Chapter 4). The possi-
bilities for processing hydrological data are presented in Chapter 5. A successful application of the model for
a specific catchment area requires a thorough calibration and validation, whereon Chapter 6 addresses. All in
all, this document is intended to enable the reader to understand and use the complex model system
PREVAH for solving a given problem in a most efficient way.

Figure 1-1: Complexity of the hydrological system Alps at different spatial scales. From top left clockwise: a
meteorological tower in an alpine valley, an infrared airborne picture of the 3.3 km’ hydrological research
catchment Rietholzbach, the lysimeter site within the Rietholzbach catchment, a picture of the high alpine
valley Dischma, a picture of the partly glaciated catchment of the Rosegbach and a processed satellite shot of
the snow cover distribution in Switzerland (Zappa, 2002).
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based on a concept of Becker and Nemec, 1987).
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2. Basic structure of PREVAH

The heterogeneous character of mountainous areas requires a relatively detailed areal distributed description
of the hydrological system and its spatial distributed application. The hydrological catchment model
PREVAH (Precipitation-Runoff-Evapotranspiration-Hydrotope model) uses parameters which are based, as
far as possible, on physical principles (Gurtz et al., 1997a). The spatial distributed model application is based
on the concept of use Hydrological Response Units HRU (Fliigel, 1995; Zappa, 2002). The preprocessing of
digital information for distributed hydrological models requires the use of GIS-packages. The procedure
includes the topographical analysis of the investigated catchments based on a DEM, the aggregation of the
land-use classes to hydrologically relevant land-use classes and the parameterisation of the soil properties
from digital maps of soil types. Grid based models assimilate the spatial information directly from the grids
during model initialisation and apply it for the simulation of the hydrological cycle. HRU-models (Ross et
al., 1979; Fliigel, 1997; Kouwen et al., 1993) require a further step in the preprocessing since the spatial in-
formation has first to be aggregated into HRUs. The most important rules for generating HRUs consist of
assigning all the grid elements located in the same meteorological sub-unit to a HRU (e.g. the same range of
elevation), as well as showing similar aspect, using the same land-use classification and similar soil proper-
ties and, eventually, having the same position with respect to the mass balance equilibrium line of a glacier
(Zappa, 1999; Zappa, 2002). The HRU-specific spatial information is stored in a table and assimilated by
PREVAH during the model initialisation. The HRU size is smaller where the ensemble of the characteristics
of the soils, land surface and topography shows higher spatial variability. Each HRU, and consequently, each
grid cell, must be provided with a set of parameters based on information derived from the DEM, from soil
maps (plant-available soil field capacity, soil depth, hydraulic conductivity) and from digital maps of land-
use and land surface characteristics. The model core consists of several subsystems (Figures 2-1 and 2-2).

— A snow model

— A glacier model

— An interception model

— A model of soil water storage and depletion by evapotranspiration
— A runoff generation model

— A discharge concentration and a flood-routing model

The snow model describing the accumulation and melting of the snow cover relies on the combination of a
temperature index (Braun, 1985) and an energy balance approach (Anderson, 1973), distinguishing radiation-
dependent melt in periods without precipitation and advectively induced ablation periods. Retention and
freezing of liquid water within the snow cover is also taken into account.

The glacier model is based on a distributed temperature-index ice-melt model including potential direct solar
radiation, which can also be used for snow-melt modelling (Hock, 1999; Klok et al., 2001; Zappa et al.,
2003; Verbunt et al., 2003).

Snowmelt can also be computed by adopting the algorithms physically based snowmelt model ESCIMO
(Zappa et al., 2003).

The interception model considers variations in interception storage as a function of vegetation type, includ-
ing vegetation density (leaf area index, LAI) and the extent of the vegetation cover. Evaporation of inter-
cepted water occurs from plant-covered surfaces at potential rate as long as the reservoir contains sufficient
humidity. The surface depression storage capacity of rocky soils and urban areas is also defined for the cal-
culation of direct evaporation.

Particular attention was paid to evaluating evapotranspiration. Potential evapotranspiration is calculated fol-
lowing equations by Penman, Penman-Monteith (Penman, 1948; Penman, 1956) and others. The adjustment
to different surface characteristics (i.e. land-use types) is done by varying the albedo. The calculation of ac-
tual evapotranspiration is based on the direct relation to the available moisture at the land surface and in soil
depending on the soil characteristics. In the case of applying the Penman-Monteith equation (Monteith,
1965), the actual evapotranspiration can be estimated by using temporally changing minimum stomatal re-
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sistances for the various vegetation classes (Gurtz et al., 1999). In case of a large soil moisture deficit, the
stomatal resistance is decreased depending on soil moisture ranging below a given threshold. The computa-
tions of evapotranspiration require the availability of different meteorological input variables. The amount of
net radiation is site-adjusted and determined as a function of exposure, slope and albedo of the relevant sur-
face. Further, the temperature is adapted according to the local topographical characteristics.

In the case that only a limited number of meteorological variables are available, PREVAH also offers the
opportunity of computing potential evapotranspiration. The formulations of Turc/Ivanov, Wendling and
Hamon are implemented (Zappa, 2002; Zappa and Gurtz, 2003).

The important link between the loss of water by evapotranspiration and by runoff is provided through the
plant-available water content in the aeration zone of the soil. The respective storage capacity is determined
by the soil depth available for the roots and the plant-available field capacity of the soil. Specific rules have
been developed for rocky surfaces, bare surfaces, urban surfaces and wet areas. In these cases, the actual
evapotranspiration is assumed to be the potential Penman evaporation depending on the moisture available in
soils and/or in surface depression storages.

Input to the soil water reservoir and runoff storages are calculated in a spatially distributed manner as a
function of soil moisture content and soil characteristics of different HRUs. The sub-models for runoff for-
mation originate in an ETH-version of the HBV-model (Bergstrom, 1976; Jensen, 1986) but have been
strongly modified and adapted to the HRU-based spatially distributed modelling of runoff formation. In the
runoff reservoirs of the model, three runoff components are distinguished: quick surface runoff, interflow
(delayed runoff) and groundwater flow (baseflow). In detail, there are two groundwater storages representing
a fast and a more delayed baseflow component, respectively (Gurtz et al., 2003). Each runoff component is
governed by the corresponding specific storage time which holds valid for the whole sub-catchment. The
percolation into the baseflow storages is calculated depending on soil conductivity and moisture content of
the upper storages. Flood-routing is based on the combination of linear storages and translation components.

To represent the high dynamics typical for runoff formation processes in mountainous regions, a one-hour
time interval is recommended. PREVAH always run at an internal time step of one hour. Depending on the
choice of the evapotranspiration scheme, up to six meteorological input variables are required:

—  Precipitation [mm per time step]

— Air temperature [°C], corrected for slope and aspect

—  Global radiation [W m™], corrected for slope and aspect
— Relative sunshine duration [-]

—  Wind speed [m s']

— Relative air humidity [-] or water vapour pressure [hPa]

If only daily values of the meteorological elements are available, 24 identical values are assumed for every
hour in the case of air temperature, wind speed, water vapour pressure and relative humidity; precipitation is
divided into 24 identical values which sum up to the observed daily total. Daily values of global radiation are
subdivided between sunrise and sunset according to the calculated potential clear-sky direct radiation
(Schulla, 1997; Hock, 1999).

This assumption of uniform precipitation intensity and air temperature may principally affect the accuracy of
the simulation of snow accumulation, snowmelt and runoff-generation. Zappa and Gurtz (2003) discuss this
problem in the case of plot-scale simulations of soil moisture and evapotranspiration and conclude that the
underestimation of the rain intensities leads to systematic errors in the computation of the soil water content
but has a reduced effect on the estimation of daily evapotranspiration rates.

Interpolation is necessary if the data available do not completely cover the domain of interest. In this case, it
is used for conversion of the data from sets of sample points, e.g. measured values from rainfall stations, to a
discretised, continuous surface. The rationale behind spatial interpolation and extrapolation is the very com-
mon observation that, on average, values at points close together in space are more likely to be similar than
points further apart (Sonderegger, 2004).
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Interpolation methods are distinguished between exact and inexact interpolators. An interpolation method
that predicts a value of an attribute at a sample point which is identical to that measured is called an exact
interpolator. All other interpolation methods are inexact interpolators. The ideal situations are the exact in-
terpolators, because it is only at the data points that we have direct knowledge of the attribute in question
Inverse distance weighting (IDW) detrended IDW, ordinary kriging (OK) and detrended OK are exact inter-
polators, but elevation dependent regression is an inexact interpolator (Sonderegger, 2004). All these inter-
polation techniques are implemented in the preprocessing tools of the PREVAH modelling system and are
available for generating the meteorological tables that are required to feed the model core.

The application of PREVAH requires thorough calibration and verification. The most sensitive tuneable
parameters are the adjustment factors for scaling snowfall and rainfall (Zappa, 2002), the parameters of the
snowmelt module (Zappa et al., 2003), the non-linearity factor controlling the soil moisture recharge (Zappa
and Gurtz, 2003) and the parameters of the runoff generation module (Gurtz et al., 2003). In the case of gla-
ciated basins, two additional parameters controlling the melt of glaciated areas are introduced and require
calibration (Klok et al., 2001).

PREVAH can be calibrated manually. Model output is compared with observed values and evaluated by
means of objective statistical criteria (Nash and Sutcliffe, 1970; Legates and McCabe, 1999). A graphical
comparison between observations and simulations can be made in the calibration phase as an additional sub-
jective assessment of model performance. Several hydrometeorological variables may be considered for
manual model calibration and verification.

The in-built supervised automatic calibration procedure relies on the maximisation of an index of agreement
based on nine different scores derived by comparing observed and simulated discharges (Sonderegger, 2004;
Verbunt et al., 2006). A total of about 200 model runs is needed to calibrate PREVAH. The result of all
model runs provides information on parameter sensitivity and related uncertainties (Zappa and Kan, 2007).
The same index of agreement can be used to sort a series of Monte Carlo model runs, where the parameters
requiring calibration are varied randomly. For this kind of analysis, thousands of model runs are required.
The computing time for such analyses for a standard medium-size basin is of the order of 3 to 4 weeks.
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Figure 2-1: Schematic of the hydrological model core of
PREVAH.
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PARAMETERS

Precipitation

Precipitation adjustment for rain [%)]
Precipitation adjustment for snow [%]
Threshold temperature rain-snow [°C]
Transition temperature range rain-snow [°C]

Snowmelt

Threshold temperature snowmelt [°C]

Coefficient for re-freezing [-]

Minimum temperature melt factor for snow [mm d-* K]
Maximum temperature melt factor for snow [mm d-1 K]
Constant radiation melt factor snow [mm h-1 K-1 W m?]

Icemelt (glaciated catchments only)
Constant temperature melt factor for ice [mm d1 K]
Constant radiation melt factor for ice [nm h K1 W1 m?]

Soil moisture recharge
Non-linearity parameter for infiltration module [-]

Runoff formation

Storage time for surface runoff [h]

Storage time for interflow [h]

Threshold for quick runoff formation [mm]
Percolation rate [mm h]

Storage time for quick baseflow [h]

Maximal content of the quick baseflow storage [mm]
Storage time for slow baseflow [h]

STORAGE MODULES

Snow storage [mm]

Interception storage [mm]

Soil moisture storage [mm]

Upper zone (unsaturated) runoff storage [mm]
Lower zone (saturated) runoff storages [mm]

FLUXES

Evaporation from interception storage [mm h]
Evapotranspiration from soil moisture storage [mm h-1]
Quick runoff (surface runoff) [mm h-]

Delayed runoff (interflow) [mm h-]

Slow runoff (baseflow) [mm h-]

Total runoff [mm h]
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system linked to the specific tasks in the preprocessing and postprocessing of PREVAH.
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3.  Preprocessing of spatial information

Two methods are most commonly adopted for the spatial discretisation of a watershed (Singh, 1997): the
grid-oriented approach and the response units approach (Ross et al., 1979; Moore et al., 1993). Grid-oriented
hydrological models (Abbott et al., 1986a and 1986b; Klok et al., 2001) assimilate the spatial information for
cell-by-cell simulations from grids with a prescribed spacing. Response units based models (Fliigel, 1995
and 1997; Gurtz et al., 1999; Becker and Braun, 1999) rely on a physiographically-oriented discretisation of
the investigated domain into irregular-shaped hydrologically similar areas as determined by the ensemble of
the soils, land surface and topographic characteristics. The needed spatial information can be assimilated
from a database consisting of: a digital elevation model (DEM), a land use map and soil maps.

The basic concept of the spatial distribution used in hydrological models is the subdivision of the model do-
main into a regularly spaced grid. This is a very effective subdivision for computational purposes. Further,
the development and application of such a model is relatively easy because of the broadly available data-
bases in gridded formats like digital elevation models and images from remote sensing devices. Compared to
other methods, e.g. a subdivision into triangles, a disadvantage of a regular grid is the inflexibility in fol-
lowing small but important landscape features like river beds, valleys or ridges.

The preprocessing of the spatial digital information includes a complete topographic analysis (determination
of slope, aspect, elevation zones, digital river network and other topographic characteristics), the possibility
of summarising the land use classes to hydrological relevant classes and of assigning the parameterisation of
the soil properties from the map of soil types.

3.1  Model requirements

Physiogeographical data are usually temporally constant, spatially distributed data describing the properties
of the basin. Most of the spatial data can be derived from three basic data sets:

— The digital elevation model (DEM)
— The land use data
— The soil type data (e.g. FAO Soil classes)

DEMs and land use data are relatively exact and high resolution data whereas the soil types with their related
soil properties are only more ore less rough estimates. For a full functionality, the PREVAH modelling sys-
tem needs at least these three aforementioned data. Most of the other data sets can be derived from these
grids during the preprocessing with WINHRU (see separate documentation). If, for each of the 3 basic data
sets, a specific spatial resolution would be used, the data sets could be combined only after a resample of all
data. This should be completed using a geographical information system GIS or similar software during the
preprocessing. For all the tools of our modelling system, it is imperative that all grids are in the same format
(same number of columns and rows, same co-ordinates, same cell spacing, same NoData value). The spatial
resolution of the model grids must be chosen depending on the modelled basin. Typically, mountainous ba-
sins require a finer resolution than low land basins. In the case of catchments with an area ranging between
10 and 500 km?, the critical resolution for a sound simulation of the discharge from mountainous environ-
ments is 500x500 m* (Figure 3.1-1). The resolution depends also on the computer's capacity of installed
memory and processor performance.
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Figure 3.1-1: Visualisation of the critical grid size B as a function of the catchment area o. A grid size below
the value indicated by the computed regression (thick grey line) indicates an increase of computational time
without increase of model ability (from Zappa, 2002). A grid size above the value diagnosed by the proposed
log-log regression may cause a significant reduction in ability in the simulation of hydrological processes
within the investigated catchment. The dark grey area indicates the recommended grid size proposed by
Fekete et al. (2001). The black area represents the range of grid sizes adopted by Haddeland et al. (2002) for
the simulation of the discharge from two macroscale basins.

3.1.1 Digital elevation model

One of the most important data sets for using hydrological models is a digital elevation model (DEM), espe-
cially when applying the model to mountainous regions. The DEM can be used to calculate a number of de-
rived data sets, such as local slope and aspect. It is also useful to determine some important hydrological
information by using this derived information. These include, for example, flow directions, flow accumula-
tions (for a specific catchment area), the river network and the sub-basin structure. It is also possible to cal-
culate topographic shading and sky view factors for parameterising radiation sensitive models. The DOS
program TANALYS (Schulla, 1997) performs a complex analysis of the DEM. The data sets are generated
in a series of steps, as shown in Figure 3.1-2.

Only the shaded data sets are essential for the hydrological model PREVAH. Aspect and slope are required
for the radiation correction, temperature modification, and the characterisation of hydrological response
units.

Slope, aspect and curvatures are determined using the algorithms given by e.g. Binley and Beven (1993) or
Tarboton et al. (1993). A 3 x 3 moving window is used to construct a 2™*-order parabolic surface fitting the 9
points. For each of the 9 points, Equation (3.1-1) holds:

z=Ax*y> +Bx’y+ Cxy> + Dx* + Ey* + Fxy+ Gx + Hy + 1 (3.1-1)
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Figure 3.1-2: Topographic analysis of a digital elevation model by TANALYS. Arrows are indicators that a
data set can only be generated if the arrow source already exists.

If local co-ordinates are used with (1, 1) in the upper left cell, and if the distance between the points is nor-
malised and set to L=1 (which is allowed for quadratic grid cells), it is easy to derive a solution of the linear

equation system (co-ordinates X, y 3 {1, 2, 3}). The coefficients 4 to / are then given by:

I=z,,

H=(z,, = 2,3)/(2L)

G=(z;, —2,)(2L) x=1 x=2 x=3

F=(=z 423 +25 =23, )/(4L%) Y=l zir | 212|213

E=[(zy, +255)/2 = 25, J/L? v=2|z21 | 222 | 225  (3.1-2)
D=[(z,, +25,)/2—z,, J/L? v=3| 231 | 232 | 233

C=[(—z,, =25 +23;, +233)/4+(z), _Z3,2)/2]/L3
B=[(z\) + 23, =215 —233)/4— (2, _22,3)/2]/]43

A=[(zy) + 215+ 23, +253)/4— (21, + 2, + 2,3 +Z3,2)/2+Zz,2]/L4
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Some local parameters can by derived directly from these parameters by:

slope angle ﬁ = arctan(\/ G*+H? j (3.1-3)

aspect angle Q =180 - arctan (H/G) + 90(G/|G]) (3.1-4)
profile-curvature 0=-2(DG* + EH* + FGH)/(G* + H?) (3.1-5)
plan-curvature w=2DH* + EG* — FGH)/(G* + H?) (3.1-6)
total curvature x=w—9p=2E+2D (3.1-7)

Flow directions are determined from the steepest slope observed in the maximum 8 neighbouring cells. Flow
is allowed into only one of these cells. Artefacts like sinks or flat areas, which may be the result of generat-
ing the elevation model, but can also be real, natural sinks, e.g. in karst regions, are filled iteratively. Sinks
are removed by finding the lowest point of all points outside but connected to the border of the sink which
has a higher elevation than the sink itself. This elevation is then used to replace the value for all cells within
the sink. If, after filling all boundary cells of the sink, which has grown by at least one cell, there is still no
gradient to the outside of the sink, the filling is redone, now looking for the next higher elevation of the sur-
rounding cells. This is completed iteratively until at least one cell of the (usually now much larger) sink has a
flow gradient to the sink's outer side or until the growing sink reaches a NoData value or the boundary of the
grid, which are both handled as pour points. Then, the sink has become a "flat region". Now, the flow direc-
tions within the flat regions are directed to the one or more pour points in an iterative way starting at the pour
points and looking for undefined flow directions in their neighbourhood.

After calculating the flow directions and filling the sinks, the flow accumulation can be calculated. Flow
accumulation is the catchment area for each grid cell in units of grid cells draining directly or indirectly
through each cell. The accumulation is completed by following the flow directions of each cell until the grid
boundary or a NoData value have been reached and summing up the number of touched cells. The result
includes the cell itself, so the cells at the catchment boundary already have a flow accumulation value of 1 to
avoid errors e.g. in calculating the topographic index. For calculating the topographic index, the flow accu-
mulation value should be scaled by the cell size, in order to obtain grid scale independent results.

By setting a threshold for the flow accumulation, the river network can be extracted as a first approximation.
The extraction of river networks is a rather complicated task; see e.g. Tarboton et al. (1993). The river net-
work is used together with the flow direction grid to determine the flow orders after Strahler (1952) and to
identify each river link with a river link number.

If the extracted stream network still shows artefacts like parallel rivers in neighbouring grid cells, these arte-
facts can be removed by applying a flow direction correction algorithm. This is also an iterative task. In a
first step, rivers of Strahler order 1 are checked (head waters). If they are flowing alongside a river of higher
order or alongside a river of the same order but with a larger catchment and if there is at maximum of 1 no-
river grid cell between the rivers (which must have an elevation less or equal to the lower of the river cells),
then the smaller river's flow direction is redirected by 45° to the larger river. After processing the entire grid,
the same procedure is completed for rivers of Strahler order 2 and then for rivers of Strahler order 3. Then,
the correction is completed again for rivers of Strahler order 1 and 2, respectively, in order to correct new
artefacts which may have been introduced by the correction of higher order flow directions. After each single
correction step, a recalculation of the flow accumulations, river network and Strahler orders has to be per-
formed.
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Figure 3.1-3: Flow direction correction at mouths.

A further correction may be necessary if grid cells drain between the mouthing points of two rivers directly
into the higher order river. In this case, a redirection of flow directions has to be performed. Figure 3.1-3
shows the principle of this correction. Without this correction, the sub-basin for a river of order 2 would
extend upstream between the catchments of the mouthing rivers of order 1. This is an artefact which does not
reflect reality. Therefore, the flow direction of the last in-between-grid-cell is redirected to the last cell of the
nearest or, if both mouthing rivers have the same distance to the redirected cell, to the larger river.

By separating rivers of order 2 and higher or order 3 and higher and so on, the stream network can be limited
to rivers of a given minimum order (or corresponding catchment area). The separated rivers are newly num-
bered and then the mouths are determined, where these rivers are flowing to higher order rivers. Mouthing
points are the last grid cells of a river when observing it in flow direction (Figure 3.1-3).

Sub-catchments are delineated using the mouthing points or any other pour points given in separate grids,
e.g. locations of gauging stations as numbered grid cell codes in a pour point grid. The flow times for cross-
ing the grid cells are now also summed for each cell until the next pour point is reached. Grid cells which are
part of a routing channel are coded with the number of the largest of its tributaries.

The soil-topographic index (77) is determined using the local catchment area a, the local transmissivity 7g
and the local slope angle/.
a

T = In — (3.1-8)
T, tan p

Since it is very difficult to obtain spatially distributed information on the thickness of an aquifer, we ap-
proximate the transmissivity through the hydraulic conductivity. In opposition to the usual definition of the
soil topographic index, « is the local catchment, not the local specific catchment (this is a program restric-
tion). In order to compare our topographic index results to the topographic indices of other software develop-
ers, the value In (cellsize) must be subtracted from all grid cells. The hydraulic-topographic index is not in-
fluenced by the transmissivity; in this case, a grid with constant cell values of 0.001 is used for T,.

3.1.2 Land use - land cover map

The land use is a key physiographical property for spatially distributed application of hydrological models.
Remote sensing platforms are fundamental for the large scale detection of the spatial distribution of different
land use types. Land use (or land cover) can be determined by digitalisation, analysis and interpretation of
remotely sensed images. A short definition of land use and land cover is:

Land cover:

Land cover is defined as the observed physical cover including the vegetation (natural or planted) and human
constructions which cover the earth's surface. Water, ice, bare rock or sand surfaces count as land cover.
Changes in land cover drive changes in the climatic system and are affected by climate change either directly
or indirectly through human response. Land cover determines water, energy, and trace gas balances.
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Land use:

Land use is based on the function of the land, i.e. the purpose for which the land is being used. Thus, a land
use can be defined as a series of activities undertaken to produce one or more goods or services. A given land
use may take place on one or more pieces of land and several land uses may occur on the same piece of land.

Land use is needed by PREVAH for the a priori parameterisation of vegetation specific parameters, which
are linked to several processes of the hydrological cycle.

Surface roughness: Roughness is a vegetation and topographical, structural variable and is important in
models since it is used to calculate wind effects on evapotranspiration, which effects the rate of moisture
transfer from the vegetation to the atmosphere. Hence, atmospheric and hydrological models require ac-
curate estimates of surface roughness. For the same reason, hydrological models require the accurate es-
timation of the vegetation-atmosphere linkage. The surface roughness shows minimal temporal varia-
tion. Only meadows and crops show a seasonal course. The average height of the different types of
vegetation is assumed as the index for the surface roughness. The surface roughness of forests, rocky ar-
eas, urban areas and water bodies must also be estimated.

Minimal stomata resistances: Water evaporates at cell surfaces inside the leaves. A prerequisite for this
evaporation is that the air inside the stomata cavities is released to the ambient air outside the leaves. The
stomata regulate this pathway to the atmosphere. During the night, stomata are closed and transpiration
is practically zero. However, as solar radiation falls on the leaves after sunrise, chemical processes take
place in the stomata guard cells and the stomata open. The efficiency by which the driving force (the va-
pour pressure difference) moves water vapour molecules out of the leaves depends on the degree of sto-
mata opening. This efficiency is expressed as a stomatal resistance (a resistance is the reciprocal of the
conductance; see Figure 3.1-4). As the solar radiation increases, the resistance decreases. The stomatal
resistance of the whole canopy, i.e. the stomata resistance expressed per unit of soil surface, also depends
on the number of stomata, which is in turn related to the leaf area. Since the resistances are coupled in
parallel, the stomata resistance of the canopy decreases with leaf area index (LAI). The stomata resis-
tance is a parameter which has to be estimated for each class of vegetation. Its value is strongly related to
the physiological and biological characteristic of a specific type of vegetation. This specific parameter of
vegetated surfaces is related to the reaction of stomata on changes in the available moisture content in
the soil. The closure of stomata causes a reduction in transpiration, and therefore a limitation in potential
evapotranspiration. Stomata resistances increase during dry periods and are equal to the defined minima
if enough water is available for transpiration. Increased stomata resistances cause a limitation in actual
evapotranspiration, as compared to the potential value.

| caniferous forests

Deciduous forests
Miced forests

— Pasiure

—Vegelables

—— Alpine vegetation
Algine meadaw

—— Bare soll vegetation

Figure 3.1-4: Monthly changing parameterisation of the minimal stomatal resistances for different standard

land use categories of PREVAH.

Root depth: The root depth is defined as the vertical distance from the soil surface up to which 95% of
all plant roots are found. Data of rooting depth are important to properly quantify interactions between
the climate, soil and plants, as root growth is very sensitive to climate change and soil properties (espe-
cially moisture). The soil moisture content available for evapotranspiration is controlled by the actual
saturation of the soil and structure of the soil’s root zone. The parameter "root depth" is adopted by
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PREVAH for the estimation of the depth of the soil horizon that is involved in the exchange processes
between soil, vegetation and atmosphere. The plant available soil moisture capacity, soil depth and root
depth are used to determine the maximal depth of the water column, which the soil can store as soil
moisture and that the vegetation can assimilate through the roots. The root depth has to be estimated and
assigned for each class of vegetation.

— Leaf Area Index (LAI) and vegetation density: The seasonal cycle of vegetated surfaces can be well de-
scribed through two seasonally varying parameters: LAI and the density of the vegetation. In this way, it
is possible to capture the different phenological behaviour of the different classes of vegetation. LAI (see
Figure 3.1-5) is the total area of leaves in relationship to the ground below them. LAI describes a funda-
mental property of the plant canopy in its interaction with the atmosphere, especially concerning radia-
tion, energy, momentum, and gas exchange. Leaf area plays a key role in the absorption of radiation, in
the deposition of photosynthates during the diurnal and seasonal cycles, and in the pathways and rates of
biogeochemical cycling within the canopy-soil system. Various soil-vegetation-atmosphere models and
hydrological models use LAI. Globally, it varies from less than 1 to above 10 but there is also significant
variation within biomes at regional, landscape and local levels. Coniferous forests have high LAI and
vegetation density throughout the year. Deciduous forests have a much lower LAI in winter when com-
pared to the summer-half-year. The main hydrological processes related to seasonal development of
these vegetation specific parameters are interception and evapotranspiration. Higher LAI means higher
water storage capacity on leaves, which determines a higher potential for interception evaporation in the
seasons with higher LAI.

8.0+ —

— Lirban areas

— Coniferous farests
| Dwciduous farests
\ Mixed forests.
70 — Cereals
Pasture
—Wggelsbles
oo | —— Alping vegelation
| —— Adpine moadow
5.04 . Bare 50l vagelation

.04

304

204

Figure 3.1-5: Monthly changing parameterisation of the leaf area index for different standard land use cate-
gories of PREVAH.
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Figure 3.1-6: Monthly changing parameterisation of the vegetation density for different standard land use
categories of PREVAH.

— Albedo: Albedo is the fraction of radiation that is reflected by the earth's surface. Surface albedo is fun-

damental to the surface energy balance, as it is the ratio of the downwelling to upwelling short-wave ra-
diative fluxes at the earth's surface. Surface albedo and clouds are two of the most important parameters
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modulating the earth's climate, especially over land. Although it does not change temporally as signifi-
cantly as clouds, surface albedo undergoes considerable variation over space, and shows strong seasonal
cycles and inter-annual variability. Surface albedo data have been obtained from in situ observations and
space-borne measurements by means of remote-sensing techniques. The former are site-specific as they
usually represent very small areas but have high temporal resolution, whereas the opposite is true for the
latter. Therefore, the two types of measurements are complementary. Albedo is a key parameter for
modellers and analysts concerned with climate, weather, ecosystem and hydrological issues. During
short time periods, albedo can show an important dependence on weathering and air temperature. Snow-
fall causes a large increase in albedo (the albedo of fresh snow is 0.8-0.9). Snow albedo leads to reduced
energy reaching the surface. This reduces evapotranspiration. The hydrological model must be able to
update the albedo at the surface after snowfall events.

—  Soil heat flux: Soil heat flux is the rate at which heat is conducted through the soil. A simple parameter-
isation of the soil heat flux consists of assigning a fraction of the net radiation at the soil surface. While
this approximation is fairly crude, and does not recognise the phase difference between the diurnal net
radiation and soil heat flux curves, it yields an adequate estimate given that the soil heat flux is typically
small in comparison to the other energy budget components.

— Available water content: If no reliable parameterisations on soil depth and plant available volumetric
water content are possible, the maximal plant-available soil water content has to be parameterised a pri-
ori for each type of vegetation.

—  Maximal interception storage: The interception storage (Figure 3.1-7) represents the storage of moisture
on the leaves of trees, grasses etc. Moisture is added to this storage from rainfall or snowmelt. The first
call on this storage is for evaporation which, experiments have shown, can take place at more than the
potential rate. It is possible to represent this in the model. Any moisture in excess of the storage limit
reaches the soil storage. The maximal value of the interception storage may be proportional to the LAI

lez
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Figure 3.1-7: Monthly changing parameterisation of the maximal interception storage for different standard
land use categories of PREVAH.

The PREVAH modelling system uses the information on land use and land cover for the parameterisation of
vegetation specific parameters (see the next Sections). Only hydrological relevant land cover classes are
currently implemented in PREVAH (see Table 3.1-1). The different types of land use can be aggregated for
hydrological considerations into three main families:

— Vegetation: forests, meadows, bushes, agricultural land etc.
— Unproductive land forms: urban areas, rocks, bare soils

— Water bodies: rivers, lakes, snow, glaciers
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Table 3.1-1: PREVAH implements parameterisation for following land use types:

Internal ID  Land cover type Internal ID  Land cover type

1 Water 18 Fruits

2 Urban areas 19 Vegetables

3 Coniferous forests 20 Wheat

4 Deciduous forests 21 Alpine vegetation

5 Mixed forests 22 Wetlands

6 Cereals 23 Rough pasture

7 Pasture 24 Sub-Alpine meadow
8 Bush 25 Alpine meadow

13 Firn 26 Bare soil vegetation
14 Bare ice 28 Corn

15 Rock 29 Grapes

Secondary land cover types have to be aggregated into one of the PREVAH standard land use types. If an-
other identifier is assigned to these categories, then the tools WINHRU and/or GRIDMATH allow the re-
classification into the Internal ID required by PREVAH.

3.1.3  Soil map

Institutes and organisations involved in applied research at a global scale have a definite need for soil infor-
mation because these data are a crucial input in models that simulate crop growth and calculate anticipated
yields and water balance, or to assess the environmental impact of different land-use practices. A parameter-
isation of the soil’s characteristics helps analysts, scientist, planners and decision-makers concerned with:
development and land use research and planning; assessing and combating soil degradation and desertifica-
tion; planning, monitoring and evaluating sustainable development; and modelling the interactions between
soil, vegetation and atmosphere.

The a priori parameterisation of the soil’s specific parameters is based on information derived from digital
soil maps. Such maps should allow the classification of hydrologically relevant soil parameters like plant-
available soil field capacity, soil depth and soil conductivity. These parameters are assigned during the pre-
processing of the spatial data.

Soil depth

Soil depth is the vertical distance between the surface and the parent material of a soil. Soil depth indicates
the state of pedogenesis; its changes can indicate degradation and other transformation processes. Soil depth
usually remains the same over very long periods of time. Sudden changes will most likely be the result of a
change of the soil itself (erosion, soil removal or allocation). The following tables (Table 3.1-2 and 3.1-3)
indicate recommended parameterisations for soil depth in meters in the case of categorical data from the Soil
Capability Map of Switzerland (BfR, 1980) and FAO "Digital soil map of the world" (FAO-UNESCO,
1988).

Table 3.1-2: Classification of soil depth from the Soil Capability Map of Switzerland.

Category  Soil depth Parameterisation [m]
6 Very deep 4.00
5 Deep 2.00
4 Norm 1.00
3 Moderately shallow 0.50
2 Shallow 0.25
1 Very shallow 0.10

Rock, Glaciers, Urban areas  0.00

18



Part II, Chapter 3 Preprocessing of spatial information

Table 3.1-3: Classification of soil depth from the FAO soil map (FAO-UNESCO, 1988).

Category Soil depth Parameterisation [m] Recommended [m]
5 Very Deep 1.5-3.0 2.00
4 Deep 1.00-1.5 1.25
3 Norm 0.5-1.0 0.75
2 Shallow 0.1-0.5 0.35
| Very shallow <0.10 0.10

Plant available field capacity

Soil moisture storage capacity (also referred to as field capacity) is the water content of a soil at a defined
time after its complete wetting and after free drainage has become negligible. Soil moisture storage capacity
is an important soil characteristic for two reasons: together with the permanent wilting point, it defines the
ability of a soil to satisfy the vegetation's water needs during periods without precipitation. Thus, the plant-
available field capacity is defined as the amount of soil water that can be extracted by the plant, and is the
difference in soil moisture content between the field capacity and the wilting point. It is expressed as milli-
metres of plant-available water within the root zone. Secondly, it describes a soil's effectiveness as a buffer
in the vertical transfer of water after precipitation, thus determining a soil's water retention and purification
properties. Changes in the soil moisture storage capacity occur very slowly under natural conditions. Signifi-
cant changes are most probably only found after land use changes or changes to the soil itself. The following
tables (Tables 3.1-4 and 3.1-5) indicate the recommended parameterisation for plant available field capacity
in percent by volume in the case of categorical data from the Soil Capability Map of Switzerland (BfR, 1980)
and FAO "Digital soil map of the world" (FAO-UNESCO, 1988). Table 3.1-5: Classification of maximal
plant available filed capacity (AFC) from the FAO soil map (FAO-UNESCO, 1988).

Table 3.1-4: Classification of plant available field capacity (AFC) from the Soil Capability Map of Switzer-

land.

Category AFC Parameterisation [Vol%]
6 Very high 24.00

5 High 16.00

4 Norm 11.00

3 Moderately low 8.0

2 Low 4.5

1 Very low 1.5

- Rock, Glaciers, Urban areas 0.00

Table 3.1-5: Classification of maximal plant available filed capacity (AFC) from the FAO soil map (FAO-
UNESCO, 1988).

Category AFC Parameterisation [Vol%] Recommended [Vo0l%]
1 Wetlands - -
2 Very High >20.0 25.0
3 High 15.0-20.0 17.5
4 Norm 10.0-15.0 12.5
5 Moderately low  6.0-10.0 8.0
6 Low 2.0-6.0 4.5
7 Very Low <2.0 2.0
Hydraulic conductivity

Saturated hydraulic conductivity of a soil is a measure of a soil's ability to transmit water in a water-saturated
state (Table 3.1-6). It is a key variable describing soil water fluxes. The entry of water into soil, movement of
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water to plant roots, flow of water to drains and wells and its evaporation are some of the examples in which
hydraulic conductivity plays a decisive role.

Table 3.1-6: Classification of saturated hydraulic conductivity from the Soil Capability Map of Switzerland.

Category Hydraulic conductivity ~ Parameterisation [m s™']
7 Extremely high 1.4e-09
6 Very High 1.4e-08
5 High 1.4e-07
4 Norm 1.4e-06
3 Moderately low 1.4e-05
2 Low 1.4e-04
1 Very Low 1.4e-03

Ecologists use the saturated hydraulic conductivity to estimate or model vegetation composition and vegeta-
tion structure. Water and agricultural resource managers, hydrological modellers and atmospheric modellers
use it for estimating land-atmosphere water fluxes.

3.2  Binary format

In the PREVAH modelling system, a binary grid format is used. In order to exchange grids between different
computer platforms and exchange grids with other software, e.g. with ArcInfo, an ASCII-format is required.

The following rows represent the grid data from top left to lower right (rows 1 to 6: grid header including
number of columns and rows, co-ordinates of the lower left corner, cell size, NoData value).

ncols 7

nrows 12

xllcorner 680500

yllcorner 222200

cellsize 2000

NoData value -9999

-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 586 559 595 601 585
584 -9999 -9999  -9999 -9999 -9999 -9999
-9999 449 -9999  -9999 454 511 551
-9999 561 529 509 498 487 499
521 523 523 534 -9999 -9999 -9999
-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 -9999  -9999 -9999 345 234
567 453 456 478 789 576 482
123 -9999 1252 1211 876 564 825
-9999 -9999 234 1246 -9999 -9999 -9999

The PREVAH binary format is structured similarly to the ASCII-format. All values are stored in single pre-
cision (4 bytes in most computer systems, 6 to 7 digits precision). Records 1 to 6 correspond to the data of
the ASCII-Format. Then 6 additional records describing the grid statistics follow:
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Records 1 to 6: as in the ASCII-format.

Records 7 to 12:

— Count of valid cells (without NoData-values)
—  Minimum value of all valid grid cells

— Maximum value of all valid grid cells

—  Sum of all valid grid cells

— Mean value of all valid grid cells

— Standard deviation of all valid grid cells

After this header, all cells of the grid are following in the same order as in the ASCII-format, i.e. from the
top left cell to the lower right cell in a row by row order. The tool GRIDMATH (see particular documenta-
tion) is available for format conversion. ASCII-formats can be exchanged between different systems using
e.g. Ftp-programs, with an automatic conversion of carriage returns/line feeds. To exchange binary data, the
data first have to be converted into ASCII-data, then the exchange can be completed, followed by a re-
converting on the target platform.

3.3  Concept of the hydrological response units HRU

3.3.1 Basics

When hydrological modelling is applied to different spatial units, the nature and size of the units must ac-
count for the complexity of the landscape and the accuracy required by the modelling task (Gurtz et al.,
1999). The spatially distributed hydrological model PREVAH (Gurtz et al., 1999 and 2003a; Zappa et al.,
2003) can either be applied to each single grid cell or to an aggregation of spatially distributed grid cells,
which are similar according to a set of structural and statistical differentiation characteristics. This implies a
similar/homogeneous hydrological response, if the applied criteria for differentiation have a direct feedback
with the most important processes controlling evapotranspiration and runoff-generation. Such an aggregation
of hydrologically equal surface units is called a 'hydrological response unit' HRU (Ross et al., 1979; Engel,
1996; Moore et al., 1993; Fliigel, 1997). The HRU approach allows for the discretisation of a catchment with
an internally dynamical spatial resolution. The HRU size is smaller where the ensemble of the characteristics of
the soils, land surface and topography shows higher spatial variability (Gurtz et al., 1997b; Zappa and Gurtz,
2002).

3.3.2  Use of the HRU concept in PREVAH

PREVAH and its GUI-based version WINPREVAH rely on the aggregation of grid elements into HRUs. For
distributed simulations, a set of HRUs has to be defined.
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Figure 3.3-1: Preprocessing of spatial information for PREVAH including the possible criteria adopted for
the aggregation of the HRUs. The typical rules for generating a code for the definition of HRUs assign, to a
HRU, all the grid elements in the same meteorological sub-unit, with similar aspect, same land-use classifica-
tion and, eventually, same position with respect to the equilibrium line of a glacier.
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Figure 3.3-2: HRU based discretisation of idealised domain for distributed hydrological simulations in
mountainous environments.

Different levels of information classes (Figures 3.3-1 and 3.3-2) are introduced and used to generate the
HRUs (Nemec, 1993; Gurtz et al., 1999):

— Level of the river system: In particular the sub-catchment areas and channel network can be identified
from the topography and position of gauging stations;

— The topographic level is characterised by elevation, aspect (typically five classes: north, east, south, west
or flat) and slope. The amount of energy available for evapotranspiration is strongly controlled by these
factors in combination with surface albedo;

— Level of the meteorological input variables: The definition of meteorological sub-units is typically re-
lated to the delimitation of 100 meters elevation zones on the basis of the available digital elevation

model (DEM). The use of other criteria for such differentiation is possible;

— The level of land-use characteristics, which is an important control on evapotranspiration as well as
processes involved in runoff-generation. In the case of glaciated catchments, a further classification is
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required. The disposition of the grid elements with respect to the equilibrium line of the glacier (accumu-
lation, ablation or ice-free area) has to be determined;

— The level of soil properties and geology includes field capacity, soil depth, permeability, groundwater
recharge and storage characteristics. The extrapolation of those properties allows the description of the
feedback between soils and water balance components.

3.3.3  Algorithm

Figure 3.3-2 shows the recommended rules for generating HRUs in mountainous environments. In the fol-
lowing example, all grid elements located in the same meteorological sub-unit, having similar aspect and soil
properties and the same land-use classification are assigned to a HRU. Equations (3.3-1) and (3.3-2) illus-
trate the formulation of the algorithm adopted for the generation of the code HRU™:

HRU ™ =Y CLASS™ (), -10"" (3.3-1)
n=1

m

D - ZDID(k) forn<m

n k=n+1

0 forn=m

(3.3-2)

HRU™ is computed for all grid elements (i,f) located in the investigated domain. i defines the grid columns
(e.g. the x co-ordinate in metric units or the longitude in degrees) and j defines the grid rows (e.g. the y co-
ordinate or latitude). m is the number of layers (physiographic properties) that are considered for generating
HRU™. n is the identifier of a specific layer (Table 3.3-1). CLASS™ is a grid index where an integer number
is assigned to every (i,j)-pair. That integer number represents a classification for a layer’s attribute.

Table 3.3-1: Recommended physiographic layers for the discretisation of a mountainous catchment into
HRUs. n is the identifier of the layer. CLASS'™ is a grid containing, for each (i.,j) element, an integer number
as an identifier for the attributes of a particular layer. D'° is the required number of digits by a specific layer

in the HRU-code. The right-part of the table shows the attributes CLASS'™ ) for an arbitrary (x,y) grid

point.
n Layer CLASS"; D" (xy) CLASS",
1 Elevation zone 0-99 2 Valley floor 15
2 Aspect 0-9 1 South-exposed 3
3 Land-use 0-99 2 Pasture 24
4 Soil type 0-99 2 Sand 13

A CLASS™ equal to "3", for example, for the layer "aspect" means that the (i,/)-pairs carrying this CLASS™
are south-exposed. The exponent D, is required to build HRU™, appending a layer CLASS™ to the CLASS™
of the layers already defined. D’ is the number of digits occupied by a layer CLASS™ in the HRU™.

Table 3.3-1 shows a selection of physiographic layers for the generation of HRUs in mountainous catch-
ments. In the presented example, the HFRU™ can consider up to 100 meteorological sub-units (all the grid
elements in the same 100 m range of elevation, in this experiment), land-use classes and soil types, and up to
ten aspect classes.

An idealised (x,y) grid element located in the lower part of the investigated domain (south-exposed, used as a
pasture and characterised by sandy soils) can be identified by a HRU™ equal to "1532413", using equation
(21), and the idealized CLASS™ reported on Table 3.3-1. Other (i,j)-pairs may share that HRU"”. Thus, they
are assumed to have a similar hydrological response to this example.
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Figure 3.3-3: Project preprocessing with WINHRU. Summary of the required extensions and data flow. Grey
boxes are the inputs, white boxes the output.

3.4  Meteorological model input

3.4.1 Required meteorological variables

PREVAH always runs at an internal time step of one hour. Depending on the choice of evapotranspiration
scheme, up to six meteorological input variables are required:

—  Precipitation [mm per time step]

— Air temperature [°C]. Air temperature is then corrected for slope and aspect

—  Global radiation [W m™]. Global radiation is also corrected for slope and aspect
— Relative sunshine duration [-]

—  Wind speed [m s']

— Relative air humidity [-] or water vapour pressure [hPa]

Should only daily values of the meteorological elements be available, 24 identical hourly values are assumed
for air temperature, wind speed, water vapour pressure and relative humidity. Precipitation is divided into 24
identical values, while global radiation values are subdivided between sunrise and sunset according to the
calculated potential clear-sky direct radiation (Schulla, 1997; Hock, 1999).

This assumption of uniform precipitation intensity and air temperature may principally affect the accuracy of
the simulation of snow accumulation, snowmelt and runoff-generation. Zappa and Gurtz (2003) discuss this
problem in the case of plot-scale simulations of soil moisture and evapotranspiration and conclude that the
underestimation of the rain intensities leads to systematic errors in the computation of the soil water content
but has a reduced effect on the estimation of daily evapotranspiration rates.

3.4.2  Spatial interpolation of meteorological input data

Interpolation is necessary if the data available do not completely cover the domain of interest. In this case, it
is used for conversion of the data from sets of sample points, e.g. measured values from rainfall stations, to a
discretised, continuous surface. The rationale behind spatial interpolation and extrapolation is the very com-
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mon observation that, on average, values at points close together in space are more likely to be similar than
points further apart (Burrough and McDonnell, 2000).

"Interpolation is the procedure of predicting the value of attributes at unsampled sites from measurements
made at point locations within the same area or region. Predicting the value of an attribute at sites outside
the area covered by existing observations is called extrapolation" (Burrough and McDonnell, 2000:98). It is
not possible to eliminate the problems associated with extrapolation but it should be considered carefully,
perhaps by an investigation of extremes in the model input data plus a comparison with any other independ-
ent data.

Interpolation methods can be distinguished between exact and inexact interpolators. An interpolation method
that predicts a value of an attribute at a sample point which is identical to that measured is called an exact
interpolator. All other interpolation methods are inexact interpolators. The ideal situations are the exact in-
terpolators, because it is only at the data points that we have direct knowledge of the attribute in question
(Burrough and McDonnell, 2000). Inverse distance weighting (IDW) detrended IDW, ordinary kriging (OK)
and detrended OK are exact interpolators but elevation dependent regression (EDR) is an inexact interpola-
tor.

The pattern of spatial continuity of the variable to interpolate is one the most important facets for the prob-
lem of estimation. If the pattern is highly continuous, estimates based on only the closest available samples
may be quite reliable, but erratic phenomenon may require the consideration of many more sample data be-
yond the closest points (Isaaks and Srivastava, 1989). The spatial variability and discontinuity of precipita-
tion fields increases the shorter the reference period (Dyck and Peschke, 1995).

A. Elevation dependent regression (EDR)

The interpolation method Elevation Dependent Regression belongs to the family of polynomial regressions
methods. It is a stochastic, global technique which fits the variable of interest to some linear combination of
regressor variables. In this case, the variable of interest is fitted to the elevation of the used stations. Typi-
cally, the goal when using polynomial regression is to obtain the best fit with the simplest model. Using this
method, the interpolation result is estimated using the altitude dependence of a variable. To use this method,
it is necessary to generate the appropriate files containing the altitudinal gradients for each variable needed
by PREVAH. The gradients can be given for a maximum three variable ranges separated by inversions (Fig-
ure 3.4-1). The estimation of the altitude of these inversions is completed semi-automatically by searching
for cross sections of the regressions of neighbouring altitudinal ranges.

Elevation

A Observation A
— Regression (EDR)
Residuals

Value
Figure 3.4.1: Elevation dependent regression.

Using this method, the interpolation result is estimated with the altitude dependence of a variable. As initial
values, typical altitudinal ranges of inversions are specified for each of the two possible inversions. Separate
regressions are then estimated for the range below and the range above the lower inversion. If the regressions
intersect between the lower and upper (theoretical) inversion, it is assumed that there is only one inversion.
Otherwise, i.e. if the regressions intersect outside the inter-inversion range, a twofold inversion is assumed,
making only the lower regression valid below the lower inversion and the upper regression valid above the
upper inversion. In-between, a third gradient is assumed to link both regressions linearly.
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The interpolation to a specified point in the model is then completed by:

I(hy )=a,; +b,; -hy (3.4-1)
with /1y, altitude [m a.s.l.]

T variable (e.g. air temperature)

i index for lower, medium and upper regression, respectively (i=1..3)

a,, b.; parameter of the respective regression

EDR is an "inexact" interpolation method, as defined above. The interpolated value in the location where an
observation is available does not necessarily correspond to the observed value. The difference between inter-
polated value and observed value is called the "residual". To adopt this interpolation method, it is imperative
to know the altitude of all the available meteorological stations. The computation of the altitudinal gradients
is currently achieved using WINMET, a preprocessing tool of the PREVAH modelling system.

B. Inverse distance weighting interpolation (IDW)

Methods built on inverse distance interpolation combine the idea of proximity, introduced by the Thiessen
polygons, with the gradual change of the trend surface. It is assumed that a value of an attribute z at an un-
visited point is a distance-weighted average of data points within the neighbourhood of the unvisited point
(Burrough and McDonnell, 2000). The fact that only the neighbourhood is considered in the calculations
makes the inverse distance weighted method a local interpolator. The weight assigned to a particular value
decreases as distance from the prediction location increases, thus sample data closest to the unmeasured
point contribute more to the calculated average. The input data are read in as a table. For the IDW-method,
all stations within a specified search radius are used for the interpolation. If all stations have identical values,
interpolation is skipped and the constant value is used. If all stations have no-data values, the interpolation is
also skipped, and the results from the last time step are used. If the distance is equal to 0 (a point to interpo-
late is at a gauging station), no interpolation is performed (avoiding division by 0), but the value is simply
brought forward causing the IDW to be an exact interpolator. The interpolation result is the sum of all con-
tributing weighted station data. The form of the inverse distance predictor is:

2= (w, z(u,)) (3.4-2)
J
. 1 1 1
with w, =————-—and C=Y——— follows: X w, =10
dwu,)” C 7 d(uu;)? j
and with Z(u) interpolated value at location u

w; weight of the observed value at station j
z(uy) observed value at station j
d(u,u;)  distance to station j
p weighting power of the inverse distance (between 1 and 3, 2 is recommended)

The IDW method is an averaging technique that produces highly smoothed surfaces. The original data points
are honoured and, therefore, calculated values can never be higher than a local maximum or lower than a
local minimum. To adopt this interpolation method, it is imperative to know the northing and easting (y and x
co-ordinates) of all the available meteorological stations.

C.1 Geostatistical interpolation methods

Most earth science applications are not understood in sufficient detail to permit a deterministic approach to
estimation. There is a large uncertainty pertaining to what happens at unsampled locations. For this reason,
the geostatistical approach to estimation is based on a probabilistic model that recognises these inevitable
uncertainties. Probabilistic, geostatistical models have been proven in cases where the available sample data
is considered to be the result of a random process. They also give some ability to gauge the accuracy of esti-
mates and assign confidence intervals. The strength of geostatistical methods over more classical approaches
is their ability to recognise spatial variability at both the large and small scale, or in statistical parlance, it
models both spatial trends and spatial correlation. IDW only recognises spatial correlation without spatial
trend, whereas elevation detrending (EDR) only recognises horizontal dependency. Parts of the widely avail-
able geostatistical package GSLIB (Deutsch and Journel, 1997) were implemented into WINMET.
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C.2 Regionalised variable theory

Geostatistical methods for interpolation start with the recognition that the spatial variation of any continuous
attribute is often too irregular to be modelled by a simple, smooth mathematical function. Instead, the varia-
tion can be better described by a stochastic surface. The attribute is then known as a regionalised variable.
Regionalised variable theory assumes that the spatial variation of any variable can be expressed as the sum of
following three major components:

— A structural component (m(x) ), having a constant mean or trend (deterministic function)
—  The variation of the regionalised variable (&'(X)) (a random, but spatially correlated component)

— A residual error term, "noise" (&¢") (spatially uncorrelated, Gaussian distributed)

These three components result in the random function Z(x) .

Z(x)=mx)+e'(x)+e" (3.4-3)
To calculate Z(x) a suitable function for m(x) has to be defined. If no trend or drift is present, m(x) equals

the mean value in the sampling area and the expected difference between any two places X and (X +h )

separated by a distance vector h.

ElZ(f)—Z(X+E)=O (3.4-4)

Z(x + h ) and Z(x) are the values of the random function Z at locations ( X + h )and X . It is assumed that the

variance of differences depends only on the distance (ﬁ ) between sites and not on the location.

E[{Z()?) G+ ;7)}2} - E[{g'@ G+ E)}z} = 2(i) (3.4-5)

y(ﬁ ) is known as the semivariance. The intrinsic hypothesis of the regionalised variable theory is defined by

the two conditions: stationarity of difference and variance of difference. Stationarity of difference presumes
that the expected outcome of the random variable is only dependent on the distance between two points and
not on the location. Thus, stationarity of difference is similar to the unbiasedness condition. Bias is unlike
error, which can be defined as the difference between a true value and the prediction, model-based value in
that it depends on a statistical model fitted to an ensemble of data values. Bias is most often predicted by the
mean error, thus it is an expectation of over- or under- prediction based on some statistical model.

The main gain of probabilistic models is their ability to set the estimation error to zero. The solution derived
from the model (attained by the intrinsic hypothesis) is then assumed to apply to reality. This means that,
once structural effects have been taken in account, the remaining variation is homogeneous in its variation so
that differences between sites are merely a function of the distance between them. For a given distance h, the
variance of the random component of Z(x) equals twice the semivariance.

var|e'(X)—&'G+h) |= 2y h (3.4-6)
| |=2,(4)

If the conditions of the intrinsic hypothesis are fulfilled, the semivariance can be estimated from sample data.

n

()= ()=l + 7 )}2 (3.4-7)

2n 3

Where 7 is the number of pairs of observed sample points of attribute z separated by the distance h.
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C.3 Variogram models

Choosing a variogram model is an important step for the application of kriging. This does make kriging more
time consuming than common deterministic approaches but, on the other hand, makes it more flexible as
well. Basic variogram models can be conveniently divided into two types: those that reach a plateau (sill),
often referred to as transition models, and those that do not. Transitive models have a variation of the spatial
correlation structure with the lag h. Models not reaching a sill are often used when there is a trend or drift in
the data. In the case study described in this manual, only transitive models were tested.

The advantage of a procedure that can assign weights smaller than 0 or greater than 1 (but still respecting the
constraint that weights sum to 1) is that it can yield estimates exceeding maximum or under-running the
minimum sample value. This behaviour is eligible because it is unlikely that the sample data set includes the
most extreme values. The disadvantage of negative weights is the possibility of producing negative esti-
mates, which is completely unrealistic in most cases, e.g. precipitation interpolation, but can be solved by
setting such estimates to 0.

There are four different variogram models: the spherical model; exponential model; Gaussian model; and
combination model (Figures 3.4-2 and 3.4-3).

The Spherical model is perhaps the most commonly used variogram model. Its standardised equation is:

h hY
y(h)=c,+c,1.5—=05—| ;, for O0<h<a
a

a
(3.4-8)
=c +c ., for h>a
o 1 f

7,(0)=0
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Figure 3.4-2: Shape comparison of the different variogram models. The nugget effect is set to zero for this
image.

a is the range, c, is the nugget effect (noise) and c,+c; is the sill. It has a linear behaviour at small separation
distances near the origin but flattens at larger distances and reaches the sill at a. If the nugget variance is
important but not too large, and there is a clear range and sill, the spherical model usually fits observed
variograms with reasonable accuracy.
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The Exponential model is another commonly used transition model given by:

Ye(h)=c, + 41— e(ﬂ] (3.4-9)

This model reaches its sill asymptotically, but is linear at very short distances to the origin as in the spherical
model. However, it rises more steeply and then flattens more gradually. It is usually a good choice if there is
a clear nugget and sill, but only a gradual approach to the range.

The Gaussian model is a transition model often used to model extremely continuous phenomena. The equa-
tion of this model is:

—3h2]
yh=c, +¢ l—e[ a* (3.4-10)

As in the exponential model, the Gaussian model reaches the sill asymptotically and the parameter a is de-
fined as the practical range or distance at which the variogram value is 95% of the sill. However, its para-
bolic behaviour near the origin distinguishes it from the exponential model. Samples close to the location of
interpolation produce smaller semivariances in the Gaussian model than in the other models. The Gaussian
model is indicative of very continuous phenomena so this estimation procedure makes much more use of the
closest samples. If a sample falls between a particular sample and the point being estimated, the particular
sample will be "screened", resulting in negative stochastical weights. A model with a parabolic behaviour
near the origin will cause the screen effect to be much more pronounced. Variogram models with parabolic
behaviour near the origin are avoided in practice since the negative weights they may produce tend to make
the estimation very erratic.

The Combination model is the fourth implemented model. It is a weighted combination of the spherical, ex-
ponential and Gaussian model.

1(h) = oy (h) + 0,7 (h) + @37 (h) (3.4-11)

where o,, m,and w, are the weights assigned to each model. Near the origin, the combination model is
almost equal to the spherical model, although it flattens earlier than this method.
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Figure 3.4-3: Resulting map of precipitation interpolation from the 14" May 1990 depicted for a visual com-
parison of the influence of each variogram model. Data from the Daning River (Sonderegger, 2004).

C.4 Ordinary Kriging (OK)

Ordinary kriging is often associated with the acronym BLUE for "Best Linear Unbiased Estimator". The
estimates of ordinary kriging are weighted linear combinations of the available data, thus it is: "linear"; "un-
biased", since it attempts to force the mean residual or error equal to 0; and "best" since it aims to minimise
the variance of errors, which distinguishes ordinary kriging from most other interpolation methods. To ac-
complish an estimation error of zero, which leads to the unbiased nature of the interpolation, the weights 4.
for interpolation (according to the IDW interpolation, but using semivariances rather than distances) must

sum to one.

Z(xo) = Z;{i -z(x;)
i=1

with izli =1
i=1

(3.4-12)

Z(x,) is the estimated value at location x, and z(x;) are the measured values of the points considered for the

estimated value. The prediction error, minimum variance of [é(xo )—2z(x, )] or "Kriging variance" is given by

G =D Ay + o (3.4-13)
=1

and is obtained by

D A, )+¢=ylxx)  forall j (3.4-14)

i=l
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where ¢ is the lagrangian multiplicator. The number of points needed to estimate a location (j) varies with
the local density and arrangement of control and the continuity of the regionalised variable.

For the prediction of Z(x,), the variogram model with its parameters first has to be chosen. Then, the
weights for interpolation must be calculated following Equation 3.1-15:

Al b= H (3.4-15)
¢

b is a vector containing the semivariances between the point to estimate and each data point included for
estimation of the attribute value of that point. The matrix 4 contains the semivariances of all data point pairs
and A is the weight vector to be derived.

To find the values of matrix 4 and vector b, a distance / between the point pairs, for which the semivariances
have to be calculated, must be computed and inserted into the variogram model equation. To perform de-
trended Ordinary Kriging, it is first checked whether precipitation was registered at any station during the
time step to be interpolated. If the first condition is fulfilled, an EDR is conducted. The variance correlation
rate (R?) for the EDR has to exceed a minimum correlation rate (e.g. 0.3) for an elevation dependency to be
accepted. By accepting the elevation dependency, the residuals of the regression are interpolated using OK.
Otherwise, an OK interpolation without the EDR, thus without a trend, is conducted. By acceptance of the
elevation dependency, the EDR map is superposed to the interpolated OK map resulting in the detrended OK
map.

C.5 Simple Kriging

Simple Kriging (SK) is based on three assumptions:

1. Observations are a partial realisation of a random function Z(x)

2. The realisation is second order stationary (mean, spatial covariance and semivariance are independent of
X)

3. The mean m is known.

This are the same conditions as for OK except that the third condition is more restrictive; in OK, the mean
only has to be stationary.

The kriging estimator 2()?0 ) is a weighted average of k values at control points Z(%) inside a neighbourhood

around the location Z(E) where the estimate is to be made. The SK estimate, which can be derived from the
OK estimate, is defined as:

25y =m+ Y il265)-n] (4-16
i=1

The weights 4, have to be estimated with the requirement that they must result in estimates Z()?O )having

minimum variance of the errors Z()?O )—Z(x).

Simple kriging should not be used for the estimation of precipitation because of the violation of the third
condition, the known mean. The precipitation mean of the gauging stations is an estimate of the mean of the
measurements and not a known parameter of the distribution.

D. Detrended Inverse Distance Weighting (DTIDW) and Detrended Kriging (DTKRI)

The residuals (difference between interpolated and observed values for the considered meteorological sta-
tions) of the EDR-method can be spatially interpolated with the Inverse Distance Weighting (IDW**®) and/or
Kriging (KRI*™) technique. Thus, a map of residuals is obtained. Through the addition of the map interpo-
lated by regression and residuals map, the bias derived by the Elevation Dependent Regression method at the
observation points can be accounted and corrected:
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DTIDW,

RES
ty = EDRy) + IDW( (3.4-17)

xy)

RES
or  DTKRI,=EDR, , +KRI{")

(x.)

This procedure is called detrended interpolation. The idea of the procedure is to separate the sources of vari-
ability into a vertical (elevation) component and a horizontal (spatial) component (Garen and Marks, 2001;
Susong et al., 1999).

E. Laps Rate IDW (LIDW) and Laps Rate Kriging (LKRI)

From the Laps Rate Method, the temperature data at the stations are transformed applying a constant trend
dT dh' (about -0.007 K m™). Data are reduced to sea level values. The new data are then spatially interpo-
lated by IDW or Kriging and are then reprojected at the elevation of the grid points by using the same laps
rate dT dh™.

LAPS, =T, +dT/dh -(0—H,)

LIDW,

oy = IDW(SY® +dT/dh-DHM ,, , (3.4-18)

or LKRI,, , = KRI[}" +dT/dh- DHM

y (xy)

To adopt these interpolation methods, it is imperative to know the northing and easting (y and x co-ordinates)
and the elevation (H;) of all available meteorological stations. A reliable digital elevation model (DHM) of
the investigated domain is also essential.

3.5.1 Meteorological zones

The spatially interpolated meteorological information required for driving PREVAH is averaged for so called
meteorological sub-units.

Sub-units-based
mstseralsgieal wrvy i 0 HH Y 1 ] Assimilation Tools
tables for PEEV & H 1999 01 01 01 Il CF [ M IE Interpolation IWlodule (cell by cell)
199901 01 02 T I¥ [B Id [k a——  IDWIERI inferpolation
Sub-units based 1999 01 01 03 Tm ¢ I3 4 & «+——  Elevation depende nt regression
s marization
19990 v
| |
' 1 Fainfall

— Watershed limits
[ Ietecralogical Sub-units

Figure 3.5-1: Assimilation of meteorological information for PREVAH using the interpolation module
dtidw.exe.

Output tables for PREVAH:

Figure 3.5-1 shows the concept of averaging the interpolated meteorological fields for so called meteorologi-
cal sub-units. Meteorological sub-units can be defined through WINHRU (see separate documentation).

A table is written for each year and variable.
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We recommend the following rules for the definition of meteorological zones:

Watershed Area First GRID Second GRID
<100 km? Elevation Zones None

100 km*< 300 km? 1*' Order Streams Elevation Zones
300 km? < 1000 km? 2™ Order Streams Elevation Zones
> 3000 km? 4™ Order Streams Elevation Zones

The meteorological file for PREVAH is formatted as follows:

Heteorological file for PREUAH

YY¥YY HM DD HH 17 18 19 20 21 22 23 24 25 26 27 28 29 38 3 32 <]
YYYY HM OD HH ©.6628 ©.8253 ©0.0428 0.867TS ©.8672 ©.8T73 ©.0884 ©.1151 ©.1388 ©.1381 ©6.1068 0.0642 ©.0430 6.8242 ©.0055 ©0.0085 1.0000
2080 1 1 1 6.08 6.8 6.08 6.08 .08 .08 .08 6.08 @.80 @.80 @.80 @.80 @.80 @.80 8.88 @.88 8.88
2080 1 1 2 a.1 a.n 812 8.13 8.14 8.15 8.16 8.7 .18 8.19 a.20 a.21 a.21 g.22 .23 .24 a7
2080 1 1 3 6.82 6.83 6.05 6.87 6.08 6.18 g.12 e.14 8.16 @17 8.19 e.21 8.23 8.25 8.26 8.28 8.1y
2080 1 1 4 a.18 a.18 818 818 .18 .18 8.18 8.18 8.18 @.18 g.18 .18 @.18 .18 a.18 a.18 a.18
2000 1 1 S 0.00 9.00 0.00 .00 .00 .00 .00 .00 0.00 o.00 o.00 g.00 g.00 g.00 g.00 g.00 9.00
288 1 1 & 0.08 9.09 0.08 0.08 0.08 B0.08 B0.08 0.08 B.98 0.88 0.88 B.88 B.88 e.88 e.e8 e.e8 e.e8
2000 1 1 7 0.00 9.00 0.00 .00 .00 .00 .00 .00 0.00 o.00 o.00 g.00 g.00 g.00 g.00 g.00 9.00
e 1 1 B 0.08 9.09 0.08 0.08 0.08 B0.08 B0.08 0.08 B.98 0.88 0.88 B.88 B.88 e.88 e.e8 e.e8 e.e8
2000 1 1 9 0.00 9.00 0.00 .00 .00 .00 .00 .00 0.00 o.00 o.00 g.00 g.00 g.00 g.00 g.00 9.00
280 1 118 6.08 B.89 6.08 B.08 B.08 B6.08 B.08 .08 .08 .88 e.ee e.ee e.ee e.ee e.ee e.ee e.ee
2008 1 111 9.00 9.08 9.09 9,09 9,09 9.09 .09 9,99 .99 .99 9.09 g.99 g.09 g.09 g.99 g.99 g.99
280 1 112 6.08 B.89 6.08 B.08 B.08 B6.08 B.08 .08 .08 .88 e.ee e.ee e.ee e.ee e.ee e.ee e.ee
2000 1 113 9.00 9.08 9.09 9.09 9,09 9,09 .09 9.09 9,99 .99 9.99 9.09 .09 g.09 g.09 g.99 g.99
2080 1 1 14 6.08 B.89 6.08 B.08 B.08 B6.08 B.08 .08 .08 .88 e.ee e.ee e.ee e.ee e.ee e.ee e.ee
2888 1 115 a.08 8.08 8.088 8.88 B.88 8.88 8.88 8.88 8.88 a.88 a.88 a.88 a.88 a.88 @.88 @.88 @.88
288 1 116 6.08 B.89 6.08 B.08 B.08 B6.08 B.08 .08 .08 .88 e.ee e.ee e.ee e.ee e.ee e.ee e.ee
2888 1 117 a.08 8.08 8.088 8.88 B.88 8.88 8.88 8.88 8.88 a.88 a.88 a.88 a.88 a.88 @.88 @.88 @.88
2808 1 1 18 6.08 B.89 6.08 B.08 B.08 B6.08 B.08 .08 .08 .88 e.ee e.ee e.ee e.ee e.ee e.ee e.ee
2880 1 119 0.08 0.08 8.08 0.08 0.0 8.8 0.00 0.80 0.80 0.80 o.80 o.80 o.80 o.08 o.08 @.08 .08
2080 1 1 20 6.08 6.88 6.18 .11 6.12 8.13 e.14 8.15 8.16 8.16 @17 @.18 @.19 e.20 .21 8.22 8.15
2888 1 121 0.29 0.28 B.27 .27 B.26 B.24 B.22 a.21 0.20 .18 8.7 g.16 8.15 8.13 a.11 a.11 a.21
2080 1 1 22 6.43 6.43 6.51 6.52 6.52 6.51 6.58 6.58 6.50 8.49 8.49 8.49 8.50 8.49 8.48 8.49 8.58
2088 1 1 23 8.14 87 B.22 8.26 8.3 8.35 8.4 .44 .49 .53 0.58 8.62 .67 8.7 .76 8.79 .46
2000 1 1 24 0.00 9.00 0.00 .00 .00 .00 .00 .00 0.00 o.00 o.00 g.00 g.00 g.00 g.00 g.00 9.00
2080 1 2 1 9.08 9.89 B.08 .08 B8.08 B8.08 B8.88 8.88 8.88 8.88 8.88 8.88 8.88 8.88 8.88 8.88 8.88

First header:  Title

Second header: YYYY_ MM DD HH followed by the ID of the meteorological sub-unit found in the defined
GRID. The last ID ("0") is the average for the entire catchment.

Third header: YYYY_ MM DD HH followed by the relative portion of each meteorological zone.

Precipitation correction and adjustment
After interpolation of the meteorological variables, PREVAH offers a gauge error correction and water bal-
ance adjustment for the precipitation data.

Firstly, a gauge error correction may be applied to the interpolated precipitation data. It is calculated for
snow and rain separately, using the interpolated wind speed:

PR,,..= PR, -[1+0.07-In(v, +1)] is
PS,,. =PS,, -[1+020-In(v, +1)] (3--1)
with PR, PSu gauged amount of snow or rain [mm h'l]

PRy, PSiorr corrected amount of snow or rain [mm h'l]

vW wind speed [m s']

Regional differences in the gauging conditions are considered with the help of wind speed and the distinction
of the fluid and solid phase of precipitation. Therefore, further spatial differentiation of the correction is not
necessary. Figure 3.5-2 shows the correction factors calculated with Equation 3.5-1 and compares it to the
approach of Schulla and Jasper (2000) which is used in WaSiM. While Schulla and Jasper also use wind
speed, the approach presented here has the advantage that it does not produce unreasonably high correction
factors for high wind speeds.
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Figure 3.5-2: Wind-dependent gauge error correction for rain and snow as introduced in PREVAH (thick
line) compared to correction by Schulla and Jasper (2000) (thin line).

In addition to the gauge error correction, PREVAH also implements a water balance adjustment which can
be tuned with the help of two free model parameters (Gurtz et al., 1997a; Pos, 2001):

PRain =P (l_psnow) . (1+PKOR) (3 5_2)
PSnow = P'pSnow . (1+SNOKOR) .

P is the precipitation value obtained from a meteorological tower or provided by the interpolation module of
the PREVAH modelling system. Pg,;, is the adjusted rainfall, Ps,,,, is the adjusted snowfall, pg,,, is the snow
fraction. PKOR and SNOKOR are two catchment specific tunable parameters for rainfall and snowfall, re-
spectively. Both parameters have to be determined during the calibration period. This allows for the minimi-
sation of the differences between observed and computed runoff rates and compensates for errors in the
measurement, assimilation, representativeness and interpolation of precipitation data (Sevruk, 1986). The
parameters also indirectly compensate for errors in the estimation of evapotranspiration and snow evapora-
tion. PKOR and SNOKOR can also be provided as monthly values (Gurtz et al., 2003).

3.5.2 Topography dependent adjustment of radiation and temperature
Calculation of sun co-ordinates, sunset and sunrise, radiation correction

The impacts of topography on radiation and air temperature are considered using the scheme after Oke
(1987) (Figure 3.5-3).
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cosO/cosZ< 1 cos®/cosZ=1

cosO/cosZ > 1

Preprocessing of spatial information

Figure 3.5-3: Schematic representation of topography dependent adjustment of radiation and temperature.

The symbols:
¢  geographical latitude (positive north, negative south)
6  declination of the sun (angle between sun and equatorial plane of the earth)
Z  zenith angle (angle between direction of the sun and local zenith)
hs  hour angle
£, azimuth angle (angle between projection of the direction to the sun and north)

)

t;  Julian day (1% of January = 1, 31% of December = 365)

t  true local sun time (from average sun time corrected using: Jan: -3.2, Feb: -13.6, Mar: -2.6, Apr: -4.2,

May: +2.8, Jun: +2.5, Jul: -3.5, Aug: -6.3, Sep: -0.3, Oct: +10.0, Nov: +16.4, Dec: +11.3 min)
@, incidence angle between the normal to the local slope and the direction of the sun

B local slope angle
£ height of the sun above the horizon (as an angle)

Q azimuth angle of the local slope (aspect, clockwise from north, i.e. 0 to 359)

The equations for calculating zenith and azimuth angles are given by:

cosZ =singsind + cosgcosdcosh, =sin g,
cos Qs = (sin dcosp—cososing cosh)/Sin 4
0 =-234-cos[360(t, +10)/365]

h, =1512—-1) [°]

with Q = arccos(cos Q) (t<12,h,>0)
Q, =360°—arccos(cos Q) (t>12,h,<0)
Q =180° (t=12,h;=0)
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The relations for calculating sunrise and sunset for use within the evaporation routine are given by:

sin ¢sin o

cosh, = (3.5-7)

ST sr

= 12 arccos(cos h, ) = 12, h,and h,=24—h
cos ¢ cosd n T )

with &g time of sunset [h]
hg.  time of sunrise [h]

The incoming clear sky direct short-wave radiation /,,,, on a plain perpendicular to the direction of the sun is
estimated using an approach for the atmospheric extinction given by Oke (1987):

P/Po
Lo = Loy -7 [W m] (3.5-8)

with [,; incoming short-wave radiation at the top of atmosphere [W m?]
(solar constant ~ 1368 W m™)
p  air pressure at the place of interest [hPa]
po  air pressure at sea level (= 1013 hPa)
v, transmissivity of the atmosphere [-]

A horizontal plane will then have a normal irradiation 7,,,,,, given by:

Lyrm =1Lax - COSZ (3.5-9)

norm
This type of irradiation estimation is also used in the evaporation module if no sunshine duration data is
available.

The angle between the direction to the sun and the normal to a given grid cell (the incidence angle @) and,
hence, the correction factor for the direct irradiation is given by:

cos O = cos P, -cosZ +sinf, -sinZ - cos(QS - Q) (3.5-10)
For a horizontal plane, the correction is then given by:
Ikorr:[norm'M (35_11)
cos”Z

This correction factor can only be applied with the following restrictions:
— The sun has to be over the horizon

— The elevation angle of the sun should be greater than 12°, since smaller angles result in the optical den-
sity of the atmosphere decreasing too quickly (exponent in Equation 3.5-8); if the sun is less than 12°
above the horizon, the correction factor is limited to + 5

— The considered grid cell must not be in the shadow of another cell and 6 < 90° must apply

— The relative sunshine duration has to exceed 0.1, otherwise only diffuse radiation is assumed which will
not be corrected

If the model time-step is too large for a reasonable radiation correction (e.g., when using daily time steps),
the time step is subdivided into sub-steps. Then, a radiation correction is carried out for each of these sub-
steps. The effective correction factor for an entire time interval (time step) is then found as the weighted
average of all sub-time-step correction factors. The weights for each sub-step are calculated as the respective
normal irradiation divided by the sum of the normal irradiation of all sub-steps within the interval.
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n

cos 0,
i
Z Inorm,i

: Z
I e — (3.5-12)

Z Inorm,i

i=1
with f; average correction factor for a day [-]

i sub-time-step index 1...n

The correction of the interpolated global radiation itself (as opposed to the calculation of the correction fac-
tor) is completed within the evaporation calculation scheme by:

cos®
RGgff:RG-[1+(1—cr0)-SSD-LOSZ—ID (3.5-13)
with RG,;  effective (corrected) global radiation [Wh m?]
cry empirical factor for consideration of diffuse short-wave radiation (for the Thur-basin around
0.23, see Schulla, 1997)
SSD relative sunshine duration (interpolated, without (!) impacts of topographic shadowing)

Besides the correction of radiation, the azimuth angle Qg and the zenith angle Z are used for the analysis of
shadowing of cells by other cells.

Modification of temperature

Using the radiation correction term of Equation 3.5-13, it is also possible to modify the air temperature. The
parameters needed for this purpose are sunshine duration and an empirical parameter c;:

T.,=T,.+c -SSD-In cos & if 02<cos®- (cos Z)f1 <5.0

cosZ
Tcurr = Tmeas + C SSD -1.609 l]” COS(:) . (COS Z)_l >5.0 (35_14)
T,.=T,..—c -SSD-1609 if cosO-(cosZ) ' <02

Using sunshine duration accounts for the radiation correction factor being valid for clear sky conditions only.
On the other hand, differences between cells with varying aspect will become smaller with higher cloudiness
(i.e. shorter sunshine duration). If the sky is fully clouded, no temperature modification is completed. The
value of ¢, should be calibrated or taken from well-established temperature measurements on plots with
varying aspect. Usually, ¢, should be less than 5 K.
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4.  Theoretical basis of PREVAH

4.1  General notes on modelling hydrological processes and
systems

A model is a simplified representation of a real system, the corresponding simulation is a, more or less, accu-
rate representation of a number of processes which run in a model. A model can be characterised as follows:

— Representation characteristics: Models as a representation of a natural system can show different grades
of adaptation to this system, depending on the stage of system research and the necessity and possibility
of a complete representation.

— Shortening and simplification characteristics: Models only include the parts of a natural system which
are relevant to the solution of a given problem. Therefore, the model structure is strongly influenced by
the goal of the modelling.

— Subject characteristics: The representations of processes are only valid for a defined subject and are
limitated to certain operations during a given time period.

To model a river stream system, the following hydrological processes need to be represented with more or
less accuracy, depending on the goal of the model:

Atmosphere:

— Correct spatial and temporal estimation of the actual precipitation and other meteorological input vari-
ables

— Acquisition of input data necessary to calculate evapotranspiration
— Separation of precipitation into rain and snow
— Correct estimation of snowmelt and icemelt

Land surface: The interception storage, which is provided by the vegetation, needs to be modelled as the first
influencing factor. The fraction of precipitation which exceeds this storage reaches the soil surface. De-
pending on the characteristic catchment area and the moisture-state of the area, this fraction can be assigned
to:

— Direct infiltration into the soil

— More or less delayed runoff to the stream network

— Temporary storage on the land surface (swale storage)

— Delayed infiltration into the soil

— Evaporation from the land surface

Ventilated soil zone: The part of the precipitation that infiltrates directly or is delayed to the soil can:

— Flow directly below the soil surface (through the top soil layer) to a river channel (direct or quick inter-
flow)

— Be delayed through the top soil layer to a river channel (delayed interflow)
— Be stored for a shorter or longer time in the ventilated soil zone
— Percolate in the groundwater zone (following gravity)

— Be taken out from the soil through evapotranspiration
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Groundwater zone: The water which reaches the groundwater zone can:

Runoff more or less delayed to the stream network (baseflow)
Be stored for a longer time in the groundwater zone

Return to the ventilated soil zone through capillary rise
Percolate to deep, inactive soil zones

Be transpired through plants, which feed on groundwater

Be extracted by humans for various purposes

Stream network: The land surface runoff including glacier runoff, direct or delayed interflow, runoff from
groundwater and precipitation that falls directly on the water surface flows through the river bed to the runoff
profile of the catchment, whereby the water is temporally stored in the river bed, depending on the river bed
characteristics and water level. Through this, the temporal distribution of the runoff as well as the hydrog-
raph is changed.

Additionally, the following can be considered in a model:

Regulated and non-regulated storage systems

Dam influences

Spacious irrigation and drainage

External in- and outflow to ground and surface water
Influence of karsts

Runoff lags due to the utilisation of water

4.2  Interception

421 Definitions

Interception of precipitation, often called canopy storage in forested environments, plays an important role in
calculating water balances (hydrology) and energy budgets (boundary layer climatology). With leaves and
woody structures, vegetation modifies the intensity and distribution of precipitation falling through. Inter-
ception is technically defined as the plant canopy capturing precipitation and subsequently returning it to the
atmosphere through evaporation or sublimation and is the most obvious effect plants have on falling pre-
cipitation (Figure 4.2-1). Interception is usually determined by subtracting throughfall from total precipita-
tion input (Gash et al., 1980).
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Figure 4.2-1: Schematic of interception for vegetation covered land surface.

The balanced equation from Figure 4.2-1 is
Py,=Py;+ P, + Ps; = P— EI — ASI [mm] (4.2-1)

where P, is the throughfall, P, the canopy drip, Ps, the stemflow, P the open land precipitation, £/ the inter-
ception evaporation and AS/ the interception storage change. Vegetation can intercept up to 50 % of the rain
that falls on its leaves. The leaves of deciduous trees commonly intercept 20 to 30 % of the falling rain. Wa-
ter dripping off the leaves to the ground surface is technically called leaf or canopy drip.

4.2.2 PREVAH's interception module

The interception model implemented in PREVAH considers variations in interception storage capacity as a
function of the vegetation type. Evaporation of intercepted water occurs from vegetated surfaces at the po-
tential rate as long as the reservoir contains sufficient humidity. The surface depression storage capacity of
rocky soils and urban areas is also defined for the calculation of direct evaporation.

To conceptualise the process of canopy interception, a simple bucket approach is used. A maximal intercep-
tion storage capacity Slyax [mm] is assigned to each class of vegetation and may be set to vary monthly
(Gurtz et al., 1997a). The filling of the interception storage S/ [mm] is computed as proposed by Menzel
(1997) using the actual storage content S/:

SI()= STt~ ae)+ (ST — S, (¢ - ar))-(1—""®)) [mm] (4.2-2a)
c=SI;),, [mm'] (4.2-2b)

where t is the computation time, AT is the calculation time step and P/ is the intensity of precipitation [mm]
for the current time step. The consumption or emptying of SI occurs through interception evaporation:

SI, =SI(t)—EI, (4.2-3)
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The interception evaporation EI depends on the interception storage filling state S/, potential interception
evaporation intensity E7Ps; and degree of vegetation coverage VBG. During the time period A7, it is calcu-
lated in the following way:

El;=ETPg - AT - VBG if (ETPs; - AT - VBG) < SI(1)

Ely=SI if (ETPs; - AT - VBG) > Sl(1) (4.2-4)
EIAT:O lfSI(t):O
using: SI; = interception storage at the beginning of the time interval [mm]

Sl = interception storage at the end of the time interval [mm]

Sl... = interception storage capacity [mm]

PI = precipitation intensity during the time interval [mm h™']

AT = time interval [h]

VBG = vegetation cover grade (0 < VBG <1)

ETPs; = potential interception evaporation [mm h™']. It is assumed that ETP is equal to the calcu-

lated potential evapotranspiration ETP.

4.3  Snow and glacier melt

4.3.1 Snow accumulation

The process of snow accumulation and distribution, which involves a variety of meteorological and topog-
raphical interactions in a basin during the winter accumulation period, is much more complex than a rain-
only situation, since temperature and elevation play a prominent role in determining whether precipitation
falls as rain or snow.

In the middle latitudes, precipitation usually falls as a result of the colloidal instability of a mixed water-ice
cloud at temperatures below 0 °C. Winter precipitation begins as snow crystals in subfreezing portions of
clouds. As the snowflakes fall through the atmosphere, they later melt into raindrops when falling through
warmer air at lower elevations. The melting-level air temperature for snowflakes falling through the atmos-
phere varies from 0 to 4 °C, but it is usually about 1-2 °C. On the Earth's surface, accordingly, snow falls at
elevations above the melting level temperature, while rain falls at elevations below the melting level tem-
perature.

For modelling, the separation between snow and rain is realised as follows: the type of precipitation is esti-
mated for each grid cell using the interpolated air temperature in the given time step. If the interpolated air
temperature at 2 meters height T, [°C] is lower than a calibrated threshold temperature Tgg, the phase of
precipitation is solid. Otherwise, the phase of precipitation is liquid. A transition parameter (Ttrans) defines
the air temperature range where the phase of precipitation is considered a mixture of rain and snow. The
snow fraction (pspow) 1S given by (cf. Figure 4.3-1):

_ Ty +7T,

Pspow = %’U_T for (TR/S 'Ttrans) <T< (TR/S +Ttrans) (43- 1)

trans
Wwith  Psnow fraction of snow to the total precipitation (0..1)
T air temperature [°C]
Trss temperature at which 50 % of precipitation is falling as snow [°C]
Tirans half of the temperature-transition range from snow to rain [°C]
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Figure 4.3-1: Separation of precipitation into snow and/or rain depending on temperature.

4.3.2 Snow melt

For the calculation of processes of snow melt, different approaches of different complexity can be used in the
PREVAH model.

The Positive Degree-Day Index (PDDI): This classical temperature-index method (Hock, 2003) requires only
the availability of interpolated temperature data. If T is below a threshold temperature for snowmelt (Ty),
then the melt rate (M) is zero. If T exceeds Ty, then the melt rate is calculated. The temperature dependent
melt factor (cy) can be defined by a sinus shaped function of the threshold values between the annual maxi-
mum (set for June 21st) and minimum values (December 21st). In this differentiation, the seasonal variation
of the solar radiation is taken into account (Braun, 1985).

Mzco'(T—TO)-% for T> Ty, else M= 0 (4.3-2)

with M melting rate [mm At"]
¢y  temperature dependent melt factor [mm °C™ d']
T air temperature, using modification after Equation (4.3-1) [°C]
Ty  temperature at the beginning of snowmelt [°C]
At  time step [h]

The temperature-wind-index-approach additionally takes a wind dependent melt factor and the wind speed
into account:

M =(c,+c, ~u)'(T—T0)'% for 7> Ty, else M=0 (4.3-3)
with M melt rate [mm DT™']

01 temperature dependent melt factor [mm °C™ d']

e wind dependent melt factor [mm (°C m s™ d)]

u wind speed [m s™']

T air temperature, using modifications after Equation (4.3-1)

Ty  threshold temperature at the beginning of snow melt [°C]
At time step [h]
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The Combination approach (COMB): Anderson (1973) extended the PDDI method to introduce a combina-
tion of radiation melt for dry periods and advection melt for wet days. Radiation melt occurs when the melt
is dominated by radiation energy. This occurs when the precipitation is less than the threshold intensity. In
this case, snowmelt is calculated using Equation (4.3-2). Advection melt occurs when rainfall exceeds the
threshold intensity. In this case, a simple empirical parameterisation of the energy balance, Equations (4.3-4
and 4.3-5), is applied for the computation of snowmelt (Braun, 1985). The total snowmelt M is the sum of
the melt rates given by long wave radiation (My), sensible heat flux (Ms), latent heat flux (M) and precipita-
tion (Mp). Melt is calculated only at air temperatures above the threshold temperature 7). For time steps with
precipitation (P >2 mm d), melt is composed of radiation melt, melt from sensible heat, melt from latent
heat, and melt from energy import from precipitation:

M:(MR+MS+ME+MP)-% (4.3-4)

with My radiation melt [mm]
Ms  melt by sensible heat [mm]
Mg melt by latent heat [mm]
Mp  melt by import of energy by precipitation [mm]
At time step [h]

The melt fractions in Equation (4.3-4) are parameterised by:
M,=12-T
Mg=(c+c,-w)(T-T,)
Mg =(c,+c,-u)(e,—611)
M,=00125-P-T

(4.3-5)

with T air temperature [°C]
Ty  threshold temperature for melt [°C]
cr temperature dependent melt factor [mm (°C d)]
1 wind dependent melt factor [mm (°C ms™ d)]
wind speed [m s™]
Y psychrometric constant [hPa K]
€s saturation vapour pressure at air temperature 7 [hPa]
(extended approach after Braun, 1985: observed vapour pressure e)
P precipitation [mm]

Storage and refreezing of liquid water in snow cover

The water equivalent of snow cover SSO is subdivided into a snow and water fraction. A coefficient CWL is
used to control the maximum capacity of water storage as a fraction of the total storage (usually around 10 %
of the water equivalent). The effective melt is the amount of water exceeding the water holding capacity,
where rain and melt are superposed prior to this calculation. The capillary forces of snow cover can hold and
store fluid water against gravity. This occurs if rain falls onto snow and infiltrates, or in the case of a positive
radiation balance and positive heat flux, which causes melting in the snow cover. The maximal water storage
capacity of snow is described by:

SLIQ,... =CWL-SSO (4.3-6)
using: SLIQ maximum amount of fluid water which can be held against gravity [mm]

CWL water storage ability [as a decimal, e.g. 0.1]

SSO snow cover [mm water equivalent]

As long as the water storage capacity of snow is not reached, the melting water and rain, respectively, are
restrained by the snow cover.

If the storage for the liquid fraction is not emptied at the beginning of a time step, it is required to calculate a
refreezing M, in cases of temperatures below 7.
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M,, =c,ﬁ,-RMF-(T—T0)-% (4.3-7)
with M, ,negative melt" (refreezing water) [mm]

¢ coefficient for refreezing [-]

RMF seasonally dependent radiation melt coefficient [mm (°C d)']

T air temperature modified by Equation (4.3-1) [°C]

Ty  threshold temperature for the beginning of snow melt [°C]

At time step [h]

After calculating the negative melt, the storages of liquid (S;) and solid (S;) fractions on the water equivalent
are balanced. The refrozen amount of liquid water is added to the solid fraction and subtracted from the lig-
uid fraction (limited by the amount of water in the liquid fraction storage).

There is the possibility to use a simplified energy balance model for snow melt calculation, which was de-
veloped by Strasser et al. (2002) and referred to as ESCIMO. The one-layer snow model ESCIMO (Energy-
Balance Snow Cover GIS-Integrated Model) was developed for the hydrological simulation of the Weser
catchment in Northern Germany (Strasser and Mauser, 2001). It is designed as a physically-based model for
the hourly simulation of the energy balance, water equivalent and melt rate of snow cover. The principle and
most influential terms of the energy balance are the short and longwave radiation, and sensible and latent
heat fluxes. The energy conducted by solid or liquid precipitation and a constant soil heat flux are also taken
into account for the energy balance computation, even if their contribution is negligible. The snow albedo is
modelled using a function considering the age and surface temperature of the snow pack (Rohrer, 1994a and
1994b). For each time step, the following scheme is adopted (Abbott et al., 1986a and 1986b): calculation of
the energy balance; decision whether the precipitation is solid or liquid; estimation of the water mass and
energy budget based on the hypothesis of zero snowmelt at the current time step; comparison of the total
available energy of the mass sustained as snow to the total available mass at 273.16 K; calculation of the
snowmelt produced by the available excess energy; and a subsequent update of the mass and energy budgets.
The number of free parameters is limited to the three. These control the simulation of albedo and are the
maximal albedo (4LBy.4x) and the parameters determining the ageing of the albedo (A4pps for positive and
Angc for negative snow temperature). The mathematical representations of the simulated physical processes
as used in ESCIMO are described in Strasser et al. (2002).

4.3.3 Glacier melt and runoff

By storing water seasonally during winter and for up to thousands of years, glaciers regulate streamflow by
augmenting inputs when precipitation is low, thereby masking the variability of precipitation inputs and
prolonging the melt season into summer.

Because it forms from the metamorphosis of snow, the behaviour of glacier ice deviates from other forms of
ice. Melt results from influxes of solar radiation, sensible heat of air and rain, latent heat of condensation
(dew and frost) and heat conducted from supraglacial debris (enhanced melt up to a threshold depth of de-
bris; thick deposits insulate the ice).
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Figure 4.3-2: Longitudinal section of a glacier.
Melt of firn and ice

There are two methods for calculating glacier melt: a classical temperature index method and an extended
temperature index method after Hock (1998) which includes information on the global radiation during each
time step on each grid cell to modify the melt. The melt after the classical temperature index approach is
calculated by:

M _{ DDF;now/J‘trn/lce (T_TO) T >T0 (43-8)
0 T <T,
with M melt [mm DT™]
n number of time steps per day [d']
DDF 3 degree-day-factors for snow, firn and ice, respectively [mm °C™" d']
T air temperature in a standard elevation of 2 m above land surface [°C]
Ty threshold temperature for melt

The melt is calculated for snow, firn and ice separately using specific parameters. If a glacier cell is covered
with snow, the melt calculation is completed using the parameters DDF,,, and no firn or ice melt is calcu-
lated. If the cell is not covered by snow, then the melt calculation is completed using the parameters accord-
ing to the cell code: DDF., for ice cells (code 1) or DDF},, for firn cells (code 2). Typically, the relationship
DDF.. > DDF},, > DDF,,, holds. All three parameters are constant in space and time for the entire model
run. The parameter values are ranging from 2 to 10 mm °C™" day™.

Using the extended melt approach from Hock (1998), the melt of snow, firn, and ice is calculated by:

M:{(%MF_i_asnow/ﬁrn/ice'[0)'(T_TO) : T>T0 (43_9)
0 : T<T,
with M melt [mm DT™]

n number of time steps per day [d']

MF  melt factor with identical values for snow, firn and ice (around 2 mm °C™" d)

o empirical coefficients for snow and firn (identical, approx. 0.002) and for ice (around 0.001)

[mm Wh™' m* °C™" day™]
Iy potential direct incoming short-wave radiation (visible incoming sun radiation) for each
HRU (depends on aspect and slope angle, time and season, but not on cloudiness) [Wh m™]
T air temperature in a standard elevation of 2 m above ground surface [°C]
Ty  threshold temperature for melt

The correction of the melt factor is completed using the relationship between the observed global radiation at
a meteorological station and the theoretical potential global radiation at the same location. This relationship
represents the effects of cloudiness multiplied by the potential radiation /, on the actual cell. The latter meas-
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ure represents the local real global radiation. Since the model uses global radiation interpolated from non-
shaded stations, and since it already performs a radiation correction considering local topography, the term
Iy Gs Is" is replaced internally by the interpolated global radiation. The actual correction is performed in the
evaporation module. However, for using this melt model approach, it is necessary to enable the radiation
correction and to use Penman-Monteith, Turc/Ivanov or Wendling evaporation for corrected radiation. Fur-
ther, it is recommended not to use net radiation instead of global radiation. If no radiation correction is per-
formed, no variations in the melt pattern will be recognisable since only the interpolated radiation is used for
scaling the melt. The model stops its execution if no radiation is found during the initialisation.

The parameters Oce, Oim, and O, are becoming smaller in this order and range between 10* and
5:10° mm Wh™ m*> °C™" d”'. The radiation is given in [Wh m?], scaling the small o-values to the order of rea-
sonable degree day factors. Since the product of o and interpolated global radiation is added to the melt fac-

tor MF, the latter is smaller than the degree day factors in a classical temperature index approach. MF has a
value of around 2 mm °C™" d™'.

If a glaciated HRU is coded as ice, but is covered with snow, the current melting is calculated using the pa-
rameters for snow. Only in cases of snow free ice area is the melt calculated using the ice parameters.
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Figure 4.3-3: 21 day moving average of melt components from 1981 to 2000 in the Rhone catchment.

Routing of the different melt components through the glacier

For glaciated sub-basins, there are three melt components calculated following Equations (4.3-8) and (4.3-9),
respectively. These components are then delayed and routed to the sub-basin outlet using a set of parallel
single linear reservoirs in combination with a translation movement using individual storage and translation
times:

— Ice (ablation zone): very short storage and translation times (in the model, 4;.. of 1 to 10 hours), output is
added to the fast runoff component Q0

— Snow on ice (ablation zone): longer storage time (kj,,,, of 10 to 100 h), translation time of about 2 h,
output is added to the delayed runoff component Q1

—  Firn and snow on firn (accumulation zone): long storage and translation times, (ky,, of around 100 to
1000 h) melt water is added to baseflow storage input (i.e. SLZ)

Rainfall falling on the three glacier sections described is treated as melt water and directly enters the respec-
tive storages.

For model calibration, it is important to initialise the three parallel reservoirs with matching initial values. If
the calibration begins when the total glacier is frozen, e.g. in January, then only the firn reservoir must be
initialised with a small initial outflow, the other two reservoirs may be initialised with zero.

The total runoff from the glacier sub-basins is handled in the discharge routing module as the runoff of any
other sub-basin.
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4.4  Water in the soil-plant-atmosphere system

4.4.1 Characterisation of soil water

The mass and energy exchange between soil, vegetation and atmosphere significantly determines the charge
and consumption of the water storage of an area. A positive DS (reserve) develops if P > (ET + R), a nega-
tive DS (consumption) when P < (ET + R). This exchange occurs mainly in the vertical direction, as most of
the precipitation is returned to the atmosphere through evapotranspiration, whereby the soil-moisture-zone is
the dominant turnover space. This is also shown with the help of the soil column in Figure 4.4-1 where the
components and sub-processes of the water cycle in the land phase can be observed. As this is only a section
of a catchment area, input and output to the subsystem have to be considered additionally to achieve a closed
water balance. Only for the case of negligible horizontal flows, can the water balance be calculated alone
from the vertical flows.
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Figure 4.4-1: Schematic representation of the soil-plant-atmosphere system.

The soil-water-budget is determined through three processes: (1) infiltration of water through the surface
with the generation of soil moisture, (2) unsaturated water flow through the ventilated soil zone and (3)
groundwater flow through saturated granular soil or bedrock. The soil pores in the ventilated and moistened
zone may also contain air beneath water. At the groundwater surface, atmospheric pressure is registered,
beneath the groundwater layer, pressure rises linearly. Above the groundwater surface, capillary forces may
saturate a porous medium to a certain extent. Higher in the soil column, the soil is only temporally saturated
after the infiltration of precipitation.

As the hollow space between the soil grains can take up liquid and/or gaseous matter, the soil can store or
pass on water. The rate of the storage and conductance ability depends on the volume and size distribution of
the hollow spaces, and is thus determined from the grain size and their distribution.
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The pore volume (porosity) is defined as:

- holow space volume
total volume (4.4-1)

n can be found in the range of 0.25 to 0.75, depending on the soil texture.
The water or moisture content of a soil is defined as:

9~ water volume (4.4-2)
total volume

From the degree of saturation s = @ / n, we can draw conclusions on the temporal development of the water
content.

The field capacity and wither point are characteristic values of the water fixation. The field capacity F'C rep-
resents the amount of water a soil can hold against gravity without influence of the evapotranspiration. It is
determined after a longer precipitation period, after the gravity water has largely petered out.

If the water content falls under a certain value, most plants wither irreversibly. This is called the permanent
wilting point WP.

The absorption and capillary water in the range between FC and WP can be used from the plants. Therefore
the plant usable or plant available field capacity is defined:

AFC=FC - WP. (4.4-3)
Table 4.4-1: Classification of the plant available field capacity AFC.

AFC-steps storage capacity [mm] volume %
very good > 100 24

good 60— 100 16
moderate 45-60 11

low 30-45 8

very low 15-30 4.5
extremely low <15 1.5

rocky, urban area 0 0

It depends on the vegetation which part of the precipitation reaches the soil surface and which part is held
back by interception. Vegetation and soil characteristics are influenced by the infiltration of precipitated
water to the soil.
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Table 4.4-2: Recommendation for the soil-model-parameters in dependency of the soil type (after Haber-
landt, 1989): Porosity n, field capacity FC, wilting point WP.

soil type " ke WP
Vol-.% Vol-.% Vol-.%
sand S 28 —35 8—15 1-7
sand, clayey S1 30-40 10-16 2-5
clayey sand IS 32-42 13-24 5-8
sandy clay sL 33-45 22-30 8§-13
clayey silt U 43 - 45 28 -35 8—-14
clay L 35-50 20-35 12-19
silty clay UL 43 -46 32-43 14-20
silt U 40 -52 28 -35 18-22
sandy potters’s clay sT 42 -55 32-40 16 -24
silty potter’s clay uT 49 —-60 37-46 18 -24
potter’s clay T 50 — 65 40-55 25-35

The plant available soil moisture storage is depleted by evapotranspiration. It is assumed that the maximal
content of the soil moisture storage corresponds to the maximum plant available soil moisture SFC)x [mm].
Such a water content is available for transpiration. The parameterisation of SFCyy requires the availability
to estimate the specific plant AFC [Vol%] and the knowledge of the soil depth Ty [m]. SFCyyx is then pa-
rameterised for each vegetated hydrological response unit according to the following equation:

SFC,,;x = AFC-T5-10.0 (4.4-4)

Additionally, it is assumed that the soil water is only available up to a depth close to the rooting depth Ty
[m]. The rooting depth varies seasonally and according to the land use. To account for capillary rise, an ad-
ditional depth of 15 cm is included in the parameterisation of the effective soil depth, which is relevant for
the parameterisation of the effective SFCgpp:

SECrre=A FC - (Tyy+0.15) - 10.0 (4.4-5)

It may happen that soils are less deep than the roots. In this case, the available field capacity is limited by
SNFCy4x. The actual maximal plant available soil moisture storage SNFC is therefore defined as:

SFC = MIN[SNFC 1, SNFC,,, | (4.4-6)

where SNFCgrr is the effective plant available soil moisture storage.

SFC is parameterised separately for non vegetated surfaces. If no vegetation is present, then soils can be
depleted by direct soil evaporation up to a depth of 25 cm:

SFC=AFC-0.25-10.0 (4.4-7)

Urban areas are an exception to this rule, where values of SF'C ranging between 4 and 5 mm are assumed.

4.4.2  Potential evapotranspiration

Plants need water to build up substance and as a dissolver-, transport-, welling- and cooling-resource.
Through transpiration, the water vapour transfer to the atmosphere, a steady transport of plant available wa-
ter from the roots to the leaves is assured. The leaves are specially adapted to the regulation of the gas ex-
change. The transpiration suction of the leaves is the pushing force of the water transport through the plants.
It depends on the suction power gradient between the soil and atmosphere. Therefore, the evapotranspiration
is an important factor for the water and energy balance of a land surface.
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Definitions

Evapotranspiration is defined as the sum of all processes by which water in the liquid or solid phase at or
near the earth's land surface becomes atmospheric water vapour. Evapotranspiration is a combined process of
both evaporation from soil and plant surfaces as well as transpiration through plant canopies. Evapotranspi-
ration is responsible for the occurrence of more than 50% of the energy flux from a land surface to the at-
mosphere, which shows the importance of this variable.

Evaporation occurs from uncovered surfaces (soil-, snow- or ice-evaporation), the precipitation which is
restrained in the plant canopy (intercepted evaporation) and from free water surfaces (water evaporation).
Evaporation can be defined as the process by which liquid water is converted into a gaseous state. Evapora-
tion may only occur when water is available. It is also required that the humidity of the atmosphere is below
the humidity of the evaporating surface (at 100% relative humidity, there is no evaporation). The evaporation
process requires large amounts of energy. For example, the evaporation of one gram of water at a tempera-
ture of 0° C requires 600 calories of heat energy.

Transpiration is the physiological regulated loss of water vapour to the atmosphere through the stomata of
plants and can be regarded as evaporation from the plant's vascular system. The water is absorbed by the
roots, rises by capillary action to stomatal cavities in the leaves where it finally evaporates and is diffused
through stomata (Greek "stomatos": mouth). Under dry, windy and/or hot and sunny conditions, transpiration
may exceed the rate at which water can be supplied from the soil. By closing the stomates, plants prevent
water loss, but also restrict access to atmospheric CO, for photosynthesis.

The standard rates are defined in the following ways:

— Potential evaporation in [mm] is defined as the amount of water which evaporates from an idealised,
extensive free water surface under given atmospheric circumstances.

— A reference value for the potential plant evapotranspiration in [mm] is defined as the evapotranspiration
that occurs from an idealised grassy surface with a vegetation height of 12 cm, an albedo of 0.23 and a
surface resistance of 69 s m™. The latter is a measure for the ability of the atmosphere to remove water
from the plant surface through processes of evaporation and transpiration, assuming unlimited water
supply and no advection (wind).

The evapotranspiration joins the environmental compartments of air, water, soil and vegetation in multiple
ways (cf. Figure 4.4-2)
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Figure 4.4-2: The evapotranspiration in the complex system atmosphere-plant-soil.

Potential evapotranspiration after Penman (1948) and Penman-Monteith (1975, 1981)

The most widely adopted scheme for the estimation of evapotranspiration in distributed hydrological models
relies on the Penman (1948) and Penman-Monteith equation (Monteith, 1975; Menzel, 1997; DVWK, 1996;
Gurtz et al., 1997a; Schulla and Jasper, 2000).

The Penman (1948) equation is referred to as

UFK A4-R, +y+,

ETP = (4.4-8)
Pl d+y
using
E, = 0263 (05+0537 u) (e;¢) L5 400 (4.4-9)
and the Penman-Monteith (1975, 1981) equation is as follows:
c, le,-e
UFK 4- (Ry -G) + w
ETP = a (4.4-10)
il A+y (l + %j
where ETP potential evapotranspiration [mm d"']
E, aerodynamic term [W m™], ventilation
P density of dry air [kg m™]
P density of water = 1000 [kg m™]
4 psychrometric constant [hPa K™']
¢y specific heat of dry air at constant pressure [J kg” K]
e actual water vapour pressure [hPa]
s saturated vapour pressure at actual temperature [hPa]
A first derivative of the saturated vapour pressure curve (around temperature T) [hPa K]
Ry net radiation [W m™]
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G ground heat flux [W m™]

L latent evaporation heat[J kg™ K]

T4 aerodynamic diffusion resistance [s m']

7 stomata diffusion resistance, surface resistance [s m™]
u wind speed 2 m above ground [m s™']

UFK 86'400'000 (conversion from m s to mm d™)

The latent evaporation heat is a temperature dependent term

L =2501-237 T [kJ kg"'] using T = air temperature [°C] (4.4-11)
The saturated vapour pressure e, can be calculated with the Magnus-equation
173 T
e, =611 exp) ——— |[hPa 4.4-12
’ p[237.3 + Tj[ ] ( )

The actual water vapour pressure e is calculated from the relative humidity U with
e=U -e, [hPa] (4.4-13)
A is the first derivative of the saturated vapour pressure curve around air temperature T (Magnus-equation).

g=28 - &%2 [hPa K] (4.4-14)

or (2373 +7)
The term v is called psychrometric constant and is a function of the air pressure and air temperature.

p-c,
m-

y = = 0.016286 %[hPa K] (4.4-15)

¢, = specific heat of dry air at constant pressure = 1000 [J kg' K
m = ratio of the molar masses water vapour to dry air = 0.622 [-]

The air pressure p can be expressed with the barometric height equation.

H

p =1013 e 19129337 [hPa] using H = height above sea level [m] (4.4-16)

The air density is estimated as a function of temperature:

p
=0349 —— [kmm® 4.4-17
P 275 1 T [km m™] ( )
The ground heat flux G can be expressed as a fraction of the net radiation (Ry):
G =Cy-Rn [Wm?] (4.4-18)

Cr = ground factor = 0.3 for urban areas, rocky areas and water
~ (.2 for grassy surfaces
~ (0.3 - 0.03 LAJ) for vegetation covered surfaces

LAI = leaf area index
The net radiation is derived from the balanced short-wave (Rsw) and long-wave (Rlw) radiation:
Rn = Rsw + Rlw [W m?] (4.4-19)
The balanced short-wave radiation is determined in the following way:
Rsw=RG (I-a ) [W m?] (4.4-20)
with « = albedo [-] and RG = global radiation [W m™]

To determine the balanced long-wave radiation, SSD which is the ratio of the measured sunshine duration n
to the maximum possible sunshine duration N is needed:
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D= sur?shlne durz.mon . _n [h h'l] (4.4-21)
max. possible sunshine duration N

Following this, fis derived as a factor which considers the reverberation from clouds:

f=1(8SD) = (¢, + (1- ¢;)- SSD) using ¢y = 0.23 for the Thur River catchment (4.4-22)
and &1is the net emission of the considered surface:

¢=(a, +b~e), a, =048 , b, =-0.065 (4.4-23)
Giving the balanced long-wave radiation:

Rlw = -f(SSD) D275+ T)' [W m™] (4.4-24)

where o is the Stefan-Boltzmann constant (5.68-10% W m™ K™*).

The aerodynamic diffusion resistance 7, is:

2
472. [m ZJ
2y

-1
p=——~ 07 [gm 4.4-25
¢ 1+0.54u [ ] ( )
using z height above ground where the wind speed is measured [m]
Zp aerodynamic roughness-length as a parameter of every form of land use
(zo = 0.125 - (h - d) [m])
u wind speed 2 m above ground [m s™']
h height of vegetation [m]
d height displacement = 0.6 h
The surface resistance 7; is calculated for the daytime as:
1 (-4 4 (4.4-26)
rsT r sc rss
using 71 minimal surface resistance in daytime [s m™]
e minimal surface resistance of the plants with full water supply and dense cover [s m™']
Fys surface resistance for uncovered ground (= 150 sm™) [s m™']
1-4 factor to characterise the evaporating vegetation cover

A =f"" using f~ 0.7
At night, the following equation applies:

1 _Lar 4 (4.4-27)
roy 2500 7
using rgv minimal surface resistance at night [s m'l]

The terms z, and LA/ (additionally, the degree of vegetation cover and radix depth to calculate the utilisation
of the soil moisture) show a vegetation specific annual fluctuation.

The averaged surface resistance r; throughout a day:

T T
LI ) S PO (4.4-28)
rs 24rST 24 rsN
using 7} day length [h]
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Potential evapotranspiration after Wendling (1975):
The estimation of potential evapotranspiration (ETP) after Wendling (1975) (see also DVWK, 1996) is ap-
plicable only when using a time step of one day or longer. The potential evapotranspiration is then given by:

T+22

ETP=(RG(11-a)+93- f, )———————[mm d"' 4.4-29
(RG(11-a) f")150(T+123)[ ] ( )
using RG global radiation in [J cm™ d'], transformed from [W m™ ] using the multiplier 8.64
o albedo (0 to 1) [-]
Jfr empirical correction value which takes into account the parameters that cannot becollected

using the radiation and temperature (coastal 0.6, lowland 1, assessed empirical value
for northern Switzerland, compared to Penman-Monteith evapotranspiration: 0.5) [-]
T daily mean value of air temperature [°C]

Potential evapotranspiration after Hamon (1961) (from Federer and Lash, 1983)

216.7-e
ETP=01651-f, -h,/12- =———= [mmd" 4.4-30
Jiha 1275 | : ( )
using f; empirical factor, varies monthly (Table 4.4-2)
hy day length [h]
e saturated vapour pressure at temperature 7 [hPa]
T air temperature [°C]

Table 4.4-2: Monthly correction factor f; for Hamon-evapotranspiration (valid for northern Switzerland).

Month Jan. Feb. Mar. Apr. May Jun. Jul Aug. Sep. Oct. Nov. Dec.
f 05 0.6 0.8 1.1 1.2 1.3 1.2 1.1 1.0 0.9 0.7 0.5

Potential evapotranspiration after Turc/Ivanov:

The Turc (1961) scheme (DVWK, 1996) is applied in France and in arid/semi-arid regions when air tem-
perature exceeds 5 °C. For temperatures below 5°C, the scheme after Ivanov (see DVWK, 1996) is used.
Both schemes are applicable only using a time step of one day or more.

Turc scheme, for T > 5°C

ETP =0.0031 (RG + 209.4)TL15 ETPF, [mmd'] (4.4-30)
+
Ivanov scheme, for T < 5°C

ETP = £, -0.00006 (T +25)*(100 — RH) [mm d"'] (4.4-31)

using RG global radiation in [J cm™ d™,], calculated from [W m™] using the multiplier 8.64
ETPF,,, empirical factor varies monthly (see Table 4.4-3)
Jfr empirical correction value, cf. Wendling (1975)
T daily mean value of air temperature [°C]

RH relative humidity [%]

Table 4.4-3: Empirical coefficient ETPF,,, for ETPryrc (valid for central Europe).

Month Jan. Feb. Mar. Apr. May Jun. Jul Aug. Sep. Oct. Nov. Dec.
ETPF,,, 0.7 0.85 095 1.05 125 115 1.05 095 09 0.8 0.75 0.7
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In the PREVAH model, the potential evapotranspiration is calculated as daily averaged values in mm d™. In
case of using a computation time step of 1 hour, the daily values are distributed to the hours of the day be-
tween the time of sunrise and sunset. The disaggregation of daily evapotranspiration to the different day
hours is carried out depending on the cloudiness for cloudy sky (relative sunshine duration smaller than 0.7)
and for clear sky using the distribution functions from the following schematic (Figure 4.4-3).
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Figure 4.4-3: Mean distribution function of the evapotranspiration during a day.

In the appendix, the equations optionally used in PREVAH to calculate the short and long wave radiation are
supplied.

4.4.3 Real evapotranspiration

The real evapotranspiration ETR from the soil surface and soil itself is controlled by different factors (Figure
4.4-4): meteorological conditions and the resulting energy supply; water supply at the surface and in the
ventilated soil zone; height of the groundwater table; and further location-specific factors (morphology, ge-
ology, soil type, cropping, vegetation type and succession).

The direct evaporation from a land surface or the soil is an unproductive process. With sufficient moisture, it
is only determined by meteorological conditions. Transpiration through the stomata is a plant physiological
process. It is the base of nutrient supply and biomass production, and is therefore called productive evapora-
tion. Plants have the possibility to reduce the transpiration in case of water shortages by closing their sto-
mata. Water for transpiration is supplied through a network of roots of varying length, whose size and posi-
tion changes with the growth of the plant and moisture supply. For this reason, the distance of the water
transport between the soil and roots is significantly shorter in comparison to the evaporation. Further, the
available soil space for water supply becomes larger. Beside the transpiration demand, it is the water trans-
port ability which regulates the transpiration rate. Again, the water transport ability depends on the develop-
ment stage of a plant. Therefore, the transpiration process is a very important part of the highly non linear
soil-plant-atmosphere system.

For uncovered soil, only evaporation occurs. For covered soil, the fraction of transpiration rises with in-
creasing vegetation density. Lastly, for a closed vegetation cover, the fraction of evaporation is extremely
small.

The modelling of the evapotranspiration always needs to be regarded in close relation to the modelling of
soil moisture. It strongly depends on the spatial and temporal process scales considered and the temporal and
spatial differentiation of the model input data available.

55



Theoretical basis of PREVAH Part II, Chapter 4

In practice, the ETR is generally calculated on the basis of E7P and then adjusted to actual moisture, soil and
vegetation conditions at the location of focus.

During dry periods, evapotranspiration is reduced constantly. This is tantamount to an increase in the suction
power and, therefore, the binding intensity of the soil water and soil resistance. Real evapotranspiration may
drop substantially under the potential evapotranspiration. This process can be described with the extraction-
or reduction-function r(®):

ETR=r(®) - ETP (4.4-32)

As the function 7(®) theoretically can not be differentiated, the chosen function type differs from model to
model. To simplify the complicated functions, a stepwise linear characteristic is commonly used.

For covered soil, 7b applies:

rb(®) =1 for ©)<O<0Og

rb(®) = (0 - Owp)/( Op- Oyp) for BOuwp<O <O, (4.4-33)
rb(®)=0 for O <Oyp

Oy =cu - Op¢c cu = 0.4 to 0.8 (parameter)

Uncovered soil is characterised by ru:

ru(@) =1 for ®FC <O ®S
I”M(@) = (@ - @wp)/( ®FC - @Wp) for ®WP <O ®FC (44-34)
ru(®)=0 for O <Owp

® is the volumetric soil moisture content, g, Orc, Owp are the values of ® at saturation, field capacity and
wilting point, respectively.

If the fraction of the plant-covered soil is defined with the vegetation-covering-grade VBG (0 < VBG < 1),
ETR(b+u) of partly covered soil can be estimated as:

ETR(b+u) = ETP [(rb(®)-VBG) + (ru(®)- (1 - VBG))] (4.4-35)

If potential evapotranspiration is calculated with the Penman-Monteith equation, ETR can be estimated either
directly over the moisture dependent reduction function or the resistance analogy method, where the stomatal
resistance is adjusted depending on the particular soil moisture (for ® < ®y).
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Figure 4.4-4: Schematic for the estimation of real evapotranspiration depending on soil moisture €.

4.5  Runoff generation, runoff components and runoff
concentration

45.1 Generation of soil moisture, land surface runoff, interflow and
percolation

The runoff (R or Q) is defined as the water volume per time unit (m’® s™'] or [1s™']) that leaves a catchment
through a surface runoff profile (e.g. river profile) and possibly also through subsurface ways. This water
originates from the catchment area which, in turn, is limited by the watersheds. Surface and subsurface
catchment areas are distinguished. The surface catchment area is defined by natural watersheds like moun-
tain ridges, its area corresponds to the horizontal projection of the area which is enclosed by the watersheds.
The subsurface catchment area is affected by the geological conditions. The characteristics of the geological
layers, and geological faults, cleavages or vugs, may influence water flow such that inflows or outflows are
virtually impossible to determine.

Q
[Vsec]

urface runoff RS
Interflow RI
2 Groundwater runoff RG

—- t

Figure 4.5-1: Composition of a runoff hydrograph from the surface runoff RS, the interflow RI and the
groundwater runoff (baseflow) RG.
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The runoff hydrograph consists of different runoff components generated in different parts of the catchment
at the land surface, in the unsaturated soil zone and in the saturated groundwater zone using different runoff
generation sub-models. The flowing of the generated runoff to the outlet profile of the catchment at the land
surface, through the soil and in the river network occurs with different velocities and is described by runoff
concentration sub-models. The runoff generation and concentration modules can be coupled similarly as in
the PREVAH model.

Equations of the runoff-generation module used in PREVAH

Here, we present the equations for the water flows within the runoff generation module of PREVAH (see
Chapter 2). The water flows are computed for each HRU at each time step dt [h] as represented schemati-
cally in Figure 2-2. Table 4.5-1 summarises the variables and parameters of the soil and runoff generation
modules.

Table 4.5-1: Main variables and parameters of the soil and runoff-generation modules.

Name  Unit Definition
State Variables

SNFC [mm] Maximum plant available soil moisture storage
SSM [mm] Plant available soil moisture storage

DSUZ [mm h'] Inflow into the runoff generation module

SuzZ [mm] Upper storage reservoir

PERC [mm h'] Deep percolation rate

RS [mm h'] Surface runoff

RI [mmh™] Interflow

SGl [mm] Fast response groundwater reservoir

SG2 [mm] 1* order slow response groundwater reservoir
SG3 [mm] 2" order slow response groundwater reservoir
GR1 [mm h'] Recharge of SG1

GR2 [mmh™] Recharge of SG2

GR3 [mmh™] Recharge of SG3

RG1 [mm h'] Fast response groundwater runoff component
RG2 [mm h'] Delayed groundwater runoff component

Rror [mmh™] Total runoff

Tuneable parameters

BETA [-] Soil moisture recharge parameter

SGR [mm)] Threshold content of SUZ for generation of surface runoff
SGlmax [mm] Maximum content of the fast response groundwater reservoir SG1
KO [h] Storage time for surface runoff

K1 [h] Storage time for interflow

K2 [h] Storage time for quick response baseflow

K3 [h] Storage time for delayed baseflow

PERCyax  [mm dt'l] Maximal deep percolation rate

The inflow DSUZ into the storages of the runoff generation module is relative to SFC:

(4.5-1)

BETA
DSUZ(:) = P,(:)- [Mj

SNFC
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BETA is a dimensionless non-linearity parameter that controls the redistribution of the available water
amount for runoff generation P, [mm h™'] between the plant available soil moisture storage reservoir (SSM)
and upper storage reservoir SUZ.

The SUZ reservoir temporarily stores water amounts that can either drain by gravitation in the groundwater
storages SLZ, or generate surface runoff and interflow. SUZ contains the water available for land surface
runoff generation and the fraction of the soil moisture content which exceeds the field capacity and contrib-
utes to runoff generation (Figure 4.5-2) and percolation. The soil moisture recharge (SMR) is the difference
between P, and DSUZ. SMR increases with increasing BETA (Uhlenbrook, 1999).

1.0
- 0.8 —
8
Q 0.6 —
s
w
s 04—
T 02
0.0
I R I L
00 02 04 06 08 1.0
SSM/ SNFC
Figure 4.5-2: Relation of storage inflow (abscissa) to storage outflow (ordinate) depending on the parameter
BETA.
a) Conceptual soil model of PREVAH b)  MODEL Real Soil
iincluding runaoff generation in the upper zone)
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Figure 4.5-3: Conceptualisation of the soil model in PREVAH (left) and schematic conceptualisation of the
real soil and its parameterisation in the hydrological model (right).

As a first step, the storage reservoir SUZ is incremented by DSUZ:
SUZ, (1) = SUZ(i-1)+ DSUZ(:) - dt (4.5-2)
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SUZ is emptied by deep percolation PERC into the reservoirs of the saturated zone SG1, SG2, SG3, by sur-
face runoff RS and interflow RI:

SUZ,(:) = SUZ,(:)— PERC(:) - dt (4.5-3)
with PERC(:) = MINHSUZl ()-dt™! ],PERCMAX } (4.5-4)

The percolation rate PERC is a tuneable parameter. PERC (Eq. 4.5-4) is limited by the content of SUZ ob-
tained from Equation 4.5-2. The generation of surface runoff RS (Eq. 4.5-5) and interflow R/ (Eq. 4.5-5)
depends on the content of the linear reservoir SUZ as obtained from Equation 4.5-2:

RS())=(SUZ, (1) = SGR)- (1= /%°).dt™" if ~ SUZ,(:)> SGR

RS(1)=0 if SUZ,()< SGR (4.5-5)
RI(:)=SUZy())- (1= e /¥ ). dt™! i SUZ,(1)>0
RI(:)=0 i SUZ,()=0

where SGR is a model parameter defining a threshold content of SUZ [mm] that must be exceeded to allow
for surface runoff generation. The two storage times K0 and K/ [h] are tuned through model calibration and
adopted as catchment specific parameters to govern the generation of surface runoff and interflow, respec-
tively.

The content of SUZ at the end of the time-step is:
SUZ(1)=SUZ,(:) — (RI(:) + RS(:))- dt (4.5-6)

45.2  Groundwater storage and generation of baseflow

The principle of parallel connection of single linear storages is used in PREVAH to compute the base runoff.
It is implemented in the sub-model SLOWCOMP from Schwarze et al. (1999). The groundwater storage is
divided into a quick-leaking storage SGI and a slow-leaking storage SG2. The capacity of SG/ for the fast
groundwater components is limited through a given maximal storage charge SG/,.x. Further, the free stor-
age volume of SGI can only be filled as fast as it would leak when fully charged; the corresponding storage
time is CGH. Subsequently, SG2 only receives the fraction of percolation which is not absorbed by SG1.

Additionally, a smaller, even slower leaking storage SG3 is usually added to SG2 in parallel. The mean stor-
age time K3 is assigned as 9 - K2, the input consumes '/y of the input to SG2. The total content of the
groundwater storages (also called SLZ, for "storage lower zone") is the sum of the three partial storages SG/,
SG2 and SG3. Total base runoff is combined from the outflow of the three partial storages.

The storage times for SG/ (CGH) and SG2 (K2) are parameters which need to be estimated empirically for
the particular catchment. This may be achieved through an analysis of the runoff hydrographs (Schwarze et
al. 1999). K3 (for SG3) is derived from K2, and therefore does not need to be estimated.

The recharge rates GRI, GR2 and GR3 of the groundwater storage reservoirs SGI, SG2 and SG3 are deter-
mined as a function of the deep percolation rate PERC. The computation of the water flows within the

groundwater storages and the corresponding runoff components follows the method developed in the sub-
model SLOWCOMP by Schwarze et al. (1999):

if  SGI()>SGl,,,, GRI()=0
GR2(:) = PERC(:) - 8/9 (4.5-7)
GR3(:) = PERC(/)-1/9

if  SGI(:)<SGl,,,, GRl=MIN(PERC(:),GR1,,,, (:))
GR2 =(PERC(:) - GR1)-8/9 (4.5-8)
GR3(:) = (PERC(:) = GR1)-1/9
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(4.5-9)

with GR1 =
MAX(I‘) |: KZH

(SG1,,y — SGI(;))}

where SG 1,y is a threshold factor which restricts the content of the quick response groundwater reservoir
SG1. SG1,4x1s not exceeded during the time step dt.

Equations 4.5-10 to 4.5-12 describe the computation of the change in storage for the three groundwater res-
ervoirs during dr.

SGI() = SGI(m)- e ¥+ [[1-e ). GRI() - K2] (4.5-10)
SG2(1)=8G2(-)-e ¥+ [1-e ). GR2()- k3] (4.5-11)
SG3() = SG3(-)-e K+ [(1—e ). GR3() - K 4] (4.5-12)
The generation of the groundwater runoff components is governed by the tuneable storage times K2 and K3:
SGI(:)
RGI1(:) = 4.5-13
(1) 2 ( )
RG2() = SG2D  SG30) @514
K3 K4
with K4=K3-1/9 (4.5-15)

K2 and K3 are the storage times [h] governing the generation of a quick response (RG/) and delayed (RG?2)
groundwater runoff, respectively. The additional reservoir SG3 also generates a delayed groundwater com-
ponent (RG3), whose storage time K4 is parameterised as a function of K3 (Equation 4.5-15). The storage
times of the groundwater runoff components can be either tuned through model calibration or determined by
an analysis of the hydrograph's recession curve (Schwarze et al., 1999).

The total runoff generation Ryor in time step dt is determined by adding all components generated in the
upper storage reservoir and groundwater reservoirs:

Ryor (1) = RS()) + RI(:) + RG1(:) + RG2() (4.5-16)

Rroris assumed to be instantaneously routed to the catchment outlet.

45.3 Runoff concentration

Runoff routing and estimation of the total runoff

When elaborating a model concept, simulation of storage and translation processes in the catchment area and
stream system is approached with simple mathematical models. The model parameters are estimated such
that the processes in the natural system are approximated as accurately as possible. A commonly used con-
cept to represent storage effects is the so-called single linear storage (SLS; Figure 4.5-4) which can be com-
bined with a translation element.

S=k-qg or q=(Uk-S  (45-17)

using: p
S = storage ¢
q = outflow
k = storage constant as the residence time
p = inflow

If the storage change as shown in Equation 4.5-18

p—q=dS/dt (4.5-18)

is inserted in Equation 4.5-17, the differential equation for the SLS is achieved:
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p=q+k-(dg/di (4.5-19)

The corresponding solution is:
q(®) = q(t) - exp (-(t-tp) / k) + p(2) - (1 / k) - exp (-(t-tp) / k) - d(7) (4.5-20)

using: q(tp) = storage outflow at time ¢,
q(t) = storage outflow at time ¢

The first term takes into account the idle process during periods without inflow (p=0), whereas the second
term describes the outflow ¢(¢) which results from the system input p and corresponds to the convolution
integral

q(t)=p(@-h(r-7)d(D).
From this, we get the pulse response from the SLS:

h(t)=(1/k) exp(-t/k) (4.5-21)

This means that the storage experiencing a pulsed input will drain according to an e-function.
Assuming a rectangular input pulse with 0 < ¢ < At results in a rising outflow hydrograph:

q(t)=p(t)-(l—exp(-t/k)) (4.5-22)

The recession of the hydrograph is calculated using the idle term for t > At and qu as outflow at the end of
the rectangular pulse:

q(1)=qu exp (- (- 40/k) (4.5-23)

The parameter k (storage constant of the SLS) corresponds to the residence time of the water in the SLS. If
the SLS is applied to calculate the runoff concentration of effective precipitation to direct runoff in a flood
event, k may be estimated as half of the time between the end of the precipitation and the end of the flood
event (concentration time 7).

Linear translation element (LTE)

The single linear storage does not take into account translation processes in the considered hydrological sys-
tem. The outflow always begins at the same time as the initiating inflow, which is unlikely to happen in real-
ity. Therefore, a completion with the linear translation element is required. It forwards every input without
any modification. The inflow p(?) to a translation element, which is passed through with a translation time T,
is used to calculate the outflow:

q(O)=p(t-T) (4.5-24)

Regarding the runoff concentration of a catchment or the characteristics of river runoff, both storage and
translation processes are involved. In general, these processes are simulated more accurately with a com-
bined model (storage and translation). The system parameter 7 for a pure translation system is interpreted
from the time displacement of specific points on the in- and outflow hydrographs.
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Discharge [m3/s] Example of SLS (20 hours) and LTE (10 hours)
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Figure 4.5-4: Example of a single linear storage (SLS) and a Linear translation element (LTE).

SLS and LTE may be also adopted in order to approximate the retention of lakes (Figure 4.5-5).

Impact of Lake Retention
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Figure 4.5-5: Impact of Lake Constance retention on the August 2000 flood-peak, illustrated by the simulated
and observed discharges at the gauges Diepoldsau and Neuhausen (Verbunt et al., 2006).
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Flood routing in the river bed system

Regarding the wave flow phases, we have to answer the question of how the different flood waves from the
catchment areas are combined the moment they reach the main river (forecast of flood water). The develop-
ment of these waves in an open stream system is, in general, in an unsteady state, a flow process which is
changing gradually. This process can be described on the basis of the "Saint-Venent-Equation" which is
composed of the dynamic base equation and continuity equation. As there is no known analytic solution for
this equation, different simplified approaches were developed, e.g. the diffusion-wave-model and kinematic-
wave-model.

As an alternative to these hydraulic models, which require a demanding calculating capacity to obtain a nu-
merical solution, hydrologists developed simpler mathematical terms. These models, which show a robust
behaviour, are called hydrological or conceptual models. They are based on the following equation, which is
valid for an extended river section:

ds
0.-0,=—
dt (4.5-25)

using: S storage capacity of the river section
0O inflow to river section

0O, outflow from river section

The dynamic equation is substituted through a more or less empirical dependency between S and Q. and/or
Q.. One of these model concepts is the Muskingum-Model after McCarthy (1938)

S=K[g-0.+(1-2)-0,] (4.5-26)

using an accumulation constant K an a dimensionless weighting factor g with values from 0 to 1

Another flood routing model concept is the Kalinin-Miljukov-Model, (Kalinin and Miljukov, 1957) consist-
ing of a cascade of n linear storages using

§=K-0, (4.5-27)

In PREVAH, this term is integrated for the calculation of flood routing in the river bed by the Storage-
Translation-Model, consisting of a SLS coupled with a pure translation element.
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5. Assimilation and use of hydrological data

5.1  Model requirements

The most important hydrological data are time series of observed discharges at river gauges. These data are
required in order to calibrate the model and estimate model efficiency. The format is identical to the format
for meteorological station data, except the second row which does not contain the altitude but the catchment
area of a gauging station. This is important if the discharges (in [m® s]) are converted into specific dis-
charges (in [mm At"']), as latter is the unit required by the model.

5.2  Computation of model efficiency

To calibrate and validate a model, the calculated (y;) and observed (x;) values are compared assess the simu-
lation and modelling quality, respectively. Beside the visual control of the graphical diagram, quality and
error criteria should be used to obtain a more objective rating of the differences between the simulated and
observed values. For the use of mathematical parameter optimisation, such objective quality criteria are es-
sential since the parameter optimisation tries to maximise and minimise the particular quality criteria, re-
spectively. The choice of a quality criteria and the corresponding timeframe needs to be completed carefully
and in a sophisticated way, depending on the conceptual formulation.

The runoff is the most commonly used term to compare processes in hydrological modelling. However, there
can also be other terms used such as evapotranspiration, soil moisture or fill level of storage to obtain a qual-
ity assessment of a simulation. It has to be considered that the quality of a simulation depends on the re-
garded temporal resolution.

The objective statistical coefficients that were used to evaluate the simulated variables S with respect to the
observed variables O are:

Empirical coefficient of correlation R,:

This quality criterion is used in analogy to the correlation coefficient of the linear regression. As the required
linearity is mostly not fulfilled, and the simulated runoff is not a random variable, the term "correlation coef-
ficient" should be substituted with "sum of the deviation products" or at least used with apostrophes. It has to
be recognised that the range of the variant calculation only varies between -1 and +1 and, therefore, changes
in the simulation are more difficult to discover than with other quality criteria. We have the possibility to
compare different catchment areas.

R, = zj\il (5.~ 5)(0, - 0
TS b Y e of

with Oand S the mean of the observations O; and simulated S; values, respectively and N the number of
observations. R, tends to unity the more the simulated values have similar dynamics with respect to the ob-
servations.

(5.2-1)

Root mean square error RMSE:

M(s.— 0)
RMSE:\/Z” (le ) (5.2-2)

RMSE allows for the quantification of the magnitude of the deviation of the simulated from the observed
values.
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Mean absolute deviation MAD:

2.8 ol
N

MAD = (5.2-3)
MAD must be minimised in the calibration phase to obtain a better quantitative agreement for the simulated
variable with respect to the observation.

Efficiency score E; (Legates and McCabe, 1999; Nash and Sutcliffe, 1970):

Z:; |Oi - Si |2

E,=1- 5 (5.2-4)
o] 130
i=1 n i=1

E> quantifies the relative improvement of the model compared to the mean of the observations. An efficiency
below zero indicates that average daily measured stream flow would have been as good a predictor as the
modelled stream flow. A perfect model prediction has a score equal to one. Any positive value corresponds
to an improvement. £, tends towards unity when S; tends towards O;. Further, the logarithmic formulation of
E; (Schulla, 1997; Hock, 1999) is considered:

> | m(0)- In(s,)[

EXe=1- = : (5.2-5)
n 1 n
S| mo)- |, X))

The logarithmic efficiency score E,'” gives valuable indications on the model performance in the case of
discharge simulations during low-flow periods in winter (Gurtz et al., 2001). The range of both £, and E,¢is
[-o0,1]. The logarithmic form should possibly be used in addition to the linear variant.

5.3  Computation of flood statistics

Three peak-specific efficiency scores are computed by the PREVAH sub-module FLOODSTAT. They fol-
low the recommendations of Lamb (1999) and allow in-depth analysis of the peak simulation ability of the
PREVAH model parameter set in use (see Viviroli, 2007 for details). The efficiency scores are defined as
follows:

Sum of time- and size-weighted peak errors (Lamb, 1999)

P—QT:iZ':“\/[(B ‘P%*T +[(Ti ‘”%T (5.3-1)

with P; = i™ observed peak, p; = ™ simulated peak, p* = difference between largest and smallest observed
peak, T; = time of i"™ observed peak, ; = time of /" simulated peak, #* = time steps between occurrence of first
and last observed peak and m = number of extracted peaks in the peak flow record (usually three times the
number of years considered, see FLOODSTAT OPTIONS in the WINPREVAH documentation for details).
A P-QT score of 0 means complete correspondence of observed and simulated peaks; with rising score the
deviations in timing and size of the peaks increase. P-QT is a relative score with no upper limit, and since the
score is scaled relative to p* and ¢*, its meaning is specific and can not be compared between different peak
flow records.

Sum of absolute errors SAE in peak flow record (Lamb, 1999)
P—SAE=Y|P, - p,| (5.3-2)

i=l
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Sum of weighted absolute errors WAE in entire runoff record

WAE=> 0|0, -4, (5.3-3)

with O, = observed runoff, ¢, = simulated runoff, = exponent (1.5 is recommended) and » = total number of
runoff records.

Additionally, three further statistical scores are computed.:
NSE: Efficiency score following Nash and Sutcliffe (1970) (see Section 5.2)

SPM_R: Spearman rank-correlation coefficient (see e.g. Bahrenberg et al., 1990) between observed and
simulated peaks in the peak flow record.

> |R, -1
SPM R=1-*2

— 3-4
m(m* —1) (.3-4)

With R; = rank of i observed peak, p; = rank of /" simulated peak and m = number of extracted peaks. It is
assumed that there are no peaks of exactly identical magnitude. This coefficient may be used to assess the
ability of the current parameter set to reproduce the magnitude order of flood peaks.

SPM_P: Significance level of SPM_R. Example: In a two-sided test with an o error limit of 5%, a value be-
low 0.975 means that there is no significant correlation between observed and simulated peaks. Note that
normal distribution is assumed which applies only to record sets of 30 or more samples.

Please note that it is difficult to obtain high standard efficiencies and peak record efficiencies with the same
set of PREVAH parameters. Depending on the accuracy desired by the user and the application goal, it may
be necessary to use different parameter sets for the ideal representation of normal and extreme flow periods,
respectively. However, a parameter set for simulating peak flows should achieve at least acceptable standard
efficiencies (performance over the whole simulation period focusing on non-extreme runoft), since simula-
tion results are more trustworthy when PREVAH is able to capture basic hydrological characteristics of the
catchment in consideration (Viviroli, 2007).
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6. Model calibration

6.1 Introduction

As a standard procedure for model calibration and validation, the available data sets for hydrological simula-
tions in a catchment are divided into two non-overlapping periods. If the global time series is longer than five
years, at least three years are used as the calibration period. The first year of the simulation period should be
used as an initialisation period and then excluded from the evaluation. This decision is based on the uncer-
tainty of the values for the snow water equivalent and different water storages at initialisation. This restric-
tion is less important in regions where snow accumulation plays a marginal role in the runoff generation
process.

The remaining period is used for verification of the model quality without further adjustments of the tuneable
parameters. The analysis of the hydrological behaviour of the catchment generally includes the entire avail-
able time series. The quality of the model simulation can be assessed by using different observed variables.
The comparison of different outputs of a model run with selected observed variables allows a multiple-
response verification of the model's capabilities. Hydrometeorological observations available for model
evaluation include:

— Discharge observations

— Soil moisture time series

— Observed fluctuations of the groundwater level

— Lysimeter data (evapotranspiration, percolation, storage changes)
— Records of snow height and snow water equivalent

— Snow patterns derived by satellite observations

— Latent heat flux values observed by eddy correlation and computed using the Bowen ratio method

6.2 Trial and error calibration

If calibration of PREVAH is completed manually, the output is compared with observed values and evalu-
ated by means of objective statistical criteria. A graphical comparison between observation and simulation is
made in the calibration phase for a subjective assessment of the simulation quality. This allows an expertise-
based assessment of the model's free parameters. As a further index of the model quality, the quantitative
difference between computed and measured data is taken into account and analysed (e.g. between computed
and observed average yearly discharge). The most sensitive catchment specific tuneable parameters to be
calibrated are:

— Adjustment factors for precipitation (snow and rain)

— Parameters of the snowmelt module

— Parameters of the glacial melt module

— Non-linearity exponent controlling the soil moisture recharge

— Threshold storage parameter for the generation of surface runoff

— Maximal storage available for fast baseflow (Schwarze et al., 1999)

— Storage times which govern the process of runoff generation (surface runoff, interflow, delayed and fast
baseflow)

— Percolation rate
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6.3  Automatic calibration

6.3.1  Procedure and set-up

To perform the automatic model calibration, observed runoff data for the catchment in the defined simulation
period are required. The general idea behind an automatic calibration is to allow the calibration module to
find the best settings for the selected tuneable parameters with help of a set of model runs which are evalu-
ated by means of different objective functions. These functions are computed on the basis of the determined
efficiency and volume error of the model simulations with PREVAH. The model parameters are calibrated
pair-wise (two parameters at a time). The following procedure is applied for the automatic calibration of
PREVAH:

— A set of so-called parameter pairs is defined. Maximum and minimum limits
are set for each parameter. Thus, a parameter space is defined (see also the
documentation of the tool VIEWOPTIM).

<——Parameter 1 range——>

— The parameter space is subdivided into 9 sections, each of them covering '/
of the area of the parameter space.

— The parameter combinations found at the 4 main intersections of the parame-
ter space are used for running PREVAH.

<——Parameter 1 range——>

— The objective scores are computed as defined in the next section, so that the
calibration module can decide which of these 4 runs (and corresponding pa-
rameter configurations) was the most accurate.

— The parameter space is then reduced (white area), a new parameter space is
centred on the best parameter configuration of the previous iteration. /s of the
original parameter space area is discarded (grey area).

<——Parameter 1 range——>

— The new parameter-space is then is subdivided anew into 9 sections, and the
procedure described above is repeated. This is continued until a pre-defined
number of iterations is reached or until the improvement in model efficiency
as compared to the last iteration remains under a defined threshold.

«——Parameter 2 range——> «——Parameter 2 range——> «——Parameter 2 range——> «——Parameter 2 range——>

<——Parameter 1 range——>
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Table 6.3-1: Default parameter-pairs for automatic calibration of PREVAH for Swiss glaciated catchments.
These default settings assume that the recommended snowmelt module "4. EMA with varying melt factor" is

used.
PAIR Parameter 1 Parameter 2
1 Rain correction [%] Snow correction [%]
2 Threshold Temperature Rain-snow [°C] Transition Temperature Rain-snow [°C]
3 Maximal degree day factor [mm d™' K] Minimal degree day factor [mm d”' K]
4 Threshold Temperature Rain-snow [°C] Threshold Temperature snowmelt [°C]
5 Exponent for soil moisture recharge [-] Percolation [mm h™']
6 Refreezing factor [mm d”' K] Rad. melt factor snow [mm h™ K™ W' m?]
7 Threshold storage for surface runoff [mm] Storage time for surface runoff [h]
8 Storage time for interflow [h] Percolation [mm h™']
9 Storage time for fast baseflow [h] Maximum storage for fast baseflow [mm]
10  Storage time for delayed baseflow [h] Percolation [mm h™]
11 Temperature melt factor for ice [mm d”' K] Rad. melt factor ice [mm h™' K! W' m?]

Table 6.3-2: Recommended parameter-pairs for automatic calibration of PREVAH for large catchments with
no glaciers and daily meteorological input. These default settings require that the snowmelt module "0.
Positive degree day index (PDDI)" (see Section 4.5.1) is used.

PAIR Parameter 1 Parameter 2
1 Rain correction [%] Snow correction [%]
2 Threshold Temperature Rain-snow [°C] Transition Temperature Rain-snow [°C]
3 Maximal degree day factor [mm d”' K] Minimal degree day factor [mm d” K]
4 Refreezing factor [mm d”' K] Threshold Temperature snowmelt [°C]
5 Exponent for soil moisture recharge [-] Percolation [mm h™]
6 Threshold storage for surface runoff [mm] Storage time for surface runoff [h]
7 Storage time for interflow [h] Percolation [mm h™']
8  Storage time for fast baseflow [h] Maximum storage for fast baseflow [mm]
9 Storage time for delayed baseflow [h] Percolation [mm h™']

The number of iterations can be defined by the user although 4 to 8 iterations for each parameter pair are
recommended. If the calibration module does not register an improvement from the previous iteration step,
further iterations are skipped and the calibration continues with the subsequent parameter pair. The set-up of
the automatic calibration is controlled by WINPREVAH (see Part III of the PREVAH documentation).

6.3.2  The 3x3 objective scores

Three scores are computed to assign a total score to each model run and determine the best model run during
automatic model calibration. Each score is computed on the basis of three objective functions which in turn
can be weighted separately. Thus, a specific score and objective function can have larger or smaller influence
on the total score.

Linear Score (ALIN)

The linear score analyses the quality of the model run with respect to the linear efficiency score E,™ (Nash
and Sutcliffe, 1970; Legates and McCabe, 1999). Three weighted objective functions are defined to assess
ALIN:

— The linear efficiency score during the calibration period.
The range of this score is between -co and 1. The goal of the calibration should be to maximise this score.
To scale this score to a range between 0 and 1, a simple fuzzy function is introduced:

. lin lin
0 if E)" <Ey uv

lin lin
(EZ - E27 M[N)

_ e lin lin lin
ALINPERIOD - (Eﬁ" Elin ) ’f EszlN < Ez < E27MAX
2 MmAx — T2 MIN
1 .

lin lin
if E)" > EY yux

(6.3-1)
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The fuzzy function is governed by two parameters: the user-definable maximum and minimum values
for E;"". As a result, the score of a simulation with respect to the linear efficiency score during the entire
calibration period is established (4LINpgriop)-

— The year-to-year standard deviation (STDEV) of the linear efficiency score during the calibration years.
The range of this score is between 0 and co. This score should allow that all the years in the calibration
period have a similar linear efficiency score. The goal of the calibration should be to maximise this score
(and thus minimise year-to-year standard deviation). To scale this score to a range between 0 and 1, a
simple fuzzy function is introduced:

1 if STDEVyy (Elzm ) <STDEVyy vy

o (STDEV,y (")~ STDEV.y oy )
(STDEVYY_MAX —STDEVyy vy )

0 if STDEVyy (Elzm ) > STDEVyy yax

(6.3-2)

ALIN,, = ( if  STDEVyy yuy < STDEV,y (E") < STDEVyy yiu

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
E,"™ from year to year (STDEVyy). These two parameters have to be defined by the user to establish the
score of a simulation with respect to the variability of linear efficiency score during the different years of
the calibration period (ALINyy).

— The month-to-month standard deviation of the linear efficiency score during the calibration years.
The range of this score is between 0 and oo. This score should allow that, during the calibration period,
all the months have a similar linear efficiency score. The goal of the calibration should be to maximise
this score (and thus minimise month-to-month standard deviation). To scale this score to a range between
0 and 1, a simple fuzzy function is introduced:

1 if STDEV,y, (2 )< STDEV, 1, i
STDEV,,(E4" |- STDEV. ,
ALIN,,, =1| [ 1- ( w2t o) if STDEVy iy <STDEVyy, (E2 )< STDEVyp yiax
(STDEVMMNAX - STDEVMMiMIN) N N

0 if STDEVy, (E")> STDEVyy; yyax

(6.3-3)

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
E," from month to month (STDEV,,). These two parameters have to be defined by the user to establish
the score of a simulation with respect to the variability of linear efficiency score during the different
months in the calibration period (ALINyy).

ALIN is then computed as follows:

lin lin lin
W w w. 6.3-4
1 ) 3 .
lin lin lin + AL[NYY lin lin lin + AL[NMM lin lin lin ( )

Wt w, +ws W Ew, +ws Wt W, +ws

ALIN = ALIN o -

with w,™ w,"™, w;"™ as the weight of the three fuzzy scores obtained through application of the previously defined
fuzzy functions. All parameters and weights of the fuzzy function have to be assigned at the beginning of the simulati-
on.

Logarithmic Score (ALOG)

The logarithmic score analyses the quality of the model run with respect to the logarithmic efficiency score
E,"¢. Three weighted objective functions are defined to assess ALOG:

—  The logarithmic efficiency score during the calibration period.
The range of this score is between -0 and 1. The goal of the calibration should be to maximise this score.
To scale this score to a range between 0 and 1, a simple fuzzy function is introduced:

. log log
0 if Ey < E)Suw
log log )
(Ez _EszlN

log _ plog
E2_MAX EZ_MIN
. log log
1 if Ey* > EySux

(6.3-5)

_ - log log log
ALOGPERI()D - ljf E27M1N < E2 <E

2_MAX

The fuzzy function is governed by two parameters: the maximum and minimum E,”¢. These two pa-
rameters have to be defined to establish the score of a simulation with respect to the logarithmic effi-
ciency score during the calibration period (ALOGpgriop).
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— The year-to-year standard deviation of the logarithmic efficiency score during the calibration years.
The range of this score is between 0 and co. This score should allow that all the years in the calibration
period have a similar logarithmic efficiency score. The goal of the calibration should be to maximise this
score (and thus minimise year-to-year standard deviation). To scale this score to a range between 0 and
1, a simple fuzzy function is introduced:

1 if STDEV,y (El;g )< STDEVyy vin

| (STDEV, (E)- STDEV,y 1)
(STDEVYYNAX —STDEVyy ui )

0 if STDEV,y (E e ) >STDEVyy max

(6.3-6)

ALOG,, = ( if STDEVyy y <STDEV,y (EX%)<STDEV,y iy

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
E,"® from year to year (STDEVyy). These two parameters have to be defined by the user to establish the
score of a simulation with respect to the variability of logarithmic efficiency score during the different
years of the calibration period (ALOGyy).

0.0~ .
LIMIT LIMIT
MIN MAX

Figure 6.3-1: Minimum and maximum limits of the fuzzy functions needed to scale the objective functions to a
range between 0 and 1.

—  The month-to-month standard deviation of the logarithmic efficiency score during the calibration years.
The range of this score is between 0 and oo. This score should allow that, during the calibration period,
all the months have a similar logarithmic efficiency score. The goal of the calibration should be to
maximise this score (and thus minimise month-to-month standard deviation) To reduce this score to a
range between 0 and 1, a simple fuzzy function is introduced:

1 if STDEV,y (E%) < STDEV, 1y i

1_ (STDE Vg (B2~ STDEV, 0 yin)
(STDEVMMiMAX - STDEVMMiMIN)

0 if STDEV,y, (E¥%)> STDEV,yy; yia

(6.3-7)

ALOG,,,, = [ J if STDEVyy yun <STDEVyy (EX% )< STDEV, yiax

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
E,"% from month to month (STDEV,). These two parameters have to be defined by the user to establish
the score of a simulation with respect to the variability of logarithmic efficiency score during the differ-
ent months in the calibration period (ALOG ).

ALOG is then computed as follows:

log log

w™ ) s (6.3-8)

ALOG = ALOG py0p - +ALOG,, - +ALOG,,,, -
iw}"g + wé‘)g + W;Og ’ ‘wll"g + w;"g + w;"g ) w}"g + wé‘)g + w;‘)g

with w8, w,"°% | w,'°¢ as the weight of the three fuzzy scores obtained through application of the previously defined
fuzzy functions. All the parameters and weights of the fuzzy function have to be assigned at the beginning of the simu-
lation.
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Volumetric Score (AVOL)

The Volumetric score analyses the quality of the model run with respect to the volumetric deviation in per-
cent (DV) between observed and simulated runoff. DV is defined as follows:

n

s,
25 1

i=1 i

. (6.3-9)

S; is the simulated runoff at the time step i, O; is the observed runoff at time step i. n is the number of time
steps. Three weighted objective functions are defined for AVOL.:

— The volumetric score during the calibration period.
The range of this score is between 0 and co. The goal of the calibration should be to minimise this score.
To scale this score to a range between 0 and 1, a simple fuzzy function is introduced:

1 if DV < DVy

AVOLpryop = 1| | 1= M
(DVyuax = DVuny)

0 if DV > DVyax

j ¥ D <DV < DFigny (63-10)

The fuzzy function is governed by two parameters: the maximum and minimum DV. These two parame-
ters have to be defined by the user to establish the score of a simulation with respect to the volumetric
score during the full calibration period (4VOLpgriop)-

— The year-to-year standard deviation of the volumetric score during the calibration years.
The range of this score is between 0 and . This score should allow that all the years in the calibration
period have a similar volumetric score. The goal of the calibration should be to maximise this score (and
thus minimise year-to-year standard deviation) To scale this score to a range between 0 and 1, a simple
fuzzy function is introduced:

1 if STDEVyy (DV )< STDEV,y iy
| (STDEV, (DV')~ STDEV,y )
(STDEVYYiMAX - STDEVY\QMIN )

0 if STDEVyy (DV)>STDEVyy yax

(6.3-11)
AVOL,, =

j if STDEVyy yyy <STDEVy, (DV)<STDEVyy yax

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
DV from year to year (STDEVyy). These two parameters have to be defined by the user to establish the
score of a simulation with respect to the variability of volumetric score during the different years of the
calibration period (4VOLyy).

— The month-to-month standard deviation of the volumetric score during the calibration years.
The range of this score is between 0 and oo. This score should allow that, during the calibration period,
all the months have a similar volumetric score. The goal of the calibration should be to maximise this
score (and thus minimise month-to-month standard deviation). To scale this score to a range between 0
and 1, a simple fuzzy function is introduced:

1 if STDEV (DV) < STDEVyy iy

STDEV,,(DV)-STDEV, (6.3-12
1- ( (D7) ) if STDEVy yin <STDEV, (DY) < STDEV,; vax )
(STDEVy1 wax — STDEVyy i) s 2

0 if STDEV, (DV)>STDEV,y vax

AVOL,,, =

The fuzzy function is governed by two parameters: the maximum and minimum standard deviation of
DV from month to month (STDEV,,,). These two parameters have to be defined by the user to establish
the score of a simulation with respect to the variability of volumetric score during the different months in
the calibration period (4 VOLyyy).

AVOL is then computed as follows:

vol vol vol

AVOL = AVOLypon - ld + AVOL, - e + AVOL,,, - e (6.3-13)

vol vol vol vol vol vol vol vol vol

W tw, +ws W tw, +ws W tw, +ws

with w; ", w, ', w; ¥ as the weight of the three fuzzy scores obtained through application of the previously defined
fuzzy functions. All the parameters and weights of the fuzzy function have to be assigned at the beginning of the simu-
lation.
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Table 6.3-3: Recommended settings for the nine objective functions used for the calibration of PREVAH.

# Description SCORE WEIGHT LIMITyn  LIMITyax Function

1 Linear efficiency — full period ALINperioD 6 0.25 0.95 E,'

2 Linear efficiency — year-by-year ALINyy 4 0.1 0.01 STDEV/(E,"™)
3 Linear efficiency — month-by-month ALINym 2 0.5 0.02 STDEV(E,"™)
4 Logarithmic efficiency — full period ALOGpgri0D 3 0.25 0.95 E,'°¢

5 Logarithmic efficiency — year-by-year ALOGyy 2 0.1 0.01 STDEV(E,'"¢)
6 Logarithmic efficiency — month-by-month ALOGym 1 0.5 0.02 STDEV(E,"*®)
7 Volume error — full period AVOLpgriop 10 0.1 0.01 DV

8 Volume error — year-by-year AVOLyy 4 0.15 0.02 STDEV(DV)
9 Volume error — month-by-month AVOLyy 3 0.10 0.02 STDEV(DV)

The column SCORE in Table 6.3-3 defines the different functions (see Equations 6.3-1 to 6.3-16).

Table 6.3-3 indicates the recommended (and default) weights of each function for building the corresponding
summary score and overall score, as well as the "worst case" (minimum) and "best case" (maximum) limits.

6.3.3  Overall score (ATOT)
The overall score is a weighted function of the three scores ALIN, ALOG and a VOL (cf. Figure 6.3-2):

wlm Wlog Ww)l
ATOT = ALIN e -ALOG e -AVOL e (6.3-14)
with w™ = w{"™ + wi" + wéi"; W = W% 4 plE 4 w;"g; w = w4+ w4 w3"’1 (6.3-15)
and w' =w" + W' + W’ (6.3-16)

Linear score  Logarithmic score Volumetric score
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0.6
-
0.4
Year-to-year
standard deviation 0.2
0.0
N
ol
Month-to-month g score
standard deviation g
o
1 Parameter 1

Summary

_—
L

ALIN ALOG AVOL ATOT

Figure 6.3-2: Composition of overall score from partial scores (Viviroli, 2007).

Figure 6.3-3 shows the course of these overall scores during a calibration process. PREVAH maintains a log
of the corresponding values which is written to a file (see Part III, Chapter [: VIEWOPTIM).
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Score
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Figure 6.3-3: Full visualisation of the log file (*.log) of the calibration module of WINPREVAH. ALIN is the
linear score, ALOG the logarithmic score, AVOL the volumetric score and ATOT the total score (Viviroli,
2007).
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Appendix

Radiation equations used in PREVAH

Short wave radiation Rsw

Default using observed and spatially interpolated global radiation (RG):

Rsw=(1-a)-RG
where o 1s the albedo

Penman (1948):

Rsw=(1-a)-G,-(0.18 +0.55-n/N)
where G, is the potential incoming clear sky direct radiation [W m™] and n/N is the relative sunshine du-
ration

Penman (1956):
Rsw=(1-a)-G,-(0.20+0.48-n/N)
Golchert (1981):

st=(l —a)- G, -(AG + B n/N)
where A and Bg are dimensionless monthly varying constants after Golchert (1981)

Kasten und Czeplak (1980):
Gy =G, (1-0.7CN?)

Rsw=(1-a) G, -(1-0.55-CN —0.25-CN*)
where G is the global radiation with cloud coverage [W m™?] and CN is the cloud coverage (/s to */s)

Morecs (1981):
n=1

Rsw=(1-a)G,(n(4,, +B,n/N)+C,, (1-7)
where Ay, By and C), are dimenstionless constants after Morecs (1981); while B), is monthly varying, 4y,
and C), are constant over the year

Schulla (1997):
Rsw=(1-a)G,(0.23+1.77n/N)-2.28(n/N)* +1.28(n/ N)’

Long wave radiation Rlw

Penman (1948):

Riw=—0T;(0.56 - 0.095/0.75¢ )- (0.1 + 0.9m/N)
where o is the Stefan-Bolzmann constant and 7k is the air temperature in Kelvin

Penman (1956):
Riw=—0T;(047-0.0077,0.75¢ [0.2+0.81/N)
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Angstroem (1918):
Loyo =0 TE(0.79 - 0.174 %10 0055075¢ )
where Lpyy is the reflectance of the atmosphere
Feussner(s.a.):
Lpye =0 T]? (1 _ 10—0,424*(0‘75@ )i )
Kasten and Czeplak (1980):

Lpyo=0 TI?ACZEPSO — B,
where A¢y [-], Bz [W m™] and Epgy [K™] are constants after Kasten and Czeplak (1980)

with sunshine duration:
Riw= Ay (Lpyy — o T 0.2+ 0.82/ N)
where Ar is the reflectance coefficient of the surface for longwave radiation
with cloud amount:
Riw= Ay (Lo (1+027CN? )~ o T}
Brutsaert (1975):
Riw= 4,0 T (128(e/ T, )" ~1)0.2+0.81/N)
Schulla (1997):
Riw=0TE(0.52-0.065/¢ |0.23 +0.77n/ N)
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Part I11 Terms of use

Terms of use

The tools presented in this manual have been jointly developed by Daniel Viviroli (Institute of Geography,
University of Berne) and Massimiliano Zappa (Swiss Federal Institute for Forest, Snow and Landscape Re-
search WSL, Birmensdorf) as an extension to the PREVAH model. Together with the model core, which was
originally developed by Joachim Gurtz (Institute for Atmospheric and Climate Science, ETH Zdrich), they
represent a complete modelling system with various pre- and postprocessing tools (referred to as " Software”
below).

The Software was developed in the Compaq Visual Fortran Environment, partly using freeware ActiveX
components provided by the Compag Array Viewer (both © 2001 Compag Computer Corporation).

This Software is property of the authors. It is provided upon request to academics employed by educational
ingtitutions and for academic and research purposes exclusively. The authors do not make any warranty of
any kind with respect to the suitability of the software for any particular use or its suitability for use under
any specific conditions; and will not be liable for any claims, damages or liabilities which arise directly or
indirectly from the use of the software, including claims for loss of profit. You must not use this Software
commercialy. This includes use of the software or any derivative of it for research with the final aim of de-
veloping products for sale or license to athird party.

Contacts:
Daniel Viviroli, Dr. phil. nat. Massimiliano Zappa, Dr. Sc. Nat. ETH
Hydrology Group Swiss Federal Institute for Forest, Snow and Land-
Institute of Geography, University of Berne scape Research WSL
Hallerstrasse 12 Mountain Hydrology and Torrents
CH-3012 Berne, Switzerland Zurcherstrasse 111

CH-8903 Birmensdorf, Switzerland
T +41 (0)31 631 80 17 T +41(0)1 739 24 33
F +41(0)31631 8511 F +41 (0)1 739 24 88
viviroli@qiub.unibe.ch massi miliano.zappa@wsl.ch
http://www.hydrologie.unibe.ch http://www.wsl.ch

For the modelling system:
© 2003 —2007 D. Viviroli, M. Zappa



Installation Part III

Installation

Prior to the first use of several components of the hydrological modelling system PREVAH (i.e. WINGRID,
WINHRU and HYDROGRAPH), the Array Viewer components (© 2001, Compaq Computer Corporation)
have to be installed. The free, fully functional viewer component (declared "demo version") can be down-
loaded as installer package from Intel'. Make sure your system supports the required OpenGL and ActiveX
standards.

Alternatively, the batch program "install viewer.bat" may be used; it is distributed with complete versions of
the modelling system such as the release coming along with this publication. It comes with the necessary
program libraries (AVIEW160.DLL, AVIS2D.OCX, AVISGRID.OCX and DFDLG100.DLL) which are
registered after execution of the batch program.

A complete sample project, including selected components of the PREVAH modelling system described
here, is available on-line.

! current hyperlink: http://www.intel.com/cd/software/products/asmo-na/eng/compilers/226288.htm
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A  GRIDMATH: Management of PREVAH-
formatted binary grids

A.1 Introduction

The management of digital representations of spatially distributed physiogeographical information is an im-
portant requirement for the development, parameterisation and initialisation of GlS-based spatially distrib-
uted hydrological models. GRIDMATH is a tool allowing the management of spatial data stored in the grid
format required for using the hydrological modelling system PREVAH.
The GRIDMATH tool allows different operations:

Computation of statistical values of agrid

Simple calculations between two grids or between a grid and a humber

Overlaying agrid mask to agrid

Zonal statistics between two grids

1]

(2]

©

(4]

© Reclassifying the content of agrid
@ Importing grid from and exporting grid to other grid formats

@ Reducing the resolution of a grid (resample) by different methods
© Reducing the size of agrid by cropping the borders

o

Making the topographic analysis of adigital elevation model grid

ol
Select File I _I
Colurmnns I hdinirnurmn I
Rows I Maximum I
* Lower Left I Awverage I
Y Lower Left | Summation I
Cellsize I Stand. deniation I
MNodata I
Murnber of walids I
@ © © ®© ®© o @ o el;
Grid Statistics ICalcuIatDrl ZDneS-Maskl Reclassifyl Import—ExpDrtI Resample-Crop I Topogri 4 | »

| About || Options | [WINGRID] | [ ouit |
Main dialog of GRIDMATH
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A.2 Binary format

In the PREVAH modelling system, abinary grid format is used. In order to exchange grids between different
computer platforms and with other software, e.g. with ESRI Arclnfo, an ASCII-format is required:

Rows 1 to 6: grid header (number of columns and rows, co-ordinates of the lower |eft corner, cell size, No-
Data value)

The following rows represent the grid data from top left to bottom right:

ncols 7

nrows 12

xllcorner 680500

yllcorner 222200

cellsize 2000

NoData_value -9999

-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 586 559 595 601 585
584 -9999 -9999 -9999  -9999 -9999 -9999

-9999 449 -9999  -9999 454 511 551
-9999 561 529 509 498 487 499
521 523 523 534 -9999 -9999 -9999

-9999 -9999 -9999  -9999 -9999 -9999 -9999
-9999 -9999 -0999  -9999 -9999 345 234
567 453 456 478 789 576 482

123 -9999 1252 1211 876 564 825

-9999 -9999 234 1246 -9999 -9999 -9999

The PREVAH binary format is structured similarly to the ASCII-format. All values are stored in single pre-
cision (4 bytes in most computer systems, 6 to 7 digits precision). Records 1 to 6 correspond to the data of
the ASCII-Format. Then 6 additional records describing the grid statistics follow:

Records 1 to 6: asin the ASCI|-format

Records 7 to 12

Count of valid cells (without NoData-val ues)

Minimum value of all valid grid cells

Maximum value of all valid grid cells

Sum of all valid grid cells

Mean value of al valid grid cells

Standard deviation of all valid grid cells
After this header, all cells of the grid are following in the same order as in the ASCII-format, i.e. from the
top left cell to the lower right cell in arow by row order. GRIDMATH is able to convert the formats from
one into another. ASCII-formats can be exchanged between different systems using e.g. ftp-programs with
an automatic conversion of carriage returng/line feeds. To exchange binary data, they first have to be con-

verted into ASCII-data, subsequently the exchange can be achieved and thereafter a re-converting on the
target platform should be completed.
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A.3 Usage

Basic commands:

All the available operations require that files and directories are selected. This button
launches the following dialog:

Look in: Iﬁ spatial j «a 5 ‘

E fao_dan9na kxk
1= | WINHRU LOG

File: hame: IdanSDa.dhm j ;gen I
B Files of type: [ fles =] Cancel |

7

This dialog allows for the determination of the working directory, selection of the file to
be analysed or typing of the name of an output file. It is also possible to use this dialog to
create a directory, change the name of afile and delete afile.

This button starts the selected process (statistics, crop, resample, etc.). If arequired fileis
b not selected, an error box is displayed.

Eror x|

One of the required file is notgeﬁned

This button enables adialog for the definition of the directory, where plug-ins are stored:

Eror x|

Cne of the required file is no%eﬁned

gridmath.exe requires two plug-ins. tanalys.exe (see Chapter 3.1.1., Part Il of the
PREVAH documentation) and wingrid.exe (see Chapter H). The initiaisation file grid-
math.ini stores this option. gridmath.ini is created in the same directory where grid-
math.exe is stored.

WINGRID This button starts wingrid.exe (see separate documentation).
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A.4  Operations

Part I11, Chapter A

The name of the active operation, for example [GRID TOOLS — Masking and zonal statistics], is displayed
in thetitle bar of the dialog. To change operation, select the appropriate tab at the bottom of the window.

— 1
Grid Statistics  Calculator I ZDneS-MaSkI Reclassifyl ImpDrt—Exportl Resample—Cerl Topogr: 4 | >|

e ol
SelectFile [0 pnnahidamnsprahdaniie dm |_|

Columre 1617 Minrum 430000
FRows 1345 Medmum 2940.0000
X LowerLeh AR (00 Avernge 1721807
" Lorwir Lol 589350.000 2649365520.00
Callsize an.0on Siand devaation E02 BDSE
Nodata T
Pumier of valids 2174065

Gl Stastics | Colculater | Zones Mosk | Feciessity | Impon Expont | Fesample-Crap | Topogn4 | »

'
o
Fiest Giiel [ e drunghspehandanBia dhm u " +1 IH
Socoud et | [DereveRidaningiepaiofdenda ik |:| E H

Fiamis 50
[Pt |J ,m
OuputGig | wrevehidarmatspahaniin ouf |__|

[

Gid Stanstics Calralaon | 2ones Mosk | Feciessity | Impon Expont | Fesample-Crap | Topogni4 | »

[#beut | [[Spians ] [wincRio] [

A43

GRID T00LS - Masking and zonal statistice ] =10lx]

File to be zonedimasked | dhm |_|
Mazk defintons file ||: ! i &g |:]
Outpal il |Diprevatifidaningspatialfis out l:l
[masE | zone |
ierresits ||l
Seve 1o File I
Giid Stanstics | Colculater Zonos-Mask | Feciassity | ImponExport| Resample-Crop | Topogn 4 | »

Usage: 1). Select grid. 2). Start process.

This operation displays the 12 headers of the selected bi-
nary file. This operation is very useful to determine if two
files have the same dimensions (same number of columns
and rows, co-ordinates, cell spacing and NoData value) and
co-ordinate system.

This operation allows for the completion of simple mathe-
matical operations between two grids or between agrid and
anumber.

Usage: 1). Select first grid. 2). Select if you want to make a
grid to grid (click [Second Grid]) or a grid to number (click
[Number]) operation. 3). Select a mathematical operation.
4). Define an output grid. 5). Start process.

Notes: NoData cells are skipped. Division by '0" set values
to NoData

Changing the domain of a grid through a mask

This operation enables the change of the extent of the do-
main of a grid by selecting a second grid. All NoData val-
ues in the second grid are set as NoData in the first grid.
This operation is very useful for cutting the perimeter of a
watershed from full-extent grids.

Usage: 1). Select first grid. 2). Select the mask grid. 3).
Select the option [MASK]. 4). Define the name of an out-
put grid. 5). Start process.
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A4l

Zonal Statistics

#4100 T00LS - Masking and zonal statistics =10lx]
File 1o be zonedimasked |0 dhm |
ZoneMask definions file [TFiprevehifdani ddl ] 'm:l
Outpal il |Diprevatifidaningspatialfis out l:l

MASK ZONE__ |
“Wiew rezulis h
Seve o File | ﬂ
Grid Stanstics | Colculater Zonns-Mask | Feciessity | impon Export| Resample-Crop | Topogr 4 | »
WINGRID
|
Zoned e |Dprevalifdaningispatiahdenda.dhm umber of zonEs
Zonodonons |0 \prevahdani 3 |
ZOME COUNT MM (AN ANVG Sl

999 apoo
$044 93,0000
8 93,0000
4 463903 43,0000

#414.000L
1254.0000
2940.0000
2905,0000

340.
114,
1268, ]
027, 104

Zond statistics for D:\spatialch\CH\arhin\arhin.dhm
Zone definitions D:\spatial ch\CH\arhin\arhin.pus

GRIDMATH

This operation allows for the computation of zona statis-
tics between two grids

Usage: 1). Select first grid, whose statistics are required for
each zone. 2). Select the grid containing the zones (which
can be the same grid as the first grid). 3). Select the option
[ZONE] and specify whether the results should be dis-
played in a dialog window (select or deselect [View re-
sults] button); if you wish to write the results to afile, click
[Save to File]. 4). Define the name of a zonal statistics
output file. 5). Start process.

Both on the displayed dialog (here left) and in the output
file (sample follows in the grey box) following statistical
parameters are listed for each zone: Zone 1D, Number of
cells (COUNT); Minimum value (MIN); Maximum value
(MAX); Average vaue (AVG); Summation (SUM).

1 57 530.4000 2402.3601
2 59 523.3200 1575.9200
3 2078 1400.1600 2127.1599
4 284 510.2000 796.4400

5 1656 800.2400 1400.0000
6 1 649.8400 649.8400

7 1591 503.5600 2138.6799
8 787 567.8800 2335.2400
14 278 2343.0000 3225.6399
15 3818 686.1600 3458.2400
19 4 525.0800 577.0400

22 2 998.7200 2050.4800
24 4744 829.2800 2750.8000
25 623 1036.5200 2471.3999
26 853 565.1200 2808.3201
29 9 548.7600 611.6800

1626.2500 92696.2500
842.0817 49682.8203
1656.5428 3442296.0000
701.7695 199302.5469
1130.2294 1871659.8750
649.8400 649.8400
1149.6309 1829062.7500
1874.3894 1475144.5000
2771.7542 770547.6250
2510.2693 9584208.0000
552.9200 2211.6799
1524.6000 3049.2000
2107.9688 10000204.0000
1794.6443 1118063.3750
2261.6719 1929206.1250
571.2000 5140.7998
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A45

Reclassify a grid

05000000 1500000
1500000 2500000
2500000 3500000

3500 J

I (R

1 W ——

2300000  377.0000
77.0000  661.0000
B61.0000 2450000

2081000 2365000
2365000  2643.000
2645000 2933000
2933000 302000

377.0000  661.0000
661.0000  945.0000
445.0000  1229.000
1229.000  1513.000
1613000 1797.000
1797.000  2081.000
2081.000 2365000
2365000 2643.000
2649.000  2833.000
2833000 3217.000

UROATE I

CLASSES =
UNIGUE

[_sTEF |

[FReresn
Funrmap Script l— g E

[ UPDTE |

I | ——,

91 Basis | #04  Step

S s am L

CLASSES 5 3:
UNIQUE

|
2
3
S T |
3
?
B
3

a3 Eas\sl 284 Step

Refrash

UPDATE
| -swesgoo [ sozeooo [ 1000000
_Nuanl_m&m_l

INoDats

MoDats | MoDats |
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This operation allows for the reclassification of a grid.
Different options are available.

Basic Usage: 1). Select agrid. 2). Click [LOAD]. 3). Select
the method ([CLASSES], [UNIQUE] or [STEPF]). 4). De-
fine the name of an output grid. 5). Start process.

Options:

@ Method CLASSES: Increase or decrease the number of
classes (default 5 classes, equal interval) or type a number
in the field to the right of the [CLASSES] button. After
typing anumber in the field click the [Refresh] button.

®: Method UNIQUE: No options. A class is defined for
each integer number in the grid.

@:. Method STEP: Change the basis of the step classifica-
tion (default: Minimum in the selected grid) and dimension
of the step (default: ., of the difference between maxi-
mum and minimum in the selected grid). After every
change, click the [Refresh] button.

Save a Reclassify Script: A reclassify table can be saved into a script which can be used again later for simi-
lar tasks. Click ®| and provide a name for the script. The extension ".rms will be added automatically to the

script name.

Load a Reclassify Script: After loading the selected grid (see above), a saved reclassify table can be loaded.
Click & and select the desired script (with the extension '.rms). The script will be loaded into the list box of

the dialog.

Change the range of the classes: 1). Mark one of the classes. 2). The range of the selected classis loaded in
the three fields at the bottom part of the dialog. Type the new FROM/TO range and/or the new CLASS in the
respective fields. If you want to set FROM/TO or CLASS to NoData, then click the corresponding button
below the three fields. Click [UPDATE] to refresh the list box of the dialog.

10
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A4.6

Import-export tool

410 100LS - Impart and Eepart E =10lx]

balea aformat

EXFORT IMPOST I |.&Fll'..'INI'0.ﬂSCII GRID

SelectFile

DiwintoalsVeanichDe e JRFER SRID (Only Expor)
CIRISI GRIC

|DEM GRID (not implemented)

METCOF (netmplerentad)

%2 LIST [Ony Expar)

Ot 0 it anniol

>

Gnd Stanstics | Colculater| Zones Mosk | Feciessity importExpodt | Fesample-Crap | Topogni4 | »

A.4.7 Resample tool
=10l
SelectFile  [Dprevakifidaningispatialdandda dhm |_|
Output |Diprevahifidaningispatiaile ou lj
Crop Limils Resampln Sollings
Columns ,T Fiows 1345 Methad & doarage
 Contral Value
Crop Top m = Majority
Crop left Crop right Currentcellsze [ 90
[v4 [0F Focee [z = ol
Crop Buttom [ 0 = e H'—;x::m% bl
i Stanstics | Caloulator | Zones-Mosk | Feclassity | Impon Export Fesampln-Crop [ Topogn 4 | ¥
Original Gl’ld 3X, Average
1|11(2)4]|4]4|4]|5]|5
1]1]2]4]4|5]|5[5[5 14/9 | 36/9 | 44/9
1|13[(2|2|4[|5|5|5]|5
2(2|3|3|2]5|5(6]|5
1/1]3]3]2|3[6|6]6 19/9 | 30/9 | 58/9
2(2|3|3(3]|6]6[(9]|9
2(2]|2]2|6]3]|8[(9]9
2|2|7|7]6[8|8[8]9 27/9 | 50/9 | 75/9
2(1|7|6(6)6|8(8]|8
3x, Central Value 3x, Majority
1 4 5 1 4 5
1 2 6 2 3 6
2 6 8 2 6 8

GRIDMATH

This operation allows the assimilation from and conversion
to other grid formats.

Usage: 1). Select whether you want to [EXPORT] from or
[IMPORT] to the PREVAH binary grid format. 2). Select
non-PREVAH format. 3). Select source grid. 4). Define an
output grid. 5). Start process.

Notes: Some of the declared formats are still not fully im-
plemented.

To import from a grid with other formats is the first and
most crucial step in using the PREVAH modelling system.

This operation allows for the reduction of the resolution of
agrid after 3 methods.

Basic Usage: 1). Select the [RESAMPLE] operation. 2).
Select a grid and click [LOAD]. 3). Define the name of an
output grid. 4). Select the method (Average, Central Value
or Mgjority. 5). Select aresample factor. 6). Start process.

After loading a grid the current cell size is displayed. The
new cell size after resampling with the currently chosen
factor is displayed in a second box.

Available methods (options):

Average: All the grid cells in the sample are averaged (best
for physical values like elevation).

Central Vaue: The central cell of the cells sample is taken
as representative random value for the full sample (suitable
for spatially very variable categorical data like land cover
classes).

Magjority: The most frequent class in the sample is taken as
a representative for the full sample (suitable for homoge-
neous categorical datalike soil classes).

In the example shown, a grid with 9 columns an 9 rows is
sampled by a factor of 3 (red lines in upper left grid) with
the average method (upper right grid), the central value
method (lower left grid, green box) and the mgority
method (lower right grid, red box). Some parameters con-
trolling the analysis have to be specified (threshold values,
constants, file names).

11



GRIDMATH

GRID TOOLS - Resample and crop grids i [] 3]
SelectFile  [Diprevahifdaninglepatiahdandla dhm El LOAD
Ouiput [Priprevahthdaningispatiatifie. out D
Crop Limits ~Resample ing:

Columns [ 1601 Raws | 1328 seuet & fverogs:

 Central Value
Crop Top | & H  Majority

Crop left Crap right Current callsize a0
10 3 % & 3 Factar |2 = [m]
- RESAMPLE
Crop Bottom | 10 3 From Grid —
Grid Statistics | Calculator | Zones-Mask | Rieclassity | Import-Export Fiesample-Crop | Toposre 4 | »

About_| [_Options | [WINGRID] |
A.4.9 Topographical analysis
=loix|

SelectaDEMFile  [DAdiawialptalinputALFE 100 D (]

Semngs Dg
- Citical [ Fi -
e Ruch 1 Theshoid 0 3
Addtional Anahysis
I~ Morieon] Sectors (36 = I+ [Fiverorder]
I~ [Frofilcurvatura] W [Flow comaction]
I [Blancurvstinn] P [Flow Timns]

™ [Cunsanre] ¥ [Fiver separstion]

P [Rivar Matwark] |

Calculotor | Zones-Mosk | Rectassity | Impon Expon | Resample-Crop 1 anatyis | 4]
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This operation enables the reduction of the domain of a
grid.

Basic Usage: 1). Select the [CROP] operation. 2). Select a
grid and click [LOAD]. 3). Define the name of an output
grid. 4). Select the portion you want to crop. 5). Start proc-
€ss.

To cut undesired portions from a grid, you may specify the
extent (in rows or columns) of the domain portion you
would like to crop from left, top, right and bottom. Exam-
ple:

Original Dimension of the Picture: 1617 columns x 1345
rows. Cropping 6 rows from top, 10 rows from bottom, 10
columns from left, and 6 columns from right. The final
domain has only 1601 columns (1617-16) and 1329 rows
(1345-16).

This operation makes a partial topographical analysis of a
digital elevation model.

Basic Usage: 1). Select a digital elevation model (DEM)
file. 2). Select the output options. 3). Start process.

GRIDMATH starts tanalys.exe and makes a partial topog-
raphical analysis. This operation is required to determine
flow direction and flow accumulation.

Additional information on the topographical analysis is presented in Chapter 3.1.1, Part Il of the PREVAH
documentation. A list of the produced files with explanation of the extensions is provided in the Appendix.

12



Part 111, Chapter B FAO-Soil

B  FAO-Soil: Processing soil grids from the FAO
digital soil map of the world

B.1 Introduction

FAO-Soil is atool alowing the parameterisation of soil properties grids from available information on the
gpatial distribution of FAO classes within the investigated domain. The FAO soil classes can be generated
from the Digital Soil Map of the World (http://www.fao.org/ag/agl/agll/dsmw.htm), which is based on the
FAO/UNESCO Soil Map of the World, original scale 1:5'000'000. The digital soil map of the world consists
of the following map sheets: Africa, North America, Central America, Europe, Central and Northeast Asia,
Far East, Southeast Asia, and Oceania. A set of ESRI Arclnfo (http://www.esri.com) coverages covering all
the continental surfacesis provided upon request.

B.2 Data requirements

For the use of FAOSoil, the following binary grids are required:

Digital Elevation Model (*.dhm)

Land Use Map (*.use or *.pus)

Grid with information on the FAO-Classes (*.fao)
The FAO soil classes grid can be generated by using the provided ESRI Arcinfo coverages and commercial
GI S and/or remote sensing software. To obtain the binary format required in the PREVAH modelling system
the tool GRIDMATH has to be used (see separate documentation). It is imperative that all grids are in the
same format (same number of columns and rows, same co-ordinates, cell spacing and NoData value).
Additionally, the following tables must be in the directory where FAOSail is running:

'faoworld.dat'. Contains the Texture Identifier and portion of dominant and associate soils for all FAO
soil classes

'faodepth.dat’. For each FAO soil aportion (in percent) for each of the five soil depth classesis given.

'faosmax.dat’. For each FAO soil aportion (in percent) for each of the seven soil moisture storage capac-
ity classesis given.

These tables shouldn't be modified.

13
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B.3 Usage
Assimilation of FAO Soil Grids
Dominant Soil
Pl FAD SOIL ASSIMILATION About la b 1c 2a 2b 2c 3a 3b 3c 4d
= Testure |
Load FAD Grid
FAD sail arid | Jo Aszsociated Soils
% Texture
FAQ Clazzes | J Count l—
= Testure
FAQ Code FAQ Phase &
% Testure
Load DEM
DEM Gid | J e

i
—
m
=
=
o

UseGrid | e
skiD [0 = Water D [0 -5
acier 1D |0 _%I Buitlp |0 _I;I

&
—
m
=
=
o

L L L

[

i
—
m
=
=
o

FAD Smax Fa0 Depth E =it

@ Load an available grid with spatia distribution of FAO soil classes.

© Load an available grid of the digital elevation model (DEM).

© Load an available grid of the land use classes.

O Declarethe ID of the land use classes Rock, Water, Glacier and Buildingsin the land use grid.

@ Click [GO!] and then look at the resultsin the right half of the dialog (compare with documentation and
report file!). Exit.

The resulting grids can then be evaluated with GRIDMATH and visualised with WINGRID.

B.4 Algorithm

For the spatial disaggregation of the soil properties according to the different portions of soil depth and
available field capacity classes in the different FAO soil units, a ssimple index based on slope elevation and
land use is adopted. The index is computed for each (x,y) grid cell in the investigated domain. It is assumed
that the deepest soils and the soils with highest plant available field capacity are located in the lower altitudes
and in theflat part of the domain. The disaggregation index is defined as:

DHM(X,])

SOIL isthe computed disaggregation index for a (x,y) grid cell. DHM is the elevation and SLP the slope for
a(x,y) grid cell.
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The above Figure shows the SOIL disaggregation index as a function of Elevation and Slope after Equation
B1.

The disaggregation index is then normalised:
(soILeRv — soiLhom )

(82)
(soILyRs — soILye™ )

[¢]
SOl =1-
From Equation B2, it results that the (x,y) grid cells with a normalised soil disaggregation index close to 1
have the highest chance to show deep soils and high plant available field capacity.

There are additiona restrictions, which depend on the land use. Shallow soil should first be assigned to grid
cells covered by water bodies, rocky areas, urban areas and glaciers. In case of the plant available field ca

pacity the index for the land use "water bodies' is set per default to 1.

Default normalised disaggregation index for specia land use categories

Water bodies Rocky areas Urban Areas Glaciers

Soil Depth 0.0 0.0 0.0 0.0
Field capacity 1.0 0.0 0.0 0.0
B.5 Results

Grid of effective soil depth classes (*.bt).

Grid of soil moisture storage capacity classes (*.nfk).

Report file (fao* .txt).

Grids of the two indices used for the downscaling of the soil classes (*.dtx and *.stx).
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Normalised disaggregation index for the soil depth in the Daning catchment (China).

B.5.1  Effective soil depth derived from the soil map of the world

Sail depth is the vertical distance between the surface and parent material of a soil. Soil depth indicates the
state of pedogenesis; its changes can indicate degradation and other transformation processes. Soil depth
usually remains the same over very long periods of time. Sudden changes will most likely be the result of a
change of the soil itself (erosion, soil removal or alocation).

To estimate effective soil depth, the following rules based on the soil unit's classification name, the soil
phase(s) indicated for the dominant unit and the slope class. It takes into account the full composition of each
mapping unit as given in the mapping unit composition file (‘faoworld.dat"). Estimates for the % occurrence
of each depth class are derived from afile called 'faodepth.dat'.

The following table indicates recommended parameterisation for soil depth in meters in the case of categori-
cal datafrom the FAO "Digital Soil Map of the world" (FAO-UNESCO, 1988).

Classification of soil depth from the FAO soil map (FAO-UNESCO, 1988)

Category Soil depth Parameterisation [m]  Recommended [m]
5 Very Deep 15-3.0 2.00
4 Deep 1.00-1.5 1.25
3 Norm 0.5-1.0 0.75
2 Shallow 0.1-05 0.35
1 Very shdlow  <0.10 0.10

B.5.2  Soil moisture storage capacity derived from the soil map of the world

Soil moisture storage capacity (also referred to as field capacity) is the water content of a soil at a defined
time after its complete wetting and free drainage has become negligible. Soil moisture storage capacity is an
important soil characteristic for two reasons: Firstly, together with the permanent wilting point, it defines the
ability of a soil to satisfy the vegetation's water needs during periods without precipitation. Thus the plant-
available filed capacity is defined as the amount of soil water that can be extracted by the plant, as the differ-
ence in soil moisture content between the field capacity and wilting point. It is expressed as millimetres of
plant-available water within the root zone. Secondly, it describes a soil's effectiveness as a buffer in the ver-
tical transfer of water after precipitation, thus determining a soil's water retention and purification properties.

In the context of defining ranges and values for important properties and qualities derived from the Soil Map

of the World (FAO-UNESCO, 1988), this text describes a methodology to determine values for the soil
moisture storage capacity to a depth of 100 cm or to an impermeable layer, which ever is shallower (SMAX).
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It is recognised that the prediction of Smax is only a part of the solution to the more general problem of soil
water available to plants (SWAP). Indeed, SMAX is determined in isolation of the prevailing climate and is,
to a large extent, ignoring specific rooting habits of crops. Furthermore, some researchers have rejected the
concept of the soil water availability as a static capacity in favour of a continuous variable in relation to at-
mospheric demand, root extension, water-table depth, rate of water movement to root surfaces etc.

SMAX classes proposed for the interpretation of the Soil Map of the World.

Symbol  EAV range Smax_range Class name
1 Not_applicable  Not_applicable  W(wetlands)
2 >120 mm > 200 mm A
3 100-120 mm 150-200 mm B
4 60—100 mm 100-150 mm C
5 40-60 mm 60-100 mm D
6 2040 mm 20-60 mm E
7 <20 mm <20 mm F

17
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C WINHRU: Gather and process spatial
Information

C.1 Introduction

Spatial information is an indispensable basis for distributed hydrological modelling. WINHRU serves to
produce the necessary raster-based grids and handles the creation of hydrological response units (HRUS).
The spatia information gathered with WINHRU may also be of use for various other hydrological and geo-
graphical applications. The resulting grids may be interpreted visually (e.g. with WINGRID) or be analysed
statistically in a standard GIS system after conversion into a suitable exchange format (use e.g.
GRIDMATH).

C.2 Basic features of WINHRU

WINHRU has been developed to easily create al the spatial information needed for running PREVAH in a
single step. Some features may be specifically adjusted for application within Switzerland. However, this
does not restrict the use of WINHRU for any other geographic domain. WINHRU is able to:

Define hydrological catchments in various ways, e.g. based on a digital elevation model
Perform a detailed topographical analysis

Derive hydrological response units based on user-specified criteria

Create tables and input files suitable for the PREVAH modelling system

Together with WINMET, al the tables necessary for running PREVAH can be created.

If you are not using the standard WINHRU paths and filenames, you will have to adjust these settings in the
Options dialog (see page 27).

C.3 Start-up

Start winhru.exe by double-clicking the icon linked to the winhru.exe executable or by clicking the appropri-
ate button in LAUNCHER.

18
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After start-up, the man dialog window of
&% Catchment definitor HRU o WINHRU is displayed. It consists of the following

Method EDE Grid Digits

5 ] - . )
i sections:
altude zones v | 2
Resampling %5 w|to] 500 [m] Tst | Alitude zones
d [tspect <] [ 1

2]
=

[ Do full topographical analysis. keep files Q CatChment deﬂ n|t| on Settl ngS
[v Do preprocessing and HRU: 3d |Land use :‘- ’_2
- ] . .
B erevian Preprocessing s Jsep o II:D © PREVAH preprocessing settings
Land use classes  |Swiss PREVAH Sth|<SKIP> :Iv
Forest categories | add from LF1 - Bth | <SKIP> :|v ,_D @ HRU definition setti ngs
[m asl] Reset Total 5
jccond  |Swiss PREVAH v & PREVAH project settings
Hydraulic: cond. Swizz PREVAH bops el m p | g
Sail depth Swizgz PREVAH -
Available FC Swizz PREVAH = Mew catchment info = Progre$ bar and launch button
T anaind v Mame e _zite
opaindex . .
" . Fle oot name |nes @ Quick profile selector
Glacier ELA use map + shift -
’— [m as] Latitude 470 ['N] .
Expected aea | T [kn] ® Program runtime buttons
Elevation zone zize 100 [m] P
Azpect classes 5 i Progress @ ConSOI e Output
Slope classes 4 - .
Tapainden classes [5 =] ' A detailed description of these components follows

below. Note that changes in the dialog serve to
configure the behaviour of WINHRU and take
B ooions | Abow | Zonalsas. | Quit effect only after launching the program with the
[GO!] button (Progress section, @).

Quick profile |Swiss extended [Default) j

C.3.1 Catchment definition settings (@)

Catchment definfion [Method] allows the selection of the manner of catchment defini-
Methad L HADES Basis tion (@). For the resulting catchment, a set of windowed grids is
Resamplng @ xz? v|to| 500 [m] created from the source grids. Available methods are:

[ Do full topographical analysis, keep files - HADES Basis: Definition based on small catchments as de-

W Do preprocessing and HRU fined in the Hydrological Atlas of Switzerland ("Basisgebi-
ete", see Breinlinger et al., 1992). After launching WINHRU,
a dialog appears (@) where the desired catchments may be

HADES E] selected according to their 5-digit ID. Use <Ctrl> and

<Shift> to select multiple basins. This option is applicable

001 A for Swiss catchments only.

10012

]SSE - HADES Baance: Similar to HADES Basis, but applying to a

10021 4-digit HADES water balance basins ID. This option is ap-

10022 plicable for Swiss catchments only.

10023 Cancel

10024 4 . . . .

10071 LHG gauge site: Allows the selection of a specific gauge site.

e ¥ When WINHRU is launched, a dialog showing the available

locations appears (8). [New...] and [Remove] may be used to
add or delete stations from the record (see Options, page 27,
for further details on file structure). Select the desired station
and click [OK] to proceed. WINHRU derives the upstream
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LHG

Albula-Tiefencastel

Part I11, Chapter C

area of the selected location and subsequently displays a
dialog showing location and basin area of the actual gauging
station (@) as well as suggestions for defining the catchment

-0 ardagny, Les Granges Remave . .. .
g:gg:gn:&:z::::ﬁ Eoderber based on the underlying digital elevation model (DEM) (@).
Alpbach Hosiberg Golden Consider co-ordinates (X, Y), Area, Bias (km® and %) and
ApEnioden _Coree | distance (Dist) to decide upon a selection. Specify search ra-
Alp-Trechslau R v dius (@) and tolerance for catchment area bias (@) to alter the
suggestions. [OK] proceeds with the catchment definition;
[Cancel] stops the catchment definition and returns to the
main WINHRU dialog.
fiit LHG to DEM %)
Station ¥ [m] Y [m] Area [km™2]
|Allenbach-ﬁ3«delboden P5) | E08710 | 148300 | 28.80
Propozed optionz Bias [km™2] Biaz [%] izt [km]
(¥ EBest match for area | £09100 | 148300 | 28.75 | .05 | -0.17 | 0.40
g W B il 7 eeeilsics | B08300 | 148100 | 28.70 | 010 | -0.35 | 0.28
s ¥ | Search radius [km] Area biaz tolerance for coordinates match [%] 5 -
2 © o [

Column 1622
Fiow 835
® E47E50 |
Y 206.550
Area 23885 g
U F7am UR
E36.900 E58.600
195,600
5]
« 5>
DO
IM ouT

Add pour point >>| | 00
Add to list

Cancel

0K

Y [km]

217

213

209

205

201

197

N

o,

|III
636

'
| [ | TR | [ | [T | T | [T | [
633 642 645 648 650 653 656

X [km]

Free pour point: Calls a dialog where the user may specify a basin outlet with the help of a graphical
interface (®). Similarly to WINGRID, use the navigation buttons (&) to move and zoom the currently
displayed domain; the limits are displayed in Swiss co-ordinates [km] (®). Click on the map or use the
cursor keysto place the marker (®) on apoint of choice in the flow accumulation map. Co-ordinates and
basin area of the currently selected point are displayed in ®. To launch the basin definition based on the
selected pour point simply click [OK]. You may also add the currently selected point as an additional
pour point for defining sub-catchments [Add pour point >>] or add it to the gauge site list [Add to list]
for easier access in a subsequent catchment definition process (see Method, LHG gauge site, above).
[Cancel] returns the user to the main WINHRU dialog without completing changes.
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Due to the inaccuracies contained in any digital elevation model (DEM), flow accumulation and flow di-
rection may not correspond with reality; this may lead to the determination of unsuitable basin areas and
basin limits, especialy in flat areas. There are two simple ways to avoid this problem: Either, use a dif-
ferent topographical analysis algorithm from a Gl S-package to derive a new flow accumulation and flow
direction grids; or edit the DEM directly (e.g. with WINGRID) and thereby correct obvious errors. The
former option may be more suitable for some areas but fail to work in others. A more sophisticated ap-
proach is to apply a DEM Surface Reconditioning System such as AGREE (avalable at
www.ce.utexas.edu/prof/maidment/GISHY DRO/ferdi/research/agree/agree.html).

From grid file: A dialog opens where the user can load a PREV AH-formatted grid file which defines the
catchment (values of 1 for grid cells inside of the catchment, NoData or O for al remaining cells); note
that extent and resolution of this grid file must match these of the basic grid maps used (such as e.g. the
digital elevation model). If necessary, use GRIDMATH (see Section A) to convert standard GIS format-
ted files (e.g. ASCII-type from Arclnfo) into the PREVAH format.

[Resampling] (& in the WINRHU main dialog window) specifies the resampling factor which should be
applied to the source grids (see Options in Section C.3.4). Factors 1, 2, 3, 4, 5, 10, 20 and 50 are available.
The resulting grid resolution is displayed on the right-hand side of the list box. Simply select 1 as factor if no
resampling is desired.

When [Do full topographical analysis and keep files] is checked (@), WINHRU derives a number of addi-
tional topographical maps which are not used by PREVAH but may be very useful for other hydrological
interpretations. When unchecked, only the necessary topographical anaysisis completed. The grids that are
always created include aspect (*.exp), sope (*.dlp), flow direction (*.fld), flow accumulation (*.acc) and
basin area (*.ezg). Additional gridsin full analysis are e.g. river network (*.lin) with associated river order
(*.ord) and nomenclature (*.num), flow duration (*.fzt), flow depths (*.dep), flow widths (*.wit), sub-basins
(*.e01, *.e02, ...) with associated pour points (*.m01, *.m02, ...) and flow time sums (*.zsl, *.zs2, ...) aswell
as a corrected digital elevation model (*.dhk) with sinks (*.sin) removed and associated corrected grids of
flow direction (*.flk), flow accumulation (*.ack), river network order (*.ork) and river network nomenclature
(*.nuk). The extended topographical analysis uses components from Schulla and Jasper (2000), which are
partly described in Section 4.4.2, Part 11 of the PREVAH documentation.

C.3.2 PREVAH preprocessing (@)

FREWAH Preprocessing

In this dialog section, options for processing the windowed and
Land use classe: @ | Swize PREVAH

resampled grids (see @ in Section C.3.1) into PREVAH-suitable
grids are specified.

Lol L

Forest categones 2] | &dd from LF1

[mas] | | © [Land use classes]: Define the aggregation of land use informa-

Hydraulic cond.  |SwissPREVAH  «| | tion. Options are [keep actual classes| (this means that the

_ e — PREVAH classes have aready been assigned during a previous

=oil depth o |Swiss PREVAH | phase of the preprocessing of the land use grids), [Swiss PREVAH]

Available FC |SwissPREWAH  ~ | (for application of PREVAH in Switzerland), [user defined] (to use

_ (5 previoudy stored default settings), [interactive] (a dialog is

Vg el o) u prompted to assign physically based values to categorical informa-
Glacier EL® lusemap+shit  +| | tion) and [<Skip>] (do nothing).

(7

[m asl] © [Forest categories]: Define how the category "forest" from the

Elevation zone sizgy 100 [m] land use map is split into deciduous and coniferous trees. [Add

fspect classes m from LF1] uses the Swiss national forest statistics (WSL, 1988) to

update the forest categories. [ Define mixing zone] allows the speci-

Slope classes 4 hd fication of an dtitude zone (edit boxes below) in which deciduous

Topoindex classss m o and coniferous trees are each assumed to represent a 50% share.

Higher altitudes are assumed to be purely coniferous, lower alti-
tudes are purely deciduous forest. This option assumes that all the
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forested areas have been defined as mixed forest in the previous phase of the preprocessing of the land use
grid or during the interactive reclassification of land use data. [Keep actual values| completes no updating.
This means that the PREVAH classes for deciduous, mixed and coniferous forests have already been as-
signed during a previous phase of the preprocessing of the land use grid.

[Hydraulic conductivity] @, [Soil depth] € and [Available field capacity] @ specify the respective grid ag-
gregation similarly to Land use classes.

Interactive classification:

If you decide to interactively assign land use classes and/or physical parameterisations to the soil categories
then, during the processing of WINHRU, the following dialogs are prompted:

Interactive remapping - Landuse x|l 1). Interactive remapping of land use into PREVAH land use categories. A
Fosapi B eroios full list can befound in Part Il of the PREVAH documentation.
Categar Setto
i = 2> Db aress Bl Activate [Make default] before clicking [Done] to set your choice as the
; [ wam 3] default option. The file 'defpus.rm'’ is stored in the [Tools path] which may
B 55 Moot tome 5 be defined through the Options dialog (see Section C.3.4).
" o

| 13- Fim

14 -» Bare ice
15 -» Rock

Lef Led L L

Done I Make defaultl Cancel |

Interactive remapping - Soils prop Xl 2). Interactive remapping of hydraulic conductivity into physical values
[m/s]. A list of recommended values from Swiss soil maps is provided in
Part 11 of the PREVAH documentation. |f you have no idea on the hydrau-
lic conductivity, use the dummy value 0.000001.

Hydraulic conductivity [rns]

Femapping 02 categories

Category Setto  [mdg]
3035 fo.000001 . L. .
= [ Activate [Make default] before clicking [Done] to set your choice as the

| default option. The file 'defkms.rm'’ is stored in the [Tools path] which may
| be defined through the Options dialog (see Section C.3.4).

Donei I I ake default Cancel
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Interactive remapping - Soils pro x| 3). Interactive remapping of soil depth into physical values [m]. A list of
recommended values from Swiss and FAO soil mapsis provided in Part |1
of the PREVAH documentation.

Sail depth [m]

Fiemapping 03 categories
Categary Setto  [m]
1 fo1
3 Iu.?s

Activate [Make default] before clicking [Done] to set your choice as the
default option. The file 'defbtk.rm’ is stored in the [Tools path] which may
be defined through the Options dialog (see Section C.3.4).

4 |1.25

Donq\l Make: default Cancel I

Interactive remapping - Soils prof x|l 4). Interactive remapping of available field capactiy into physical values
[Vol%]. A list of recommended values from Swiss and FAO soil maps is
provided in Part Il of the PREVAH documentation.

Available field capacity [Wol%]

Fiemapping 02 categories

Categary Setto [Wal]

Activate [Make default] before clicking [Done] to set your choice as the
default option. The file 'defpfc.rm’ is stored in the [Tools path] which may
be defined through the Options dialog (see Section C.3.4).

3 |1?.5
7 |2.u

Rane M ake default | Cancel I

If you saved your own defaults, you may chose the [user defined] option the next time you want to classify
land use and soil properties.

O [Topoindex]: Defines whether topographic indices should be calculated. The definition of the topographic
index isreported in Part |1 of the PREVAH documentation.

@ [Glacier ELA]: Allows the user to select a method for splitting glaciated areas into accumulation and abla-
tion zones. [Use map] refers to the equilibrium line altitudes (ELAs) calculated for Switzerland by Maisch et
al. 1999, which are then corrected for the individual site-specific expositions (see Vivirali, 2007). [Use map
+ shift] uses the same map, but with a shift of 25 m upwards in the ELAs (recommended). This is used in
order to account for the glacier retreat since 1973, which is the reference year for the underlying glacier in-
ventory. [User defined] allows using a specific ELA (entered in the edit box below). This is recommended if
detailed regional knowledge on the areain scopeis available.

Classification into elevation zones:
O [Elevation zone size]: Defines the extent of an elevation zone. These zones are commonly used for aggre-
gation of meteorological input data and definition of hydrological response units (HRUs). The value should

be selected with respect to the intended spatial model resolution and quality of the meteorological data avail-
able. The value of 100 metersis recommended for most applications.
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@ [Aspect classes], [Slope classes] and [Topoindex classes]: Define the aggregation of the respective gridsto
classed value grids. Several numbers of classes are available, although it is recommended to use the default
values.

Classification of different topographic parameters into categories using WINHRU

Source feature Source grid Categories Target grid
Digital elevation model [*.DHM] Defined by size of the elevation zone [*.PHK]
Aspect [*.ExP] Defined into 5, 9 or more categories  [*.EXK]
Slope [*.sLP] Defined into 3 to 8 default categories [*.SLK]
Soil-Top-Index [*.ABB] Split into categories between [*.ABK]
Area-Top-Index [*.ATB] minimum and maximum [*.ATK]

Classification of aspect:

Class 1:

45°

Class 1:

NORTH Class 8 :

NORTH-WEST Class 2:
NORTH-EAST

Class 4 :
WEST

Classification of aspect into 5 (left) and 9 (right) exposition classes. The classification into 5 classes
is recommended

Classification of aspect into 3, 4, 6 or 8 categories (the classification into 4 classes is recommended)

Category 3 Classes 4 Classes 6 Classes 8 Classes

1 <3 <10° <3 <3

2 3°-15° 10° - 22° 3 -9° 3-9°
3 > 15° 22° - 36° 9°—-17° 9° —15°
4 > 36° 17° -27° 15° —22°
5 27° -36° 22° - 30°
6 > 36° 30°-38°
7 38° —45°
8 > 45°
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WINHRU

C.3.3 HRU definition (e)

il Gid © Digit4@
A & ltitude zones I_E
2nd |£‘«spect v | 1
Jrd  |Land use =] 2
dth |<SKIP> ~|] ©
Bth  |<SKIP> ~|] ©
Bth  |<SKIP> =] ©

15 RBeset Tatal 3
Meteo zones until grid # |1 'b

For defining hydrological response units (HRUs), WINHRU offers sev-
eral criteriafor possible selection. The grids for HRU determination may
be selected in their appropriate order through the grid dropdown boxes
(@ and include Watersheds, Altitude zones, Aspect, Slope, Land use,
Sail, Soil-Topographic index, Area-topographic index, Geology, Glaciers,
Meteo zones and Soil variance. The reference of these generic grids to
actual grid file extension may be specified and altered in the WINHRU
Options dialog (see Section C.3.4). Select [<SKIP>] to exclude a grid
form the HRU definition process. A grid must not appear more than once.

In the Digits column (&), WINHRU displays the number of digits that are
used by a grid in the HRU code as well as the total number of digits used
(®). It is suggested to use a limited number of grids for HRU definition
since the advantage of the HRU approach is that it evades the time-
consuming, cell-by-cell processing in model runs. If the HRUs are too
small, this advantage is abandoned. Therefore, an upper limit of 8 to 9
digitsis recommended.

Finally, the number of grids serving as meteo zones [Meteo zones until grid #] (@) may be changed. Usualy,
only the first grid (altitude zones by default) is used for specification of meteo zones. There is no need to
make changes to this default setting for standard model runsin small watersheds. For larger catchments, it is
recommended to include the watersheds grid (second or third order watersheds) at the top of the list of crite-
rion for the generation of HRUs followed by the criterion altitude zones. In this case, the [Meteo zones until
grid #] option must be set equal to 2. Push the [Reset] button (@) if you want to begin again.

C.3.4 PREVAH project settings (©)

Mew catchment info

M ame W
File roat name IﬂE'W—
L atitude: | 470 P
Expected area Ii'l [len 2]

In this part of the main dialog window, some settings for the PREVAH
project generated by WINHRU may be entered. [Name] is the catchment
name for the new project. [File root name] is the file stem which will be
used to denote the grids and tables created by WINHRU. Enter the mean
northern latitude of your new catchment in [Latitude]. Finally, specify the
official area provided for the basin in scope in [Expected ared]; this is
updated automatically if LHG gauge site has been selected as the catch-
ment definition method (see Catchment definition settings, @, Section
C.3.1 above).

C.3.5 Progress bar and launch button (e)

Progress

The two progress bars show the state of the currently running WINHRU
components when WINHRU has been started with the [GO!] button.

C.3.6  Quick profile selector (o)

Quick profile | Swiss extended (Defaul) | Use this selector to conveniently switch between different settings

of the dialog elementsin WINHRU.
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C.3.7 Program runtime buttons ()

Dptions 1| About | Zonal Stats-| Ll

[Options] opens the options dialog window (see Section C.3.4). [About] shows program credits and version.
[Zonal stats.] launches a dialog which allows the easy computation of zonal statistics. [Quit] terminates the
present WINHRU session.

C.3.8 Console output (@)

FEEFEE WIINHEU STARTED Tue Mar 23 18:Z1:11 *****

Profile: Interactive
Ouptut path = C:3%PREVAHYGEODENET,
Logfile = C:%WPREVAH\GEODEWWNEW' HYREU. LOG

————— CATCHMENT DEFINITION

Peading flow accumulation

This section of the main dialog window provides information on the operations currently in progress when
WINHRU has been started with the [GO!] button (see Progress bar and launch button, &, Section C.3.5
above). Use this output to find errorsif any WINHRU process should fail or not deliver the desired results.
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C.4 Options

Options

B Fathz and files © HRL Grid definitions
Irput grid path 3 EQDENC J [kem [arid ext. Digits
Output grid path |C-\PREVAHNGEODENE W | Watersheds 220 |
Toolspath |G \PREVAHNWASIMY || At zones |.phk | 2

|| Aspect |-E='=k | 1

Flow dir. fle | C:\PREVAHNGEODEACHYFLDR BIN - || | g 0 =
Flow ace fle |C\PREVAH\GECDENCHVFLACEIN | L e (s 2
Gauges DB file |E:&PHEU&HHLHG.T><T = o |.pat | 5

P Source grid processing File name >> —out est, Tl-soil |.abk |1
v Elervation |H|:|EH.BIN |.DHM Tl-area |.atk | 1
v Land uze |.'5".585.E|N |.L|5E Gealogy |.QED | 1
v Filed capacity |NFE_BIN | NFE. Glaciers |-gim |
v kevaluss BIN I Meten zones  |-mez |2
v Soil type [BTYP.BIN LART Soil variance. |.baw | 2
v Sail depth |BT|F'B|N |'BT © Source gnd dimenzions
W Soil structure |SKEL.BIN | SKE Eutent | 3500 [g] | 2400 [
W Geology |GEOLEIN | GEO Cellsize | 100 [m]
¥ Forest categories [WMG.BIN WMG | Finge | 25 [eells =
W Glacier ELA |GwWLEIN | G 0.

izc

[ Hydrogeology [HGEOD.EIM |HGL = Archive
i I— [ Debug
6]
Load ophions | Save ophions | Cancel | ITI

This dialog is launched with the [Options] button in the main WINHRU dialog (see Program runtime but-
tons, @, Section C.3.7 above). It serves to adjust a number of settings that affect the main WINHRU pro-
gram.

Use [Paths and files] (@) to adjust WINHRU to the file system of your computer. Match these settings if you

are not using default paths and filenames.

- [Input grid path] specifies the location where the source grids are stored, i.e. the grids containing infor-
mation on the entire geographic domain from which the windowed and resampled maps are extracted
(see also [Source grid processing], @, below)

[Output grid path] is where the new grids created by WINHRU are written. Since these tables and grids
are path-independent, they may conveniently be moved from this directory to afinal target directory af-
ter completion of WINHRU. However, the final target directory may also be indicated directly as the
output grid path.

[Tools path] is a path where a set of additional, necessary files are stored. These files are: tanalys.exe,
tanpur.dat, sample.inp.
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[Flow direction file] and [Flow accumulation file] indicate the grids used for determination of upstream
areas when WINHRU operates in the gauge site or free pour point mode (see Catchment definition set-
tings, @ , Section C.3.1. These two files have to be generated by topographical analysis prior to the first
use of WINHRU in a particular region. To generate alternative versions of the two files you can use
common GIS commercia software with support of hydrological analysis or the tool GRIDMATH (see
Chapter A).

[Gauges database fil€] is the ASCII-formatted text file containing name, location and catchment area of
gauging stations available for the gauge site mode of WINHRU (see Catchment definition settings, @,
Section C.3.1). A sample of a gauge database file is given below. It consists of one header column, fol-
lowed by the actual records; each column lists a station name (59 characters), area in square kilometres
(5 characters) as well as station northing (12 characters) and easting (12 characters) in meters, each sepa-
rated by one blank character. Y ou may edit this file preserving the given format rules. To add or remove
stations you may also use the respective buttons in the gauge site or free pour point dialogs (see Catch-
ment definition settings, @, Section C.3.1)

GAUG NG STATI ON AREA _KM\2 EASTI NG_M NORTHI NG_M
Rhone- Porte du Scex 5220 557660 133280
Rhéne- Si on 3349 593770 118630
Ti ci no-Bel | i nzona 1515 721245 117025
Vi spa- Vi sp 778 634150 124850
Drance- Martigny, La Batiaz 678 571280 105680
Fi escher bach- Fi esch 81.0 653450 139350
I nn (En)-Scanfs 615 794560 165230
Engel ber ger Aa-Stans, WI 226 672310 201340
Bi r s- Minchenst ei n, Hof mat t 911 613570 263080

[Source grid processing] (8) lists all available source grids which are available for processing in WINHRU.
Check or uncheck the grids according to whether you want WINHRU to process them. The filename of the
source grid may be entered in the File name column. The output extension column specifies the extensions of
the grids that are later created by WINHRU through windowing and resampling. Note that the following
grids must be present:

Digital elevation model for the source grid [Elevation]
Land use map for the source grid [Land useg]
Soil map for the source grids [Field capacity], [k-values], [Soil type] and [Soil Depth]
[HRU grid definitions] (&) enables identifying the grid types which are used for defining the hydrological

response units (HRUSs). Enter the desired grid type extension for an item in the grid extension column; the
number of digits used for agrid in the HRU code may be specified in the Digits column.

In [Source grid dimensions] (@), the maximum grid extent that will be processed has to be entered (extent in
[clolumns and [r]ows), along with the resolution of the source grids (Cellsize, in [m]eters). These settings

1] "

may be conveniently gathered from an existing source grid file using the ["..."] button. Fringe is a buffer
zone that will be added when windowing the source grids according to the extent of the catchment area.

[Misc] (@) contains checkboxes to enable or disable Archiving and Debugging mode (turned off by default).
Use the [Save optiong] button (@) to save the current dialog settings to a default settings file which will be

loaded at each program start of WINHRU. Press [Load options] to reload these settings. To reset WINHRU
options to default, simply delete the "winhru.ini" file located in the folder from which you start WINHRU.

C.5 Outputs
Gridded output:

WINHRU produces several grids for the full domain in the neighbourhood of your selected catchment,
stored as files FULL _ File-root-name.*.
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For your specific catchment, WINHRU produces a series of grids for the full catchment and stores them as
File-root-name.*.

If you selected to use sub-catchments for the definition of the HRUs and the meteorological zones, a series of
grids is saved for each of the sub-catchments. The basic name of such files is File-root-namet#.*, with ##
equal to the ID of the sub-catchment.

A list of file extensions (.*) is provided in the Appendix.
Tabular Output:

The main result of WINHRU is the table which PREVAH needs to assimilate the HRU-based spatia infor-
mation on the investigated catchment. Such information is written in the so-called control file for spatial
information which is stored as tabFile-root-name.gkw for the full catchment and tabFile-root-name.g## for
the sub-catchments, with ## equal to the ID of the sub-catchment. The file is structured as follows (divided
into two parts for display reasons):

PREVAH control file for spatial information (Columns 1-14):

HYDROTOPCODE NR  AETF COUN HCEHE LN EXP ASP SLO NFC BTIE KWI BA BT TOPI
1041084 0. 6075 & 325 8 1 329 19 17.5 1.25 3.60E+00 0 0 28.2
1042044 0. 2025 1 280 4 2 53 7 17.5 1.25 3.60E+00 0 0 29.1
1042084 1.62 8 303 8 2 101 14 17.5 1.25 3.60E+00 0 0 28.4
1043084 1.215 6 302 8 3 158 14 17.5 1.25 3.60E+00 0 0 28.4
1044084 1. 215 6 306 8 4 280 13 17.5 1.25 3.60E+00 0 0 28.5
1051044 0. 2025 1 356 4 1 315 26 17.5 1.25 3.60E+00 0 0 27.7
1051084 1.0125 © 397 8 1 18 15 17.5 1.25 3.60E+00 0 0 24.7
1052081 0. 405 2 426 8 2 122 36 2 0.1 3.60E+00 0 0 20.5

PREVAH control file for spatial information (Columns 1 and 15-27):

HYDROTOPCODE NR BTOP CGEO GLE MEZ PHK SKE FREE1 FREE2 FREE3 FREE4 EZGNR EZAD |ID
1041084 35.1 O 0 104 4 0 =9.¢ =9 © =6, © =9.¢ 1 1 1
1042044 36 0 0 104 4 0 =9.¢ =9 © =6, © =9.¢ 1 2 2
1042084 35.3 0 0 104 4 0 -9.9 =9. 9 -9.9 -9.9 1 3 3
1043084 35.3 0 0 104 4 0 -9.9 =9. 9 -9.9 -9.9 1 4 4
1044084 35.4 0 0 104 4 0 -9.9 =9. 9 -9.9 -9.9 1 5 5
1051044 3.6 O 0 105 5 0 =) ) 2989 989 =) ) 1 6 6
1051084 3.6 O 0 105 5 0 =) ) 2989 989 =) ) 1 7 7
1052081 27.4 0 0 105 5 0 =) ) 2989 989 =) ) 1 8 8

The definition of the 27 columns of the control file for spatial information generated by WINHRU and as-
similated by PREVAH at model initialisation follows in the next table:
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Column Header Description Sourcegrid(s) Unit  Status

1 CODE NR. Code of the HRU [*.HRU] - category
2 AETF Areaof the HRU [*.IDH] km? summation
3 COUN Count of cellsfor thisHRU  [*.IDH] - summation
4 HOEHE Elevation [*.DHM] masl. average
5 LN Land use [*.Pug]| - category
6 EXP Aspect class [*.EXK] - class

7 ASP Aspect [*.exp,*.Azm] Degree average
8 SLO Slope [*.sLP] Degree average
9 NFC Availablefield capacity [*.PFC] Vol% average
10 BTIE Soil depth [*.BTK] m average
11 KWT Hydraulic conductivity [*.kwT] mmh? average
12 BA Soil type [*.PAT] - category
13 BT Soil structure NO-DATA - no data
14 TOPI Area-Toplndex [*.ATB] [-] average
15 BTOP Soil-Toplndex [*.ABB] [-] average
16 GEO Geology [*.GEQ];[*.HGL] - category
17 GLE Glacier morphology [*.GLM] - category
18 MEZ Meteorological zones [*.MEZ] - category
19 PHK Elevation Zones [*.PHK] - category
20 SKE Stones content [*.sKE] - category
21-24 FREE14 Freecolumns NO-DATA - no data
25 EZGNR Sub-catchment [*.Ezq] - category
26 EZGID ID in sub-catchment [*.Ezq] - category
27 ID ID of the HRU [*.IDH];[*.1#4] - category

Source grid is the extension of the grid(s) needed to generate a particular column. Status declares whether the
source grid consists of physical information (averages and summations) or categorical data. NoData repre-
sents columns which are currently not assigned, but are available for future extensions of PREVAH.

Default Control File for WINPREV AH:

A standard control file for WINPREVAH is produced by WINHRU. This file is stored as runFile-root-
name.inp. This contral file can be loaded and edited with WINPREVAH and used to initialise the model
simulation. Further, the control file for spatia information and the grid with the HRU identifiers have to be
linked to the control file with WINPREVAH. Further information is available in the WINPREVAH docu-
mentation.

Filesfor spatial interpolation of meteorological variables:
The digital elevation model grid (*.dhm), watershed limits grid (*.ezg) and grid of the meteorological zones

(*.mez) have to be declared in the control files of the tools used for the spatial interpolation of meteorologi-
cal variables (WINMET).
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D DATAWIZARD: Assimilation of
hydrometeorological ASCII data

D.1 Introduction

The assimilation and management of hydrometeorological data from a network of stations is crucial for the
distributed application of hydrological models. DATAWIZARD is atool allowing the assimilation and veri-
fication of hydrometeorological data and provides a link to WINMET, the spatial interpolation tool of the
PREVAH modelling system (see Chapter E). DATAWIZARD has already been adopted for managing data
in Switzerland, Austria, China, Germany, Italy, Kenya, Kyrgyzstan, Sweden, the United States and Uzbeki-
stan.

D.2 Basic features of DATAWIZARD

DATAWIZARD has been developed to easily manage the hydrometeorological information needed for op-
erating PREVAH.

- It is designed for the stepwise assimilation of raw meteorological information (precipitation, air tempera-
ture, wind speed, global radiation, relative humidity, water vapour pressure, sunshine duration, runoff and
two user defined variables).

- It makes a simple plausibility/acceptability test of the data.

- It creates and edits a formatted station table, which includes al the attributes needed for running the inter-
polation of these hydrometeorological variables.

- It creates a simple database of hydrometeorological information.

D.3 Step 1: Welcome

JRI=TEY | |
@ Click the [Options] button to access the op-
Sl B | WELCOME TO THE DATA % tions dialog.
ASSIMILATION WIZARD
This wizard allows the
assimilation of hydro- @ Choose whether you desire to assimilate his-
meteorolagical variakbles _ ; ; [
L STEP 1- Chase type of data torical data from file, or manually (not yet im
into & simple database. plemented) or forecast data (not yet imple-
D e 2] ' Historical data, from file mented)
edittf;ﬂe é?ﬂLngS otthis ) Histarizal data manual input
wizard. Click on nextio .
salect an ASCII fila o he £ e iata © Click the [Next >>] button to launch step 2 of
added to the database. DATAWIZARD.
o Ciptions I About | e Exit |

Launching the Wizard: Step 1 of DATAWIZARD.
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D.3.1 Options Dialog

o _|

’rStatiDn list

0T

IC:\hyereth\WintuDls\d atawizard\beta.lst
’rText Editor

kain database

I" CRWINDOWSASY STEMIZYWYRITE exe"

IC:\hydroeth\china\db\

— Temparary results

IC:\hydroeth\china\tmp\,

~ Faw data

IC:\,hydrueth\china\,raW\,

~Shles
IC:\hydroeth\wintDDIs'\d atawizard\styles)

T g | A s

Cancel |

I
e

Setting the options of DATAWIZARD.

This
(see

Part I11, Chapter D

Through the options Diadog you have to link
DATAWIZARD to a set of user defined files and
directories. The following links have to be set:

@ Link to the file containing the list and attributes of
the stations available in the current database. By
clicking the [EDIT] button (@) you can access a dia-
log that allows you to update the attributes of each
station. It is very important that you keep your attrib-
ute table as updated as possible and that you assign
unique names and numbers to each station.

@ Link to a default text editor (needed to view/edit
the raw data and the station list files).

© Link to the directory where the database has to be
stored.

@ Link to the directory where the temporary files
have to be stored.

@ Link to the directory where you plan to transfer the
rav data you want to assimilate with
DATAWIZARD.

@ Link to the directory where the format style macros
have to be stored.

Dialog can be accessed through the OPTIONS Dialog
above) by clicking the [EDIT] button. By clicking

[View List] the station attribute table is opened with the
selected Default Text Editor.

© Scect the ID of a station to load its attributes in the
dialog. Change the attributes accordingly:
- Name: AsaCHARACTER

D.3.2 Edit the attributes of a station
=l
e List |

Station Mame Elewation

IStaﬂ | 506

Easting [m] Marthing [m] Araa [km)

| 22659 | 584743 | 0.00

Longitude [Deg]  Latitude [Ded] Save Fdits

| 0.0000 | 0.0000

Done b

Elevation, Northing, Easting: As an INTEGER in

meters
- Area: AsaFLOAT in km?
- Longitude and Latitude: AsaFLOAT in degrees

aCli
O Cli
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D.3.3 Station attributes table

The station attributes tabl e contains the following information:

Cal Definition Position Format Notes Sample

1 Station ID Left Chars 20 — 1X 56814

2 Station name Left Chars 30— 1X Sample_stat

3 Elevation[masl] Standard Integer 6 —1X 365

4 Area[km?] Standard Float 12.2—-1X  For runoff data 0.0

5 Easting [m] Standard  Integer 12 — 1X 645233

6 Northing [m] Standard  Integer 12 — 1X 187954

7 L atitude (Deg) Standard  Float 10.3 - 1X 315

8 Longitude (Deg)  Standard Float 10.3 —1X 110.

9 DT-String-1 Standard  Chars 15— 1X Precipitation NNNNNNNNNNNNNNN

10 DT-String-2 Standard Chars15—-1X  Airtemperature  NNNNNNNNNNNNYNN
1 DT-String-3 Standard  Chars 15— 1X Wind speed NNNNNNNNNNNNYNN
12 DT-String-4 Standard Chars15—1X  Global radiation  NNNNNNNNNNNNYNN
13 DT-String-5 Standard Chars15-1X  Relative humidity NNNNNNNNNNNNYNN
14 DT-String-6 Standard Chars15—-1X  Vapour pressure  NNNNNNNNNNNNNNN
15 DT-String-7 Standard Chars15—1X  Sunshineduration NNNNNNNNNNNNYNN
16 DT-String-8 Standard  Chars 15— 1X Runoff NNNNNNNNNNNNNNN
17 DT-String-9 Standard  Chars 15— 1X Freevariadblel =~ NNNNNNNNNNNNNNN

18 DT-String-10 Standard  Chars 15— 1X Freevariable2 =~ NNNNNNNNNNNNNNN

A 15 character text string is assigned to each of the 10 variables that can be assimilated by DATAWIZARD.
Each character of such strings indicates the availability of data at a particular time resolution in minutes
(DT). If a variable time resolution (e.g. 60 minutes temperature) is available for a particular station, then
DATAWIZARD will put an'Y" in the appropriate position of the time resolution string (e.g. DT-string-2 =
NNNNNYNNNNNNNNN).

Position 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
DT (MIN) 5 10 15 20 30 60 120 180 240 360 480 720 1440 From-To Void

Available Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y
Notavailadble N N N N N N N N N N N N N N N

Example of stations attribute table:

Station.ID Station Name Elev  Area  Easting Northing Lat Lon DT-Strings

&, TextPad - [D:100j'klimaday.lst] |8 x

Datei Bearbeiten Suchen Ansicht Extras Makros  Konfiguration  Fenster  Hilfe =2 x

|ozuoasRE e o |(==20(2¢ 4@ (EGEH e K]
460 Davos 1590 o.oo 783580 187480 o.oon 0.000 HHNHHNHHNHNNYHNN HHHN}—
1030 St .Gallen 779 o.o0n 747940 254600 o.o00 0.000 HHHHHHNHHHHHYNH HHHHES
2220 Saentis 2490 o.oo 744180 234920 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
azon Zusrich_ SHA 556 o.o0n 685125 248090 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
9400 Locarno-Hont 379 o.oo 704220 114370 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
9480 Lugano 273 o.o0n 717880 95870 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
98c0 Bever 1712 o.oo 787840 158320 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
1940 Ba=z=l-Binnin 316 o.o0n 610850 265620 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
4140 Altdori 451 o.oo 691000 191750 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
5520 Bern-Lisbefs 570 o.o0n 598610 197470 o.o00 0.000 HHHHHHHHHHHHYHH HHHHE
6340 Heuchatel 487 o.oo Ge3110 205600 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
7500 Sion 542 o.o0n 593850 120700 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
7&20 Sion-Aerodro 483 o.oo 592120 118700 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
8390 Gensve_ Ubser 405 o.o0n 500720 117300 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
440 Geneve-Coint 420 o.oo 498580 122320 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
40 Platta_ (Heds 1375 o.o0n 708300 168400 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
&0 Disentis 1130 o.oo 708230 173780 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
280 Hinterrhein 1611 o.o0n 733900 153980 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
289 Spluesgen 1504 o.oo 744380 157620 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
aan Bivio 1770 o.o0n 769800 148850 o.o00 0.000 HHHHHHHHHHHHYHH HHHH]
440 Weissfluhjoc 2690 o.oo 780600 189630 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]
510 Alvansu-Dorf 1178 o.o0n 768880 172060 o.o00 0.000 HHHHHHHHHHHHYHH HHHHE
600 Arosa 1240 o.oo 770720 183320 o.oo0 0.000 HHNHNNHNNHNNYHN HHHH]

33



DATAWIZARD Part 111, Chapter D

D.4 Step 2: Loading raw data

~Info Box

%]

STEF 2 - Load File wit Raw Data @

Flease select a file from
wour default raw data
directory. Click an Yiew to
open you file with the
default editor.

Select one of the availakle

ID:\china\data\rav-f\precdd.b:t

Yiew |

Select Style

|
o

! Leyrm3l sty New
data styles or define a new = .
data style by accessing the Lymm3l. sty
Style Dialoo.
I~ Wanual Assimilation
COptions | <<Back | et »3 ? Exit |

Step 2 of DATAWIZARD: Loading a file with raw data and selecting the format.

open 2ixj| @ Click the button [...] to access a dialog (here
Loakin | 3 ran o e = = on the right) for selecting a file with raw data
T EEE: from the defined raw data default directory. By
dobet clicking [View] the selected file is opened with
- the Default Text Editor. You can use this to
t identify the format of the file you are going to
5] ot process with DATAWIZARD and integrate in
T the database.
1Z] temperature.txt
File: name: I[h.tkt j pen
Files of type: |Text Files =l Cancel /|/

@ Select a Style macro from the list of the available macros. Style macros govern the assimilation of raw
data. New Style macros can be created by clicking the [New] button.

& Click the button [Next >>] to launch step 3 of the DATAWIZARD.

D.4.1  The file format dialog

For the assimilation of the hydrometeorological information from files containing raw data, the format of the
file has to be defined through the [File Format Wizard] Dialog, which can be accessed by clicking the [New
Style] button during the second step of the data assimilation procedure. Every defined style is then stored as
amacro in the assigned directory. Style macros ("*.sty") are formatted as follows:

[Style file for data formats]

IDYY VMDD Ed Ed Ed Ed Ed Nine IDs to define the content of the format col ums

!
Headers = 0001 ! Nunber of headers/rows to be skipped in the file
Col ums = 0001 ! Colum after the format where data have to be read from
1st Hour = 0000 ! Begin hour (only for tine steps smaller than 1 day)

This means that your raw data file may have up to nine columns to define the date format. The content of
each column can be defined through a key. The previous example of style macro defines raw data available
in the following format:
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G obal Radi ation Tenper at ure

57516 1990 1 1 422 25.2
57516 1990 1 2 573 26.7
57516 1990 1 3 116 24.2
57516 1990 1 4 151 23.9
57516 1990 1 5 364 25.5
57516 1990 1 6 40 26.1

Thefirst row is a header and therefore skipped. Only non-numeric information is allowed in the headers! The
first column in this raw data file represents the Station 1D, the second the year (YY), the third the month
(MM) and the fourth the day (DD). Only four columns are needed here for a complete definition of the date
format. The other five possible format columns are not needed, thus they maintain the initial setting of "Edit"
(Ed). The data are stored in the first and second column after the columns required to define the date, in this
case the fifth column. In the given example of style macro the first column after the format columns will be
assimilated in the database, in this case the global radiation. To assimilate the temperature (second column)
you have to define a new style macro, where you assign the 2™ column after the format to be read from.

[Style file for data formats]

IDYY VMDD Ed Ed Ed Ed Ed Nine IDs to define the content of the format col ums

1
Headers = 0001 I Nunber of headers/rows to be skipped in the file
Columns = 0002 ! Colum after the format where data have to be read from
1st Hour = 0000 ! Begin hour (only for tine steps smaller than 1 day)

Special case:

Station ID Year Month Dayl Day2 Day3 Day4....
60535600 1988 1 0 0 0 o
60535600 1988 2 0 0 0
60535600 1988 3 0 0 0
60535600 1988 4 0 0 0
60535600 1988 5 0 0 0
60535600 1988 6 0 0 0
60535600 1988 7 0 40.1 12
60535600 1988 8 0 0 0
60535600 1988 9 0 21 0
60535600 1988 10 0 0 0
60535600 1988 11 0 0 0
60535600 1988 12 0 0 0

1989 1

To assimilate daily datain the following format, such a style macro has to be defined:

[Style file for data formats]

ID YY M Ed BEd Ed Ed Ed Ed Nine IDs to define the content of the format col ums

]
Headers = 0000 I Nunber of headers/rows to be skipped in the file
Col utTms = 0031 ! Colum after the fornat where data have to be read from
1st Hour = 0000 ! Begin hour (only for tine steps smaller than 1 day)

In this case the assimilation tool will search for raw data according to the current month and current year in
up to 31 columns.
Style macros can be either edited manually and stored with the extension "*.sty" in the defined style macros
directory (see above) or created through the implemented [File Format Wizard] dialog, which can be ac-
cessed by clicking the [New Style] button during the second step of the data assimilation procedure with
DATAWIZARD.
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File Formats Wizard x|

Selectthe style of your file
a 1st Znd 3rd 4th Eth Eth 7th gth th

o = | =lmm =fjoD = {skip =] Edit =] [Edit =] |Edit =] |Ecit =]

eHeaders I oooo E Data Columns IEIEIEI1 E: D bur I 1 E:
AN
—.HH
Sawe as Style (sty) Irhchi [3] e DONEol Cancel
hbA
VY

File format wizard of DATAWIZARD: Defines the format of raw data.

@ With this [File Format Wizard] Dialog you can define the format of your raw data files interactively by
assigning a key to each column. These are the recognised keys:

Key Full name Definition

Ed Edit Initial settings for each column.

ID Station 1D Assign ID to the column in your raw data file that defines the station identi-
fier (as an INTEGER). If no column with station identifier is available, the
station identifier hasto be provided later interactively.

Ml Minutes Assign MI to the column in your raw data file that defines the minutes
(required only if the time step is smaller than 1 hour)

HH Hours Assign HH to the column in your raw data file that defines the hours (re-
quired only if the time step is smaller than 1 day)

DD Days Assign DD to the column in your raw data file that defines the hours (rec-
ommended, required only if the time step is smaller than 1 day)

MM Month Assign MM to the column in your raw data file that defines the month (al-
ways required)

YY Year Assign YY to the column in your raw data file that defines the year (always
required)

Sk Skip Assign Sk if you desire to skip a certain column

FR From Not yet implemented

TO To Not yet implemented

@ Additionally you have to declare how many headers have to be skipped and in which column after the
format the data have to be read. If you assimilate data with a time resolution smaller than one day (1440
minutes) a start hour can be assigned. If you sample six-hourly data (360 minutes) at 2.00, 8:00, 14:00 and
20:00, then you should assign "begin hour"=2 and time resolution 360.

© You can save the settings of the [File Format Wizard] dialog as a Style macro in the defined style macros
directory. Thus, give a name to the macro and save it by clicking the button [Save].

O Leavethedialog by clicking the button [Done].

The assimilation algorithm will then process the different columns of the selected file with raw data accord-
ing to the keys assigned in the style macro.
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D.5

Data Assimilation Wizard (Step 3)

~Info Box

STEF 3 - Selection of Date Limits

DATAWIZARD

Step 3: Selection of date range and time step

through the Calender Toal.

Declare the time step of
wour data

COptions |

Select date range of the Day Month  “Year
data stared in the file ywou From Date I 1 I 1990
are assimilating into the

database. These settings

can be also defined ToDate | 31 | 12 [ 2000

__ColenderTool_| @
(3]
Time Step Iv” 1440 [%

<<E|ack| Next»? Exit |

Step 3 of DATAWIZARD: Allows the selection of the start and end date for the data import and declaration

of the raw data time step.

@ Declare the start and end date for the available raw data. At-
tention: Do not be too generous with the selection of the start and
end date. If data begins on April 15 1995 do not set as [From
Date] January 1 1995. Otherwise the assimilation process could
last much longer than due.

@ By clicking the [Calendar Tool] button, you can access a
[Date controls] dialog that allows you to set the date limits inter-
actively. To change the 'From Date', select the envisaged start
date in the Wizard (@) and click the [Set From Date] (@) button.
To change the 'To Date, select the desired end date in the Wizard
and click the [Set To Date] (®) button.

® Sdect the time step. To date, DATAWIZARD has been suc-
cessfully tested for a time resolution of 60, 360, 480 and 1440
minutes.

@ Click the button [Next >>] to launch step 4 of the
DATAWIZARD.
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~From / To Date
Day Month  Year
e iy
Set From Date | I 12 I 1 I 1994

SetToDateg | kR | 12 | 1995

Selection

A K Januar 1994 [ » |

Mo DI M Do Fr Sa 5o
27 28 29 30 o3 1 2
i 4 & B 7 B 9
10 11 &E» 13 14 15 16
17 18 19 20 21 22 23
24 25 26 27 28 29 30

o 2 3 4 5 B

Cancel |
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D.6

~Info Box

Select one of the supported
hydrometeorological
wariables and check its
settings (unit and physical
limits).

Click on Start to verifi the
content of your file, A

STEF 4-Defining Vanable

Choose YWariahle

Checking file
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Step 4: Variable definition and quality check
Data Assimiation Wizard (step )

X

&

Settings |
L1

temporary file is created. |

Adialogis prompted ifa
new station is identified.

Cptions |

Steps | 00O00O00OOO00D

2]
Start |

<<Back | [t »> é Exit |

Step 4 of DATAWIZARD: The variable to be assimilated is defined here.

©® Select the variable to assimilate. Many settings have
to be carefully assigned to each of the hydrometeorologi-
cal variables processed by DATAWIZARD. To set and
edit such information click the [Settings] button to access
the [Physical Limits] dialog. In this dialog you can then:

@ Choose the variable
@ Click [Start editing]

@ Edit the physical limits, choose the input unit, select
the NoData value

@ Click [Save Editg]
@ Defaults for daily time resolution (see the following
table) can be loaded by clicking the [Load Defaults]

button.

@ Start the verification of the data you are assimilating
with DATAWIZARD.

© Click the button [Next >>] to launch step 5 of
DATAWIZARD.
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=
E¥clect & Wariable and Editthe Physical Lirmits — 42y
T Start editing |
Qimits ID.DUDUUUD - |30EI.DUUUUEIEI ﬂl
Load Defaults |
Unit [[mm] | |1-0000000  or |
Replace NoDatawith  [-299 000000 Cancel_|
=
—Select avariable and Editthe Physical Limits
IPrecipitation j

@'Save Edits |
eLoad Defaults |

ok |

Cancel |

Limits IU.UUUUUUU - IBUU.UUUUUDD

Unit [[rmrm] =] |1-0o000000

Replace NoDatawith  [-299.000000
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Recommended NoData value, physical unit and minimal

DATAWIZARD

x"™* and maximal X"

min

physical limits for daily

hydrometeorological variables assimilated and controlled by DATAWIZARD.

D.7

Variable NoData ~ Unit  xP»s  xPVs
Precipitation -998  [mmday™] 0 500
Air Temperature -998 [°C] -50 50
Wind Speed -998 [ms? 0 70
Global Radiation -9998 [W m?] 0 1360
Relative Humidity -998 [-] 0 1
Water Vapour Pressure -998 [hPa] 0 123
Sunshine Duration -998 [-] 0 1
Runoff -9998 [m®s!] 0 user
Freel -9998 [-] user user
Free2 -9998 [-] user user

Data verification

During the fourth step of the data assimilation procedure, the following phases (ato €) are compl eted:

a)

New Station Detected ... E

Identification of the station from where data were obtained. If the Style macro (and the raw data) con-
tains a column with the ID of the station that provided the data, then this ID is compared to all 1Ds of the
stations included in the stations attribute table. If no STATION-ID is provided, then a small dialog is
prompted and you have to declare a STATION-ID. If the STATION-ID is already available, the data
verification goesto phase b). If the STATION-ID is not yet included in the stations attribute table, then a
dialog is prompted:

© Give the stations attributes accordingly:

Station Name

Elevation

‘Sample

Easting [m]

‘562

Northing [m] Area [kmq]

‘213532

Longitude [Deg]

‘432543 ‘0.0

Latitude [Deg]

‘111.34

‘30.?6|

€)Cancel

L

Name: AsaCHARACTER
Elevation, Northing, Easting: As an INTEGER in me-
ters
Area: AsaFLOAT in km?
Longitude and Latitude: AsaFLOAT in degrees

@ Click [Add...] to include the new station into the sta-
tions attribute table.

@ Click [Cancel] to leave the Dialog without adding the
station to the stations attribute table.

b)

c)

Do take enough time to maintain the station attribute table. The name of the station should be unique and
allow you to have a clear idea on the location of the station.

Once the STATION-ID is known, all the raw data records are checked for quality. The absolute value of
each x; record must be smaller than the absolute value of the defined NoData value. If this condition is
not satisfied (Equation D1), DATAWIZARD sets the value to NoData for this record and switches to the
next record.
x;| <|NoDatd then
x;| >|NoDatg then Dataaremissing,

Dataareavailable

X;| =|NoDatd &

If the condition set by Equation D1 is fulfilled, the raw data records are ready for a second test. Prior to
the second test an internal unit adjustment is completed. If the processed raw data records are not avail-
able in the required physical unit, they are transformed into this unit according to the coefficients given
by the settings of the [Physical Limits] dialog (see above).
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Units conversion table as supported by DATAWIZARD. The default units are marked in yellow.

Variable Option Unit Adjustment Variable Option Unit Adjustment
factor factor
. 1 [ 1.0
Precipitation : [1/[ mm]m] 3'2 Efﬁg‘@ 2 [%] 0.01
10 : 3 [%o] 0.001
1 [°C] 1.0
. 2 [Y10°C] 0.1 Water vapour 1 [hPg] 1.0
Alrtemperature 5 K] 27315 Pressure 2 [Y10 hPa] 0.1
4 [°F] (x-32) 519
1 [min] 60
. 1 [msh 1.0 Sunshine 2 [h] 24"
Wind speed 2 [homsY 0.1 duration 3 [Ys0 h] 240"
4 [-] 1.0
P 1 [mm] 1.0
Global radition [[\J’chz]] oot Runoff 2 [l 10
' 3 [m®s™] 1.0

d) The main task of the data quality check is the test of plausibility against user defined minimal x™*and
maximal physical limits x””* (see the Table above).

ax
XS < x, < xS then Dataareaccepted (D2)
X, < XPws or  x,>x™ then WarningDiaog
Data Outside the Alowed Physical Limits If the conditions set by Equation D2 are not fulfilled, a

warning dialog is prompted. The current record x; and the
defined physical limits x™*and x"*are shown. You can

min

Warning for Station 1

Minimum Maximum Current Value

-30.0000000  |34.0000000 |34.5999985 decide here if you [ACCGpt] the current value. You can
: also modify the value before accepting it or discard the
Accept Set as NoData STOP ‘ value and [ﬁ as NOData] .

You can also [Stop] the data verification if you feel that
you have set the physical limitstoo restrictively.

For a more sophisticated data plausibility test, we suggest a detailed data pre-processing (homogenisa-
tion, cross correlations, plausibility tests ...) before assimilating the data with DATAWIZARD.

€) The results of the data verification are written in the default temporary directory. A file per station is
stored. The file name is defined by the STATION-ID, the file extension is defined by the variable that is
currently being assimilated (see later in this document). A log-file (assim.log) is written to control the
transfer of the verified data into the smple database.
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D.7.1 Structure of the database

The simple database created by DATAWIZARD works as depicted in the following scheme:

Raw Data Stations Attribute TableS¥/A4
A =
B4 VVariables Settings )" Style macro L/
Datawiz.ini \—l = sty -
Temporary Data
assim.log
Current Database ) » Actualized Database
Loandld] [var] '[ l Loandld] [var]
[l [varlbak
Database attribute Tables Actualized Database attribute Tables
pataa W

Database records consist of two files per year for each variable and time resolution: A datatable and attribute
table. The following table exemplifies how file names are built:

Variable Timeresolution Year Data Table Attribute Table

[var] [dt] [yyyyl [yyyylldt].[var] [var][yyyy][dt].att
Air Temperature 60 Minutes 2000 200060.tair tair200060.att
Precipitation 1 Day 1988  19881440.prec  precl9881440.att
Runoff 6 hours 1995 1995360.runo runol1995360.att

D.8 Step 5: Transfer of data into the database

Data Assimilation Wizard {Step 5) N i{

~lnfo Box————————— %
STEF & -Transfer

Click Start to filljupdate the
database. f data are
alredy available you will

hawe to choose if you wish l_—

to keep the current data or

update them with the new (1)

data.

Updating the Database

Frocessing temporary files =

Click then an Mew ifyau -

wantto assimlate another | Cleaning 19961440 e

fle it raw st |
Options | <<Back | [R{= q Exit el

Step 5 of DATAWIZARD: Data are transferred into the database.
©® The datatransfer can be initialised by clicking the [Start] button.

@ After successful assimilation you can either begin with a new assimilation job.....
® ..... or leave DATAWIZARD.
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D.8.1 Database attribute table

For each year [yyyy], time resolution [dt] and The accepted variables are

variable [var] assimilated by DATAWIZARD an labelled as follows [var]

atribute table is maintained. The name of the vaiable

attribute table is composed as follows: [var]
[var][yyyy][dt].att Precipitation

backup copies as prec

[varllyyyylld.attoak Temperature

tair
Wind Speed

wspd
Global Radiation

radg
Relative Humidity

rhum
Water Vapour Pressure

vapo
Sunshine Duration

sund
Runoff

runo
Freel

frel
Free2

fre2

[dt] accepts the following values
‘DT (MIN) ‘ 5 10 15 20 30 60 120 180 240 360 480 720 1440

Database attribute tables are formatted as follows:

Attribute Table 2000 Air tenperature I Header

00001 57516 ! 1% Station-1D
00002 57461 I 2" Station-1D
00003 57237 ! 3 Station-I1D
00004 57411 [

00005 57355 [

The database attribute tables basically contain a link between the Stations attribute table and the columns in
the Database data table. The example given above shows that, for the year 2000, there are 5 stations provid-
ing data. The first column after the DATE-ID in the Database data table will include data from station
'57516', the second from station '57461' ...and so on.

Thus, DATAWIZARD can, at every time step, check which station is providing data for a certain year and
hydrometeorological variable. This also allows for updating the data of a certain station without having to
reload previously processed data.
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D.8.2 Database data table

For each year [yyyy], time resolution [dt] and variable [var] assimilated by DATAWIZARD adatatable is
maintained. The name of each datatable is composed as follows:

[yyyyl[dt]. [var] backup copies as [yyyyl[dt]. [var]bak

Database data tables are formatted as follows:

YYYYMMDDhhmmbegiendd 57516 57461 57237 57411 57355
20000101240000000000 5.2000 7.2000 5.6000 4.4000 9.8000
20000102240000000000 6.3000 §.2000 2.5000 5.6000 7.6000
20000103240000000000 7.4000 §.4000 6.0000 6.3000 §.2000
20000104240000000000 8.2000 8.3000 7.00008 7.4000 9.2000
20000105240000000000 9.9000 5.8000 7.6000 8.3000 8.2000
20000106240000000000 10,2000 6.9000 T.7000 8.6000 7.8000
20000107240000000000 10.1008 4. 4000 5.9000 §.5000 4.7000
20000108240000000000 9.8000 3.3000 5.6000 8.4000 5.8000
20000109240000000000 9.0000 4.6000 6.3000 6.4000 7.4000
20000110240000000000 10.0000 5.0000 7.2000 8.6000 7.5000
20000111240000000000 11.70008 4.6000 5.1000 9.8000 6.6000
20000112240000000000 10.10008 4.7000 5.3000 7.4000 6.3000
20006011231 mintalalsl 160 ZFO0O0 E COQn 2 D000 Z D000 £ COO0

The header of the Database data tables contains the information on the STATIONS-ID. This alows a link
with the Database attribute tables and Stations attribute table. Every file contains afull year at the given time
resolution, even if only portions of the year are available. The first column isthe DATE-ID. The DATE-ID is
composed as follows:

[Y'Y'Y Y][MM][DD][hh][mm][begi][endd]

with
[YYYY] Year [MM] Month
[DD] Day [hh] Hour
[mm] Minutes [begi] Start Time (hhmm) — not implemented

[endd] End Time (hhmm) — not implemented

The DATE-ID is computed internally for each of the year time steps. The columns of the raw data file that
build the date are used to compute a second DATE-ID. A loop is made to compare the DATE-ID from the
raw data to the internal DATE-ID. If both DATE-IDs match, the data for this time step are loaded into the
database file. Thus, it is possible to assimilate only parts of the data. Gaps in the raw data are automatically
filtered when an internal DATE-ID does not match any DATE-ID from the raw datafile.

DATAWIZARD recognises if data from a station are al- =
ready loaded into the corresponding database data table. In

such cases a warning dialog is prompted at the beginning of The Station EO5I5500

each year. The user can then decide to:

is already available for this wear. Should | ...

©® Keep the actua records for that station and year, and
update only where NoData are stored.

©® Keep the actual records for al years and that station. @  Awayskesp | il
Update only where NoData are stored.

© Update the records for that year and that station. Keep
only where raw data show NoData.

o‘ Keep Actual Data I Update

© Update the records for all years and that station. Keep
only where NoData are stored.
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E  WINMET: Spatial interpolation of
hydrometeorological variables

E.1 Introduction

WINMET has been developed to easily interpolate meteorological information required by PREVAH. Cur-
rently, WINMET integrates two versionsin one. The first version (Swiss version) is specifically designed for
applications based on the hydrometeorological data provided by MeteoSwiss. The second version (interna-
tional version) is designed to interact with DATAWIZARD, another tool of the PREVAH modelling system
(see preceding Chapter). This documentation will focus on the second, international version.

E.2 Start-up and welcome

After launching WINMET, a dialog is prompted for choosing the MiSiusRERELar x|
Swiss or international version. When using the command line, the | Go o the Swist Version |
version choice for WINMET may be skipped using the following ot the ematonalVerson |
arguments:

winmet /s for the Swiss version

winmet /i for the international version

E.2.1 Basic features of WINMET international
- Extracts meteorological information from a simple database created by DATAWIZARD.
Different methods for a user friendly selection of hydrometeorological stations.

- Creates elevation dependent regressions of the analysed variables.

Implements different approaches for the spatial interpolation of hydrometeorological information.

Checks whether the interpolated values are reasonable.

Creates tables of hydrometeorological information required to operate PREVAH.

E.2.2 Plug-ins

The regr.exe and regrasci.exe programs have to be copied in the directory where the ssimple database of hy-
drometeorological information created by DATAWIZARD is stored. regr.exe determines elevation depend-
ent gradients for input data of any time step. The regression is completed for two separate altitudinal ranges
which can be specified by the user. The profile may consist of up to three sections (see Chapter 3.4.2 in Part
Il of the PREVAH documentation). regrasci.exe converts a binary regression as generated by regr.exe into an
ASClI-regression file. Thismay be desired for file transfer between different systems (e.g. DOS/WINDOWS
or UNIX) or for looking into the file for data checking. The specifications of both formats are described later
in this documentation.

The station attribute table [*.Ist] created and maintained by DATAWIZARD hasto be available.
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E.2.3 Main dialog of WINMET international
=10l x|

— Master contral- DD — MM — ¥y ———

Period Start I_'I : [_1 I 1330 _l
End |31 [12 [ 197 _|

Timestep [mit] I 1440 o

Station Database —9—

|E: Yhpdroethhwintaols\datawizardbeta kst _I

¥ Window>| Select |ni@| Attributesl

WINMET

™ Test far Precipitation TestHangel 3 3:
— Default paths-—e

Database  |Crhydimethiching'db _I Bl |
Output IC:\h}'dloeth\china\exp\ | Update |

— PREYAH project filez —0 DEM Catchment —Met zones ——
IC:\prevahff\daning\careful\dan450 _J Idhm _l IEZG _| Imez _J
Program state  Ihactive e e
***** WELCOME Wed Zugy 25 10:16:04 **=*+* :J -
Interpolation options loaded .. Options

e About

-

;! Save settings
G Guit
LI GE!

International version: Main dialog of WINMET

The main dialog of the WINMET international version is divided into sectors:

@ In the [Master control] sector, you have to specify the time range of the interpolation job. The start and
end dates both have to be given as day (DD), month (MM) and year (YYYY). You aso have to indicate the
time step of the data you intend to process with WINMET.

® The [Station Database] sector is where you can access Station selection tools and the station attribute
table. In this block, you may also activate an acceptability test for precipitation data.

® The [Default Paths] sector allows the setting of links to the directory where the database maintained by
DATAWIZARD is stored and where WINMET outputs have to be transferred. In the output directories, four
sub-directories will be created:

- Database_Path/Stations/: Data extracted from the database.

- Database_Path/Input/: Results of elevation dependent analysis.
- Database_Path/Tables/: Tabular interpolation results.

- Database_Path/Grids/: Gridded interpolation results.

If such directories contain data from previous interpolation jobs, WINMET will ask if you desire to delete
their content before running the current interpolation job.

© The[PREVAH Project Files] sector links WINMET with spatia data of the investigated catchment. The
file extensions for the digital elevation model [DEM], watershed limits [Catchment] and meteorological
zones [Met zones] have to be indicated. The DEM grid is required for elevation dependent interpolation ap-
proaches. The watershed limits grid is required to define the domain of interest for the spatial interpolation.
The grid of the meteorological zones is needed to generate separate output for different sub-units within the
domain of interest.

© The[Message] window displays information on the current processes: Station availability (®); files avail-
ability (®); and progress of the interpolation procedure.
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@ The[Commands] sector contains the main controls for WINMET. By clicking the appropriate button you
can:

- Extract station data from the database and save them as a formatted table in the Database Path/Stations/
directory.

Access the options dialog.

- Savethe current settings.

Start the interpolation job [GO!].
Leave WINMET.

E.2.4 Station database

The Station Database sector of WINMET's main dialog serves for setting a link between WINMET and the
Station attribute table generated by DATAWIZARD. The format specifications of this table are provided in
the documentation of DATAWIZARD.

® Link to the Station attribute table file of the current
database. Station Database o_

® By clicking the [Attributes] button you can access a | |=imodelingiwintoclsidatawizarciibeta st J
g;:tli%% .that allows you to update the attributes of each T Window> ? Seleu ‘ EI? = ‘ Aﬁributes?

® By clicking the [Window] button you can access a | | TestforPrecipitation _ TestRange 3 =
dialog that allows you to select the domain where ©
available stations are sought. The [Select] button prompts a window with a list of all available stations.
Y ou can then mark or unmark stations and save the final configuration of stations.

The current selection of stations can be saved to [ = ] and loaded [‘ ] from afile.

The acceptability of precipitation records can be tested. Click the check box to activate the test during the
extraction of data from the database. The test range may vary between 1 (very rigorous test) and 5 (very
weak test).

eo

E.2.5 Edit the attributes of a station

=l This dialog can be accessed through the Station database sector of
. WINMET's main dialog by clicking the [Attributes] button.
Station Name Eevaion[; | @ Select the ID of a station to load its attributes. Change the attrib-
[tatt [ 508 utes accordingly: Name: As a CHARACTER,; Elevation, Northing,
Eating [v]  Mothing [r]  Area Easting: As an INTEGER in meters; Area: As a FLOAT in km?;
N EEE é 0.00 Longitude and Latitude: AsaFLOAT in degrees

Longtude [Deg] Latiude [Deg] @t | | ® Click [Save Edits] to store the changes
| 0.0000 | 0.0000 e
| © Click [Done] to leave the didlog

E.2.6  Selection of stations

' - By clicking the [Window] button, the [Set Window] dialog is prompted.
wminf] [ 575000 | smewfm] [ 625000 Two methods for selecting the station to be extracted from the database
grinf] [ 17500 ymagfm] [ 225000 and used for spatial interpolation are available.

[~ Search within project catchment boundaries

¥ Addfinge[m] 6 [ o000

get fram gridfilel Cancel I qul_l,l I

by
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When selecting the appropriate station for interpolation, you can define the co-ordinates of a window (@
Xmin, xmax, ymin, ymax) where stations have to be located. A so-called fringe area @ can be defined to ex-
tend the search area. To reduce the search area to the area of the investigated basin, activate the checkbox
[Search within project catchment boundaries).

To simplify the selection of the window, set the co-ordinates of the window of interest 3
equal to the domain of a catchment. Thus click the [get from gridfile] button (&) and
select a grid of the domain you are interested in. In this case, the xmin, xmax, ymin, «» Domain [¢*
ymax settings (@) are set automatically, according to the co-ordinates of the loaded grid.

Further, you can add a fringe to expand the area of the domain of interest. Stations !
located in the defined window (£ fringe) will then be selected, after clicking [Apply] (@). +> Fringe
Setflags N x| A second dialog will be prompted to confirm the selection.
gratl o001 Station type
i o foe [ Cimete Stations can aso be selected through the [Set Flags] dialog.
Stats o004 Flag fle This is prompted automatically after the [Set Window] dialog
P S [ imasdb and can also be accessed by clicking the [Select] button in the
T Y e Station Database sector of the main WINMET.
Stats 0009 I 25
i v o s clncted All stations included in the Station attribute table are listed in
Eaiivenie an12 o aselection field (@). You can select the stations of interest by
SRinyigeat o014 clicking on their name. For multiple selection press "SHIFT"
i e e @icicctrore | or "CTRL" while you are clicking. To cancel all selections,
SR S O rest | click [Select none] (@). To discard the changes click [Reset]
i o019 (®). Once you have made the right selection, click [SAVE] to
ok aie store a station flag file (@).
runcfff anzz
runcff3 anz3
runcff4 ooz4
runcffl aozs
Cancel |

The Station flag file is needed for the extraction of data from the available database. It is a reduced copy of
the station attribute table and is formatted as follows:

FlagNo. W Name H Easting Northing

2.0  Statl 506 22659 584843
2.0  Stat? 1892  -138483 -36689
2.0  Stat3 133 720284 579827
2.0  Stat9 23 901990 579941
2.0  Stat4 259 254925 456134
2.0  Stats 674 408446 729820
2.0  Stats 303 22245 590031

1
0
1
1
0
1
1

o s L WP S P U

The Flag indicates whether a station was selected or not. "No." is an internal incremental number assigned by
WINMET to each station in the Station attribute table. Name is the name of the station. H is the elevation of
the station. Easting and Northing are the X,y co-ordinates, respectively, of the station in the co-ordinate sys-
tem defined by the digital elevation model of the investigated area. This information is assimilated from the
Station attribute table provided by DATAWIZARD. Previous to using both WINMET and DATAWIZARD,
the user has to transform the co-ordinates of the stations intended for modelling into the same co-ordinate
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system of the spatial data available for the investigated area — co-ordinates must be in meters, and using
UTM co-ordinates is recommended.

E.3

WINMET options

Options dialog of WINMET

=loixll  The Options dialog of WINMET is also divided into
— Interpolation variables—o— — FRegression variables—e— %Ctors:
Ij 1 IPrecipitation +| | Ij 1 Iplecipitation +| |
_ @ In the Interpolation variables sector, you may for
Method 10w A [~ Doregression h Variable
eac :
IM: Table |Drec$$$$.tab Iinfile: 1 |Drec
IN: Regressiars [prec$$35.out Infile 2 [ - Define the method used for interpolating each vari-
ouT IDTEC Irfile for precip. I abl e
Nodata 933 Outfil [prec - Assign aname to the input and output files
Urit adjustment I"-DDD Errorif above |39 - Indicate the NoData value which indicates m|$ng
Physical imitz ~ |0.0 5702 Lower lirnit 500 i
| | data to be skipped
Decimals [2 Upper fmt ~ [1000 - Edit a factor for transforming the interpolation re-
Dutput [ DT IDWARIG Dypnamic range |00 SU|'[S in'[O the phyS| C.al Unit rmui I’Qd by the mOdeI )
FE)E\GHKHWES] Spread atleast [100 - Set the physical limits for accepting the interpolation
[ PREVAH #of stations |99 results. If such limits are exceeded, the value of the
I PIFE Usage of stations limit is assumed as an interpolated value
Grdautput Heuly 0T 1T 1111111 - Activate or deactivate optional gridded and tabular
Diaily Mone =
fHore I8} Save | output
Monily[Nare =] Further details on the Interpolation variables sector
veoty [Sun ] | [ Benelcanic follow in the next section
Save | Grid Stack Output INone Yl )
Theshold for sccepling. [3m @ The Regression variables sector sets the options
— Kriging control e . ' | . .
_— ||| T crosesscl egesns controlling ‘regr.exe’, the plug-in that determines the
I Edit scripts prior o evecution coefficients of the elevation dependent regression.
1D contral K.eep soripts and input L. .
N m [ ™ sfer sxecuton © The Kriging and IDW sectors allow the modifica-
Leps Fte [K per100m] | 085 tion of basic options of the two interpolation ap-
I ‘wite IDW weight-grids to disk oo | x| proaches. The maximum distance for IDW interpola
tion can be modified. The constant temperature trend

for the "Lapse Rate" interpolation method can be
modified. By checking a box you can obtain grids of
the IDW-weights for each station. Such grids are saved
in the Database Path/Grids/ directory with the exten-
sion [*.wid]. The Kriging settings can be modified
within a separated dialog, which is opened by clicking
the [Access] button.

O The Genera controls sector provides access to mis-
cellaneous features of WINMET.
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WINMET

E.3.1 Defining the interpolation variables

Sdlect the variable

— Interpolation variables————————

I:! 1 |Plecipitati0n J_l‘

Select the method
Methad [Detended DWW~

Detrended D
IN: Tables Regression
1Dy

IN: Regressions Kriging

Dietrended Kriging
o Skip

Assign the names for in-
put/output

IN:Table  [prect$$ftsb

IM: Flegressions W

ouT [Frec

Nodata 938

Urit adjustment |'| .0oa

Physical limits ~ |0.0 570.2

Decimals Iz

Output I~ DT IDWARIG
I~ REG
I IDW/KRIG [RES)
¥ PREWAH
I~ FIFE

The Interpolation Variables sector allows editing of the interpolation option of
up to six hydrometeorological variables. You can edit the name of the variable

(e.g. change from water vapour pressure to relative humidity). Use T
change from one variable to the next or previous.

Each variable can be interpolated using a user defined approach:

The following methods are implemented in WINMET:

- Detrended IDW (DTIDW)

- Simple Elevation Dependent Regression (EDR)

- Simple Inverse Distance Weighting (IDW)

- 2D Kriging (KRI)

- Detrended Kriging (DTKRI)

- IDW Lapse Rate

- Kriging Lapse Rate

Select 'Skip', if you do not want to interpolate a particular variable. Recommen-

dations follow at the end of this chapter.

The root name of the input file needs to be specified.

- Tables: The year format has to be declared either as $$ (if two digits) or as
$SBS$ (if four digits).

- Regressions: Asfor Tables.

- OUT: The basic name for the output files regarding a specific variable has to
be sat.

The default names for Tables and Regressions files are optimised for using

WINMET together with DATAWIZARD. Only advanced users should change

these settings. The OUT name may be chosen freely, although the default names

are strongly recommended for first time users.

Data in the input tables may be erroneous or missing. DATAWIZARD substi-
tutes such data with a NoData value. WINMET skips these data if the NoData
value is declared correctly. A value can be provided to transform the interpo-
lated value into another physical unit. After the unit adjustment, the interpolated
data shall not under-run or exceed given physical limits (left is minimum, right
is maximum). If such limits are exceeded, then the value of the limit is assumed
as the interpolated value. Further, the precision (in digits of 0-5) of the tabular
output may be specified. Recommendations follow at the end of this chapter.

WINMET is designed to generate gridded and tabular results of the spatial inter-
polation of hydrometeorological variables. File formats are specified in the Ap-
pendix.

The following outputs can be optionally saved at each time step:

- DT IDW/KRIG: GRID interpolated by DTIDW/DTKRI Name
[Out]MMDDHH.d$$$$. A grid iswritten for each time step.

- REG: GRID interpolated by EDR / Name [Out]M MDDHH.r$$$$

- IDW/KRIG(RES): GRID interpolated by IDW/KRI (the residuals in case of
method DTIDW/DTKRI) / Name [Out]MMDDHH.i $$$$

- PREVAH: Meteorological table for PREVAH, a value per time step and me-
teorological zone, formatted as an ASCII file/ Name [Out][GRID].s$$$$

- PIPE: Not yet implemented.
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Yearly !Sum 'l
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The user can decide whether additional grids are saved in the Data
base Path/Grids/ directory. Grids can be written at the end of each day [DD],
month [MM] and year [YYYY]. You can chose to save either the sum [Sum] or
the average [Avq] of the data. The following rules apply for naming the grids.

DAILY GRID: Database_Path/Grids/ [OUT]YYYYMM.[S/A]DD
MONTHLY GRID: Database Path/Grids/ [OUT]YYYY.[STA]MM

YEARLY GRID: Database Path/Grids/ [OUT]YYYY.[SA]yy

[OUT] is the general character string for the outputs of a certain hydrometeoro-
logical variable.

After each changein the Interpolation Variables block, the save button is activated.
Click to save your edits. If you forget to save awarning will be prompted.

E.3.2 Defining the elevation dependent regression

Select the variable

Regression variables

E‘ 1 |precip\tation JJ

[v Do regression

Assign the names for in-
put/output

Infile 1 ’Wi

Infile 2 li

Infile far precip ’7

Outfile ssd_

Errorif above 938
Lawer limit 00

Upper limit 1000

Dynamic range

Spread atleast 100

The Regression Variables sector allows the editing of the interpolation option of

up to seven hydrometeorological variables. Click H 7o change from one vari-
able to the next or previous. For disabling the estimation of regression for a cer-
tain variable you have to deactivate the corresponding checkbox [Do regression].

The basic name of the input files where station data are stored is required. The
default names are optimised for using WINMET international together with
DATAWIZARD. Only advanced users should change these settings.

The elevation dependent regressions of meteorological variables are controlled

by changing some basic settings:

- Error if above: This value is used to skip NoData from the tables created by
DATAWIZARD. To skip data an algorithm is used.

- Lower limit is required to define the elevation in meters above sea level where
afirst inversion hasto be identified.

- Upper limit is required to define the elevation in meters above sea level, where
a second (higher) inversion has to be identified.

- Dynamic range is atolerance interval in meters, above or below one of the two
given elevations, where the inversion has to be searched.

- Spread range is the minimum elevation difference between two inversions, in
meters.

Again, the default values are optimised for ussing WINMET international together

with DATAWIZARD. Only advanced users should change these settings.

After each change in the Interpolation Variables block, the save button is acti-
vated — click to save your edits.
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E.3.3 Managing general controls

Genaral controls

Grid Stack Output Mane -
Threshold for accepting Ii
regression [-1 .. 1] 0.300

[ Create ASCl regressions

[ Edit scripts prior to execution

2 Keep scripts and input %
aftar execution

Grid Stacks: Stacks may be activated either as ASCII or binary elements. Stacked output writes a file per
time step where gridded data of all variables are saved. Contact the developers if you think you need this
feature. Set tolerance for accepting regressions of precipitation

A threshold can be assigned to avoid accepting regressions of precipitation that are not well correlated with
the observations and would cause artefacts. A correlation value between [-1 to 1] has to be declared. If you
declare "-1", then all regressions are accepted. A noncommittal threshold of "0.3" is recommended for ac-
cepting regressions of precipitation.

Creation of ASCII Regression Files: Regression files are stored either in binary or ASCII format. To gener-
ate the ASCII format, activate the corresponding check box [Create ASCII regressions].

Viewing the Interpolation Script: To make changes by hand to the interpolation scripts (not recommended),
activate the corresponding check box [Edit scripts prior to execution]

Management of scripts: By activating (default) the corresponding checkbox [Keep scripts and input after
execution], the content of the Output_Path/Input/ directory is kept.

E.3.4 Managing Kriging options

Ordinary Kriging Simple Kriging

Data Sample  Min | 007 hdan | 013
Search Radius [m] ,M

Type of variogram |Spherical model =]
Multiplicative Factar ’W

Mugget 2.000

Angle 10.000

a Parameter [m]
a Parameter [m]

Cancel [}s Apply

Win | 50000.000

Mex | 50000000

Four variogram models are available (View section):

Type of variogram |Spherical model ~r
Multiplicative Factor xponential modeal

Gaussian model
MNugget Combined model

- The Spherical model is perhaps the most commonly used variogram model. It has a linear behaviour at
small separation distances near the origin but flattens at larger distances. If the nugget variance is impor-
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tant but not too large, and there is a clear range and sill, the spherical model usually fits observed vario-
grams well.

- The Exponential model is another commonly used transition model. This model reaches its sill asymptoti-
cally, but it is linear at very short distances from the origin as in the spherical model. However, it rises
more steeply and then flattens more gradually. It is usually a good option if there is a clear nugget and sill,
but only a gradual approach to the range.

- The Gaussian model is a transition model often used to model extremely continuous phenomena. Like the
exponential model, it is reaching the sill asymptotically. The Gaussian model is indicative of very continu-
ous phenomena, so this estimation procedure makes much more use of the closest samples.

- The Combination model is the fourth model. It is aweighted combination of the spherical, exponential and
Gaussian model. Weights for the three models are al equalised in WINMET. Near the origin, the combi-
nation model is almost equal to the spherical model, but it flattens earlier than this model.

Increasing the nugget effect makes the distribution of weights more equal, which in turn causes the estimated
value to be somewhat higher and the estimation procedure to become more like a smple averaging of the
available data. A pure nugget effect model entails a complete lack of spatial correlation. The graph of a pure
nugget effect model would be a horizontal line.

Changing the range has a relatively minor effect on the Kriging weights and estimates. If the range is be-
coming very small, all sample points appear to be equally far away from the point being estimated and from
each other. This gives aresult similar to that of the pure nugget effect. If the range is set very large, all sam-
ple points are included for the interpolation of al grid cells, but they are weighted in succession to their lag
distance and chosen variogram model. For irregularly gridded data, the search neighbourhood should be
dightly larger than the average spacing between the sample data. As afinal condition, at least four samples
should be within the range, but in practice, one typically triesto have at least 12 samples.

Ordinary Kriging is often associated with the acronym BLUE for "best linear unbiased estimator": The esti-
mates of Ordinary Kriging are weighted linear combinations of the available data, thus it is "linear"; it is
"unbiased" since it tries to have the mean residual or error equal to 0; and it is the "best" because it aims to
minimise the variance of errors, which distinguishes Ordinary Kriging from most other interpolation meth-
ods.

Simple Kriging is based on three assumptions:

- Observations are a partial realisation of arandom function
- Therealisation is second order stationary

- The mean is known.

These are the same conditions as for Ordinary Kriging, except that the third condition is more restrictive. In
Ordinary Kriging, the mean only hasto be stationary.

E.4 Recommendations

Variable Name ASCII Binary Recommended
Tables  regression Unit
Precipitation precYYYY * txt *.out [mm day™]
Air temperature tempYYYY * txt *.out [°C]
Global radiation globYYYY * txt * out [W m?|
Wind speed windYYYY * txt * out [msY
Sunshine duration ssd_YYYY * txt *.out [-]
Water vapour pressure vapoYYYY * txt *.out [hPa]
Relative humidity hum_YYYY * ixt *.out [-]
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Variable DTIDW EDR IDW KRI DKRI LIDW LKRI

Precipitation

Air temperature
Global radiation

Wind speed

Sunshine duration
Water vapour pressure
Relative humidity

Recommended

Avoid if possible
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F  WINPREVAH: Running and controlling the
PREVAH model core

F.1 Introduction

The spatialy distributed hydrologicad modd PREVAH (Precipitation-Runoff-EV Apotranspiration-
Hydrotope model) was originally developed by Joachim Gurtz of the Institute for Atmospheric and Climate
Sciences, ETH Zdrich, for the simulation of influences of climate change on hydrological processes in
mountainous catchments (Gurtz et al., 1997). Since then, PREV AH has developed into a complete system for
the spatially distributed simulation of the hydrological cycle at different spatial scales and with different
kinds of meteorological input (Zappa, 2002). WINPREV AH was subsequently developed as a plug-in to the
PREVAH modelling system in order to facilitate application (Viviroli, 2007).

GRID Data in
ARC/INFO ASCII

___ Raw Hydrometeo-
rological Data

GRID calculations

Documentation

A 4
0
i
6
he
-l LAUNCHER WINHRU
Toolbar Pre-processes spatial information
WINPREVAH DATAWIZARD
Model core Assimilates hydrometeorological data
VIEWOPTIM WINMET
Visualises the results of calibration runs Interpolates meteorological information
WINGRID FAOSail
GRID visualiser and editor Generates soil grids from FAQO classes
GRIDMATH HYDROGRAPH

Visualises model tables as line graphs
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Interpolated meteorology t Spatial information

precipitation, air temperature, Elevation, Aspect, | PREVAH
global radiation, water vapour Landuse, Slope, Soil HRU-Table
pressure,sunshine duration Properties, ...

Sevruk (1986) [ Precipitation correction ]
Schulla (1997) [ Site adjustment of radiation ]
and temperature
Monteith (1975) [ Evapotranspiration ] I
Wendling (1975)
1 hour
Zappaet a. (2003) [ Snowmelt / Icemelt ] or
1 day
Int ti
Menzel (1997) [ nterception ]
[ Soil moisture ] -
Gurtz et al. (2003)
[ Runoff generation ]

Calibration and Validation

A4

The flow chart of the PREVAH modules including the assimilation of physiographic and meteorological
information and the gridded or table-oriented model outputs

F.2 Installation and start-up

Several preprocessing steps are needed prior to the start of PREVAH / WINPREVAH:
Creation of aproject directory
Assimilation and full analysis of the spatial data with WINHRU
Assimilation and interpolation of meteorological information with WINMET
Generation of tables with observed runoff datafor the investigated catchment
Setting the WINPREV AH options
Editing the PREV AH control file either with atext editor and/or WINPREVAH

F.3 The main dialog

Offnen .r._ . . . . .
= ———— e EE After launching winprevah.exe, a file open dialog is
g ' automatically prompted. Choose a PREVAH control

LD file (@) and click [Open] (®). After this, the main
‘“‘“"L:‘j“’ dialog of WINPREVAH is prompted.

Deskiop
a7
Eigens Dalsien
et
L
Arbatsplals

o
Natzwerkumgebu o

ng Dateinama

hd| E Offnen
&

Datestyp PREVAH control fles (*.INP,* PIN) - Abbrochen
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rundanwux.inp Catchment info %

Conrol file

\p

Daning

ould1

C!

Run directory
Name and ID

Outpad file name
19902 | 19927

Simulation period Date Options

Time step [h] 1 < Do efficiency

Latitude [ 31.00

Type of run Single Full Run

Open

Climate Scenario

Input controls
Parameters
Storages
Output conlrols

Efficiency

[WELCOME]
wreek WINPREVAH STARTED Thu Mar 11 16:50: 17 *
loaded file = C:\p hifdaningiwatersh inp
[identification] Ok

[Tuneable Parameters]
[Catchment settings]
[Storage content]
[Date and save]
[Optional modules]
[Metearalogical inpul]

OK
OK
QK
OK
QK
OK

15

1t

EDITOR

Cancel

| aut

Time step [h] 1

Cellsize [km**2] 0.20

Hydrotopes a7

A. Catchment area [kn*2] 2001.00

B. Catchment area [km*™2] 2084.74

Avg. HRU size [km**2] 227

Meteorological zones 101

3| Z

Zones range

Altitude range [ma.sl] 243| 2699

Mean elevation [mas1] 1436

oK |

Options file

=

‘C:\prevahff\daning\watershed\WINPREVAH.INI

Update ‘

Delete ‘

Text Editor

‘C:\WINDOWS\SYSTEM32\WRITE.EXE

Optimisation viewer

‘C:\prevahﬂ\bin\viewoptim4.exe

Hydrograph viewer

iC:\prevahﬂ\bin\hydrograph exe

Grid viewer

iC:\prevahﬂ\bin\WINGRID.exe

Run window settings
PosionX | 40 Y

Cancel

2
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Basic operations in the main dialog of WINPREVAH
are:

©@ Management of the Control File [Open], [Save],
[Save As..], [Reload)].

@ Prompt the visualisation of basic [Catchment infq].
© Prompt the [Options] settings.

@ Visualise and edit the control file with a text
[EDITOR].

© Follow the editing process in the LOG-Box. The
content of the LOG-Box is aso written in a log-file,
which is automatically created in the same directory
where the active PREVAH control fileis stored.

O Select the type of model run (see Section C).
@ Launch thesimulation [GO!].

The [Catchment info] dialog displays basic characteristics of the catchment,
derived from a control file of the spatial information created by WINHRU.

[Cellsize] is the area of each grid point in the basic grids used to run
WINHRU and WINPREVAH. [Hydrotopes] is the number of HRUs as
found in the control file for spatia information. The [A. Catchment ared] is
the true area of the investigated catchment in km?. The [B. Catchment area]
is the area of the catchment as derived by topographical analysis of the digi-
tal elevation model. The [Avg HRU siz€] is the average area in km? of each
HRU, being equal to the catchment area divided by the number of hydro-
topes. Additional information on average altitude and altitude ranges is also

displayed.

The [Options] dialog allows the linking of WINPREVAH

with other tools of the PREVAH modelling system:

© [LOAD] and [UPDATE] the optionsfile.

8 Link PREVAH to atext editor. This allows the load-
ing of the control file into a text editor (eg.
WRITE.EXE) and manual modification (click the
[EDITOR] button in the main dialog of WINPREV AH).
® Link to the VIEWOPTIM tool which visualises the
results of calibration runs.

O Link to the HYDROGRAPH tool which visualises
model tables as line graphs.

© Link to the WINGRID tool which visualises gridded
data stored in the binary format of the PREVAH model-
ling system.

O Sdect the starting position of the [RUNNING
PREVAH] window; this window is displayed subse-
quently to launching the simulation with the [GO!] button
in the main dialog of WINPREVAH

Options are stored automatically after every change (see
Section F.6).
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The [RUNNING PREVAH] window is prompted to
manage the model run as soon as the [GO!] button is

brogress 26021990 compleed @ . @|  clicked inthe main dialog of WINPREVAH.

Here you may:
[Single model run] y &y
| cri P | | & ?@ EXIT | @ [START] the simulation.
[running PREVAH .. @ View the progress of the simulation (updated at the
Ready! PREVAH is computing following catchment: end of each month).
Daning Ei 33 33

Before or at the end of the simulation you may:

® Launch HYDROGRAPH, VIEWOPTIM and/or
WINGRID.

During the smulation you may:

O [KILL] the current job. After clicking this button,
the simulation may be stopped at the end of the next
month.

© Follow the progress of the model run through the
LOG-BOX.

After the ssimulation you can:

©® Go [BACK] to the main dialog or leave
Progress 30.09.1931 completed KILL WINPREVAH.

Be prepared, it could be a long model run!

RUNNING PREVAH

F.3.1  Selection of the type of model run
PREVAH supports several types of model runs:

PREVAH X . ;i . .
a Typically, PREVAH is run in [Single Full Run]
Cantal e og0.mp Camentio configuration. This type runs a simulation for the se-
e };\p:‘m L = _putconvsls | | lected catchment between the given start and end
MName and ID ietholzbac inzu Parameters dat
€s.
Outputfile name  |outd4 . . .
st oemcmen | = | b. The type [Single Routing Run] allows the routing
. o & i Oupucontos | of model results from two sub-catchments without the
Ime ste v Do efficien .
o [[i - ¥ sficeny need of making a full model run (recommended only
atitude i [~ Climate Scenario .
for experienced PREVAH users).
R SraePutn B c. Selecting [Multiple Full Runs], you may prompt a
Opsn | _[Single Routng Fun | | optons | dialog (click [Multipl€]) for selecting several control
{E;g;'ﬂ;u‘f“ﬂ O%L??Q%’;ﬁ'ﬁ?a&“ﬂ“m 2 apon files and run them automati cally consecutively (rec-
I[NIQ;JSEKEIQTMP natfound. Sefiing timestep ta 1Th EDITOR Ommendaj Only for experlencaj PREVAH U%rs)
osdigiom R d. Another important option is to start an automatic
Loading [TOOLS] setings Cancel " ) . X i
Lo e R £ SeTTEE calibration of PREVAH. Select [Full Calibration Run]
T R RBIERAEEE (2 e to configure the model for automatic calibration. The
Lo bl o ~ & calibration options can be set by accessing the Cali-

bration dialog (use the corresponding button in the
main dialog of WINPREVAH). For further informa-

Eingle Full Run tion on calibration, see Section F.5 in this part of the
_ : documentation and Chapter 8 in Part Il of the docu-
single Routing Run mentation.
Multiple Full Funs e. The type [Routing Calibration Run] allows the cali-
;ﬂjgﬁé‘%&ﬁ'g?ﬂ?&‘: - bration of the routing options (recommended only for
experienced PREVAH users).
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Multiple Runs @

Select control file o
|C:\prevahll\daning\walershed\rundanwux.inp J
C:\prevahffidaningiwatershedirundanwux.inp ADD J
MOVE UP ||
©  ovenow |
REMOVE ||
L0 Counter | 01
|C:\prevahll\daning\walershed\scripl
F SAVE ‘ LOAD | PATH | OK q Cancel ‘

F.4

Part I11, Chapter F

The [Multiple Full Runs] dialog:

© Sclect PREVAH control files from your file sys-
tem.

8 Select whether you want to [ADD] the selected
control file to the job-queue ().

@ If you select a job in the queue you may then ei-
ther [REMOVE] it from the queue, or set this job
earlier [MOVE UP] or later [MOVE DOWN] in the
queue. A counter displays how many jobs are cur-
rently in the queue.

@ Provide aname for thejob-list and...

© [SAVE]itinascriptfile. You may aso [LOAD] a
previously stored job-list and modify it or change the
[PATH] of the directory where job-list scripts are
stored.

© Leavethedialog.

The control file of PREVAH and WINPREVAH

Both the DOS and WINDOWS version of PREVAH are initialised with a control file which is ASCI|-text
formatted. The structure of thisfile consists of different modules:

[Identification]
[Catchment settings]
[Date and save]
[Meteorological input]
[Model output]
[Routing]

[Tuneable Parameters)
[Storage content]
[Optional modules]
[Climate scenario]
[Efficiency]

A default control file is generated during the preprocessing of spatial information with WINHRU. This de-
fault control file may be either edited in the dialog-based WINPREV AH or with any common text editor.

The following sections will explain the functions of the different settings modules, how they are edited with
WINPREVAH and which options should be considered if the file is edited with atext editor.

F.4.1 [ldentification] settings:
Syntax:
[Identification]
33 ! Watershed ID
Thur | Wat er shed Nane

47.000 ! Latitude
493.00 ! Oficial area [knf]

0. 25 I Cell size
[End Identification]
PREVAH
Conlral file rundanwux.inp
Run directory [C:\prevahf\daning\watershed\
Mame and ID Daning| I 533
Output file name w01
Simulation period 12000 18820 Date Options

Timesteph] | !

31.00 e

“Single Full Run ¥

¥ Do efficiency

Latitude ["] Climate Scenario

Type of run

Catchment info

] This settings module is automatically written
by WINHRU. Cell size in [km? is equal to
the square of the grid resolution in [km].

Input controls

Parameters

Storages

Watershed-ID (@), watershed name (@),
time step (in hours) and latitude (&) may be
edited with WINPREVAH.

QOutput controls

Efficiency

Edits are saved by clicking [Save].
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F.4.2 [Tuneable Parameters] settings:
Syntax:




WINPREVAH

Part I11, Chapter F

Link of the tuneable variables to Equations in Chapter 3 and 4 of Part 11 of the PREVAH documentation.
The last column declares whether a parameter may be edited by WINPREVAH (Y) or only manually (N)

Tuneable variable

CREDV

Precipitation correction [%0]

Snow correction [%0]

Threshold temperature snowfall [°C]

Transition temperature snow-rain [°C]

Threshold temperature snowmelt [°C]

Maximal temperature-index melting factor
Minimal temperature-index melting factor
Mélting factor by wind

Retention factor for melting snow

Exponent for retention of melting snow
Coefficient for re-freezing

Constant temperature melt factor for snow
Constant radiation melt factor for snow

Non linearity parameter for infiltration module
Threshold for reduction of ETP

Maximal percentage of runoff generated by surface runoff
Threshold coefficient for surface runoff

Storage coefficient for surface runoff [h]
Storage coefficient for interflow [h]

Storage coefficient for base flow [h]

Storage coefficient for quick base flow [h]
Maximal content of the quick base flow storages
Percolation rate [mm h]

Equilibrium line altitude of aglacier

Constant temperature melt factor for ice
Constant radiation melt factor for ice
Coefficient for runoff generation from ice storage in hours

Coefficient for runoff generation from snow storage in hours

Coefficient for runoff generation from firn storagein hours
Trandation time for ice melt [h]

Trandation time for snowmelt [h]

Trandation time for firn melt [h]

Critical precipitation intensity [mm h™]

Albedo ageing for temperatures above 0°C

Albedo ageing for temperatures below 0°C

Addition factor for albedo

Referencein
script

Equation 3.5-1
Equation 3.5-1
Equation 4.3-1
Equation 4.3-1
Equation 4.3-2
Equation 4.3-2
Equation 4.3-2
Equation 4.3-3

Equation 4.3-5
Equation 4.3-7
Equation 4.3-7
Equation 4.5-1
Equation 4.4-33
Equation 4.5-5
Equation 4.5-5
Equation 4.5-5
Equation 4.5-11
Equation 4.5-10
Equation 4.5-8
Equation 4.5-3
WINHRU
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Equation 4.3-8
Strasser et a., 2002
Strasser et al., 2002
Strasser et al., 2002
Strasser et a., 2002

Editable

K<< <XZZZZZZ<<<Z<<< < << << <L<Z<< << < << << <<<<<=<=<2Z
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Most of the tuneable parameters used by PREVAH may be edited with WINPREVAH. The dialog [Modules
and Tuneable Parameters] is displayed by clicking the [Parameters] button in the main dialog of
WINPREVAH:

Modules and Tuneable Parameters X

Precipitation - Carrection and Separation B ain/S now Snowmelt Module
Rain corection [%] -0.1 B |ESEIMD - Strasser et al. [2002) j
Snow correction [%] o 138 1 Treshald Temperature snowmelt [C] |
Treshald Temperature Rain-show [*C] 087 B M aimal degrees day factar [rmm/[d-K)] |
Trangition Temperature B ain-snow [*C] 010 o e Minimal degree day Factor [mmd- k] Al
Refreezing factor [mm./[d k]] e e —
IRt B rerimn (Nedhite Retention factar far melting snow L
E=ponent for oil moisture recharge [-] 440 —_— B ey ettt el l— S
Treshold maisture saturation for ETR e 0.35 [ e el sl oy i § % ,—
Treshold storage for surface runoff [mm] 174 e M elling factor by wind 2 ,—
Storage coefficient for surface runoff [h] 159 e Temperature melt factor for snow [mmd{d-K]] ,—
Storage coefficient far interflow [h] 101.9 e Fradiaition melt factor Far snow ,— g
Percolation [mmeh] e Critical precipitation intensity [mm/dt] 141 -
Storage coefficient for fast baseflows [h] 3BE7 e Albedo ageing > I°C 'T I-
M aximunn storage for fast baseflow [mm) 1222 B Lt Albedo ageing < I°C 0.0% .+
Storage coefficient for delayed baseflow [h] 2358, _— Addition factor for Albedo [ ’W e
Routing kModule lcemelt tModule
Dizcharge file | Temperature melt factor for ice [rm[d-K]] 250 I
R adiation melt factor for ice 0.00600 7]
Operation 1. Routing - | Unit mméh & j4s 0 m3s O |
Area [km2] Headers | 0 Additional Modules
Snow Evaporation module [0 i - PENMAN (recommended -
Translation time [h] oo [ e Use Colurmn | 2 . o " | 2 [ ] J
vapotranspiration module R T p =
e ] IT |Actual evapotranspiration - Penman-Monteith [recomlJ
L Count| 00 L
Langwave Parameterization |F'enman 1948 [requires sunshine duration) [recommaj
<< SAVE o
4 Shortwave Parametenization |Dbserved alobal radiation [recommended) ﬂ
»» DELETE Aerodinamic Term | Penman 1342 [recommendsd) j
Enable
Export | Cancel | Ok |

The tuneable parameters are subdivided into 4 "families’; the chapter indication refersto Part |1 of the
PREVAH documentation:

@ Precipitation module (Chapter 3.5)

@ Snowmelt module (Chapter 4.3.2)

® Runoff generation module (Chapter 4.3.3)

O Icemelt module (Chapter 3.5)

The value of each parameter may be edited by moving the corresponding dider ( ———+—— ) to the
left or right. The minimal and maximal limits of the slider correspond to the soft limits defined for a specific
variable. The edit field also accepts manual input of values larger than the soft limits, but within the defined
hard limits.

Some parameters of the snowmelt module are editable only if a specific method for the determination of
snowmelt is selected. For instance, if the method ESCIMO (Strasser et al., 2002) is selected, only the fol-
lowing parameters may be edited: Critical precipitation intensity, Albedo ageing for temperatures above 0°C,
Albedo ageing for temperatures below 0°C and the addition factor for Albedo. Recommended initial values
for each of the tuneable parameters are declared in the following table.
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Assigned Hard and Soft Limits for the tuneable parameters used in PREVAH. The default value is recom-
mended as initial the value for model calibration.

Tuneable Variable

CREDV

Precipitation correction

Snow correction

Threshold temperature snowfall

Transition temperature snow-rain

Threshold temperature snowmelt

Maximal temperature-index melting factor

Minimal temperature-index melting factor

Melting factor by wind 1

Meélting factor by wind 2

Retention factor for melting snow

Exponent for retention of melting snow

Coefficient for re-freezing

Constant temperature melt factor for snow

Constant radiation melt factor for snow

Non linearity parameter for infiltration module

Threshold for reduction ETP

Maximal percentage of runoff generated by surface runoff
Threshold coefficient for surface runoff

Storage coefficient in hours for surface runoff

Storage coefficient in hours for interflow

Storage coefficient in hours for base flow

Storage coefficient in hours for quick base flow

Maximal content of the quick base flow storages
Percolation rate in mm per hour

Equilibrium line atitude of aglacier

Constant temperature melt factor for ice

Constant radiation melt factor for ice

Coefficient for runoff generation fromice storage in hours
Coefficient for runoff generation from snow storage in hours
Coefficient for runoff generation from firn storage in hours
Tranglation time for icemelt

Translation time for snowmelt

Trandation time for firnmelt

Critical precipitation intensity [mm/h]

Albedo ageing for temperatures above 0°C

Albedo ageing for temperatures below 0°C

Addition factor for albedo

© o o
[N S I

15
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WINPREVAH

F.4.3 [Catchment settings] settings:

Syntax:
[ Cat chment settings]
c:\ prevahf f\ dani ng\ wat er shed\ t abdanwux. gkw ! Control file of the Spatial |nformation
000917 ! Nunber of hydrol ogical response units (HRUs)
Y | Differentiation into neteorol ogical zones [Y,N
000101 ! Nunmber of neteorol ogical zones
{# of HRUS per neteorol ogi cal zone}
0005 I 00001 HRUS pro neteorol ogical zone
0009 I 00002 HRUS pro neteorol ogical zone
0012 I 00003 HRUS pro neteorol ogi cal zone
0001 ! 00100 HRUS pro neteorol ogi cal zone
0001 I 00101 HRUS pro neteorol ogical zone

[End Catchnent settings]

Most of the content of this module is generated automatically by WINHRU; it defines how PREVAH as-
similates the spatial information for the catchment under investigation. The number of meteorological zones
is declared, and the number of HRUs in each of the meteorological zonesis also indicated. Only the full path
of the control file for spatial information (*.gkw, *.g##) has to be edited. This path may be loaded with
WINPREVAH. The diadog [Input Files] is displayed if the button [Input Controls] is clicked in the main

dialog of WINPREVAH.

Lontolfiles

Contral File Spatial Infarmatian |C:\pdemo\rhb\rhb_prj_gkw

tion (*.gkw, *.g##), click the corresponding
[...] button (green box) and select the correct

HRLI Identifier Grid |C:\pdem0\rhb\RHBPIDH
Meteofiles

Use ‘ariahle File Load

v Preciptation ’W o
W Air Temperature W _
¥  Global Radiafion foobrsa T
Vo WWater Vapour ’W _
¥ Wind Speed ’W -
W Sunshine Duration ’W .

Path |C:\pdem0\rh Ihinputy

B

iE

file from your system.
Uit s The control file for spatial information is

W =] stored in the output path of the current
[mirn] i1} -
WINHRU project by default.

Extension: *SYY
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F.4.4  [Storage content] settings:
Syntax:

[ St orage content]

{Snow wat er equi val ent per neteorol ogi cal zone}

00000 I 00001 Snow cover per neteorol ogical zone
00000 I 00002 Snow cover per neteorol ogical zone
00000 I 00100 Snow cover per neteorol ogical zone
00000 I 00101 Snow cover per neteorol ogical zone

{Soi| noisture and runoff generation storages}

1.00 ! Initial saturation of soil noisture, Default=1.0
1.0 I Initial storage in unsaturated zone

-10. 00 ! Initial storage in saturated zone

- 25000. 0 I Initial baseflow

[End Storage content]

Initial conditions may be very important for the model results, especially when applying the model to a short
time period, to arid or semiarid regions or regions with high snow accumulation during winter. Therefore,
PREVAH is able to read initial storage or reservoir content values. Because this information may also be
written at the end of a modd run, it may be used to initialise the following model runs. If no initialisation
files are available, the internal states are initialised using constant values taken from the control file. The
minimal information for sound model initialisation without information from previous model runs consists
of:

@ Soil moisture saturation as a percentage of the available field capacity.

@ Theinitial storage content of the unsaturated soil zone in millimetres.

© Theinitial base flow, as runoff in litre per second from the unsaturated zone.
O Snow water equivalent in each of the meteorological zonesin millimetres.

The dialog [Initial storage levelg] is displayed if the button [Storages] is clicked in the main dialog of
WINPREVAH. This dialog allows the editing of theinitial conditions at model initialisation.

0,0 and © and can be ediited directly.

Soil saturation as porlion of tha avialble field capacity [-] o 1.00
Storage for runoff from the unsaturated zone [mm)] 2 10 To edit the initial snow water equwal ent in each of the
Storage for runeff from the salurated zone [mm] = 9 10.00 meteorOI Ogl Cal Z0nes (0), You haVe to dout.)l e-CI ICk
- ' the value you want to edit. This small dialog is
Runoif from the saturated zone [Ifs] 25000, prompted
Water storage in the snow cover [mm] 0@ 00001 ~ I ——
o fp @ 00002 New Snow Storage [mm]

Meteorological zones 0 @ 00003

0@ 00004 0

0 @ 00005

0 @ 00006

0 @ 00007

0@ 00008 You may write the new value of the snow water
Cancel | 0@ 00009 equivalent for the selected meteorological zone and
store it by clicking [OK]. You may aso edit these
values by loading the control fileinto atext editor.
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F.4.5 [Date and save] settings:

Syntax:

[Date and save]

01 01 1990 ! Start date of simulation DD MM YYYY

N ! Load initial conditions fromprevious run (Y, N

c: \ prevahf f\dani ng\ run\ st at e\ ! Directory where state-files of previous runs are stored
31 12 1998 ! Date of simulation end DD MM YYYY

Y | Save npdel conditions for later run (Y, N)

N | Save nodel conditions at the end of each nonth (Y, N

Y | Save nodel conditions at the end of a defined day (Y,N
01 I How many ot her dates

31 12 1997 ! Declare the date: DD MM YYYY

[End Date and save]

The range of the simulation period and settings for saving or loading the state of the model at a specific time
may be controlled through this module. To change only the years of the simulation period, the main dialog of
WINPREVAH (@) is used:

Control file rundanwu.inp Catehment info From / To Dale S Ve Simulation State
Run directory C:\prevahifidaning} hed) Input controls Sel From Date o] o 1890 Sae e Losd
a : c:\prevahifidaningirunistalel
oene ard |0 AL = = EAmRa Set To Date st 12| e &) save ot specilic date
Oulput file name  0uto1 9 Slorages S B Save monty
Simulaiionpe!ioa 19602 | 18827 Date Options
Output controls (3 ) DELETE | o1
Timestep (] | 1 # Do efficiency Efficiency Mo Di Mi Do Fr Sa So 31121997

Latitude [7] |31.00 Climale Scenario 1 2 3 4 5 6 7

Type of run Single Full Run - 185 15; :2 ‘1.8’ 15-2) ;(:: ;“:
22 23 24 25 26 27 28
Open 9 Options @ %0 N oK Cancel
*[:EL\im'nﬂEVAH STARTED Thu Mar 11 16:50:17 #ee . About
loaded fle = C:\prevahifdaningiwatershediundanwux.inp Th d d of th i | ati iod b
ridiont o ERToR e start an en of the simulation perlo may be
[Tuwhe Pusimie). oK = changed by editing the two corresponding boxes (@).
ancel .

Siongstoieg X All other settings of the [Date and save] module may be
Epmalmoiid . 0K | our edited by clicking the [Date Options] button (8). The
[Precipitation] 3 Go! dialog [Date controls] is then prompted.

Here, the extent of the simulation period is defined, either by editing the boxes or using the Date Wizard ().
To change the start or end date, select the date in the Wizard and click [Set From Date] (@) / [Set To Date]
(@)

To activate the saving of model conditions, click [Save], to alow loading the state from a previous simula-
tion, click [Load] (®). The directory where the model state is stored/loaded is set by clicking [....] To save
the model state at a specific date, activate the corresponding checkbox (@), and to select or deselect dates,
use the wizard and click [ADD] / [DELETE] (@).

To save the model state at the end of each month, the corresponding check box has to be activated (@). Edits
are saved by pushing the button [Save] in the main dialog (©).
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F.4.6 [Optional modules] settings:
Syntax (parameters highlighted in yellow can only be edited manually):

[ Optional nodul es]

1 ! Met hod for snow evaporation

0 ! Do shadowi ng correction (0=No, 1= Yes). Pl ease use 0!!

0 ! Met hod for conputing snowrel t

2 ! Met hod for conputing evapotranspiration

5 ! Met hod for estimating incom ng short-wave radiation

1 ! Met hod for estimating the |ong-wave radi ati on budget

1 ! Met hod for estimating the aerodynami c term of Penman's equa-
tion

0 ! Acti vate Debuggi ng out put (0=No, 1= Yes).

[End Optional nodul es]

To change the [Optional modules] settings, the Modules and Tuneable Parameters dialog has to be accessed
by clicking the button [Parameters] in the main dialog of WINPREVAH.

Modules and Tuneable Parameters
Precipitation - Correction and 5 eparation Rain/S now o Snowmelt Module
Rain correction [%] B |ESEIMD - Strazzer et al. [2002] j
Snaw carrection [%] 138 T Treshold Termperature snowrmel [°C] F|
Treshold Temperature Rain-snow [*C] 087 o e —— Maximal degree day factor [mm/[dK]] J |
Transition Temperature R ain-show [°C) 010 o prm——— Iinimal degree day Factor [mm/(d-k]] il
Refreezing factor [mmd[d k)] l— e
IRl B o el R etention factar for melting snow l— e et
Expanent far soil maisture recharge [-] 4.40 I Bt ey e el melifm s ,— —_——
Treshold moisture saturation for ETR 0.35 [t Melting Factar by wind 1 T% l— —
Treshold storage for surface runoff [mm] 17.4 e Melting Factar by wind 2 l— [
Starage coefficient for surface unoff [h] 154 B e Tempeyure meh e (o srem [ ,— P T
Starage coefficient for interflow [h] 0.3 e e Fiadiaition melt factor for snow ,— g
Percolation [rmh] (3 Critical precipitation inkensity [mm/dt] 1.41 B I
Storage coefficient for fast baseflow [h] 3EE.7 e Albedo ageing > 0°C ’T I
Maximurn storage for fast bageflow [mm] 1222 f s Albedo ageing < 0°C 0% -
Storage coefficient for delayed baseflow [h] 2358, B L Addition facter far Albedo [ ,W -
Rauting Module lcemelt Module
Discharage file | Temperature melt factaor for ice [mmA[d-K]] 250 R —
F adiation melt factor for ice 000800 ]
Operation 1. Routing - | Urit mmsh & s 0 m3fs O |
Area [km2] Headers | 0 eﬂdditional Modules
Show Evaparation module (15 - PENMAN (recommended -
Translation time: [h] 0.0 e B [ Floollimnl| 2 . o " IDaiy [ ] =
wapotranzpiration rmodule iratian - N i
Storage time [h] ’T coart D0 8 |.&ctual evapotranspiration - Penman-t onteith [IECDij
Longwave Parametsization |F'enman 1948 [requires sunshine duration) [recommelj
<4 SAVE "
a Shortwave Parameterization |Dbserved global radiation [recommended) j
»» DELETE e Aeradinaric: Term |F'enman 1948 [recommended) j
Enable
4 Export | Cancel | QK |

Six drop-down boxes may be modified to select the processes simulation methods of PREV AH:

@ Method for computing snowmelt (see also Zappa et al., 2003 and Chapter 4.3.2 in Part |1 of the PREVAH
documentation):
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BEookr~wdpE

0.

Positive degree day index (PDDI) or Combination Method (COMB): PDDI is used if both the
melting factors by wind are set to a value below or equal 0.0; COMB is used if at least one of the
melting factors by wind are set to a value above 0.0.

PDDI or COMB, but EMA (Hock, 1998) on glaciated areas with constant melt factor;

PDDI or COMB, but EMA (Hock, 1998) on glaciated areas with varying melt factor;

EMA, with constant melt factor;

EMA, with varying melt factor (recommended);

PDDI or COMB, but EMA with constant melt factor, if no precipitation;

PDDI or COMB, but EMA with varying melt factor, if no precipitation;

ESCIMO (Strasser et al., 2002).

Sensitivity of the tuneable parameters and meteorological requirements for the different snowmelt modelling

approaches implemented in PREVAH.

Approach for snowmelt computation PDDI COMB EMA ESCIMO
Tuneable Variable Used in methods  0,1,2,5,6 0,1,2,5,6 1,2,3,45,6 10
Threshold temperature snowmelt

Maximum temperature-index melting factor
Minimum temperature-index melting factor
Melting factor by wind 1

Melting factor by wind 2

Retention factor for melting snow
Exponent for retention of melting snow
Coefficient for re-freezing

Constant temperature melt factor for snow
Constant radiation melt factor for snow
Critical precipitation intensity [mm/h]
Albedo ageing for temperatures above 0°C
Albedo ageing for temperatures below 0°C
Addition factor for Albedo

<=00 - >00

Meteorological requirements

Precipitation
Air temperature
Global radiation
Wind Speed
Water vapour pressure / relative humidity
Sunshine duration

agrwdE

Method for computing snow evaporation:
0.

None (not available in the user interface)

Daily — Penman [including ageing of snow albedo] (recommended);
Daily — Penman-Monteith [including ageing of snow albedo];
Hourly — Penman [including ageing of snow albedo];

Hourly — Penman Monteith [including ageing of snow albedo];
Routine sublimation/condensation after Kuzmin (1960)

[function of air temperature and wind speed];

Routine sublimation/condensation after Anderson (1973)

[function of wind speed and saturation deficit].
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& Method for computing evapotranspiration (see also Chapter 4.4 in Part |1 of the PREVAH documentation;
for details on the approaches, refer to DVWK, 1996 and Schroedter, 1985):

0.  Potentia evapotranspiration — Penman;

Potential evapotranspiration — Penman-Monteith;

Actual evapotranspiration — Penman-Monteith (recommended);
Potential evapotranspiration — Hamon (1961);

Potential evapotranspiration — Turc (1961);

Potential evapotranspiration —Wendling (1975).

agprwbdPE

Meteorological requirements for the different evapotranspiration approaches implemented in PREVAH

Variables Methods (F)’,elrjrznan-Monteith I;amon Zurc \5/\/endl ing
Precipitation required required required  required
Air temperature required required required  required
Global radiation required required  required
Wind Speed required

Water vapour pressure / relative humidity  required

Sunshine duration required

© Method for estimating the long-wave radiation budget (see also the Appendix to Part |1; for details on the
approaches, refer to DVWK, 1996 and Schroedter, 1985):

©

Penman (1948) — requires sunshine duration (recommended);
Penman (1954) — requires sunshine duration;

Angstroem (1923) — requires sunshine duration;

Angstroem (1923) requires cloudiness;

Feussner — requires sunshine duration;

Feussner — requires cloudiness;

Kasten und Czeplak (1980) — requires sunshine duration;
Kasten und Czeplak (1980) — requires cloudiness;

Brutsaert (1975) — requires sunshine duration;

Schulla (1997) — requires sunshine duration.

©CoOoNO~O®DNE

® Method for estimating incoming short-wave radiation (see also the Appendix to Part Il; for details on the
approaches, refer to DVWK, 1996 and Schroedter, 1985):

0.  Penman (1948) — requires sunshine duration;
Penman (1954) — requires sunshine duration;
Golchert (1981) — requires sunshine duration;
Karsten und Czelpak (1980) — requires cloudiness;
Morecs (1981) — requires sunshine duration;
Observed global radiation (recommended);
Schulla (1997) — requires sunshine duration.

ok wbdpE

@ Method for estimating the aerodynamic term of Penman's equation:

0.  Penman (1948) (recommended); See Equation 4.4-8 in Chapter 4, Part I1;
1. Penman (1954);
2. Petznik (1988).
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F.4.7 [Meteorological Input] settings:
Syntax (parameters highlighted in yellow may only be edited manually):

To edit the [Meteorological input] settings with WINPREV AH, the [Input files] dialog has to be accessed by
clicking the button [Input Controls] in the main dialog of WINPREV AH.

The interpolation program WINMET aways writes files with three headers. Thus, the number of headersin
the meteorological tables is set by default equal to 3 lines. You may only edit this value manually. The start
column of the meteorological tables is set, by default, to 1. Only advanced PREVAH users should modify
these values for particular model applications. The number of digits for the declaration of the year in the
meteorological values is set automatically by WINPREVAH and should not be modified. All other elements
of the [Meteorological input] settings are edited with the [Input files] dialog.
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Input Files

Contral files

Control File Spatial Information

HREU ldentifier Grid

|C:\pdem0\rh brhb_pr).glkw

%J

|C:\pdem0\rhb\RHBPlDH

N

[TAETE 0 e
L U)se Varable Eil= Load Unit Timesten [min
WV Precipitation REGERSD [mm] G0 -
W Al Temperature temprs0 S = I B ] -
v  Global Radiation glabrs0 _ 2] G0 =
Vo Water Vapour damprs0 _ ,m G0 -
®  WindSpeed pinck50 = i) 60 -
W Sunshine Duration sannrsl o H G0 -
Path |C:\pdem0\rhb\input\ 0 Extension: =5
St | [ o |

Part I11, Chapter F

The results of gpatia interpolation with
WINMET are used to force PREVAH and
WINPREVAH. Thefiles stored in the output
path of the dtidw.exe (@) run for the investi-
gated catchment may be linked to PREVAH
by loading a file for each variable. The path
of the precipitation file corresponds to the
location of all meteorological files needed to
force PREVAH.

For each required (and available) meteorological variable, the following settings have to be defined:

v Precipitation precdanwux : ‘ [mm] 1440 j
READ (Y/N) Name of Select  Required Time Step
Used File File Unit in minutes

We recommend using air temperature values in [°C] and water vapour data as vapour pressure in [hPa] or as
relative humidity. Other units are also accepted:

Temperature:  [°C], [K] and [°F]

Water vapour: Water vapour pressure [hPa], relative humidity RH [-] (between 0 and 1), and dew point
temperature in [°C], [°K] or [°F].

Meteorological files are automatically identified by WINPREVAH if named following the table below:

Variable Recognised file names

Precipitation pre*.s* rai*.s* reg*.s*

Air temperature tem* .s* tai*.s*

Global radiation rad* .s* rg*.s* gl*.s

Wind speed win*.s* wsp*.s*

Water vapour pressure / relative humidity vap*.s* dam*.s* rh*.s* fer.s* hu*.s*
sunshine duration sun*.s* sso* s

Accepted time steps to force PREVAH with meteorological information. For all variables, using the same
time step and possibly hourly or daily time step is recommended

minutes 5 10 15 20

hours

0.083 0167 025 0333 05

30 | 60

1 2

120 180 240 360 480 720

1440

3 4 6 8 12 24
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F.4.8 [Model Output] settings:

The basic name for output files may be
changed by editing the corresponding box
(@) in the main dialog of WINPREVAH. To
define the basic grid for gridded output, the
[Input files] dialog is accessed by clicking
the button [Input controls].

Catcl
Rundirectory | CiAprevahifdaning\watershed\ Wnput controls ]

Nameandip O 1 B

Parameters
Ouputtiename 001 —
Simulation period I 0Ee 19923: —Il:iale LRl Oulput controls
Timestep] | 1 ¥ Do efiiciency [

All other settings of the Model Output mod-
ule are edited clicking the [Output controls]
Climate button (©).

Type of run single Ful fun ~ ~ | Muliiple | pattnestion |

Lafitude [7] [31.00 [~ Climate Scenario
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Input Files

Caontral files

Control File Spatial Infarmatian |C:\pdemo\rhb\rhb_pr}.gkw

X

HREU dentifier Grid

|C:\pdem0\rhb\RHBPlDH

Meteo files

Use Varighle

<

Precipitation

<

Alr Temperature

<

Global Radiation

<]

Wi'ater Vapour

<

Wind Speed

<

Sunshine Duration

File Load Unit Timestep [min]
(R E S
S | oI N
glokbrb0 " [¥r-2] Gl
’W_ [mys] G0
N R

Path |C:‘-,pdema\rh bhinput,

Extension: S

# Total runoff
Surace runoff
Interflow
Baseflow

Fim melt

Polential evapotranspiration
Aclual evapolranspiration
Interception |/ Snow evaporation
Soil evaporation / Transpiration

Ilcemelt [ Snowmelt on ice

I Activate

v [ Waler release from snowpack

S A

Interception storage

Soil moisture storage
Slorage in unsaluraled zone
All storages in saluraled zone

quick response storage
delayed response slorage
third component slorage

none
grid output e

Caocel

——

Output control rR_
Output setlings and tables o
Output file name  outd1 c:\prevahff\daningirun)
[ Runoll components - Hourly Each HRU - Hourly
All components - Hourly Each HRU - Daily e
I+ All components - Daily Each HRU - Monthly
¥ All components - Monthly/Yearly Each HRU - Yearly
Grids o1 2 e b
DMYFP (3] DMY P
J Precipitation Snow waler equivalent

Output Tables:
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To load the basic grid for gridded output
(HRU Identifier grid], *.idh, *.i##), click
the corresponding [...] button (green box)
and select the correct file from your system.

This basic grid is stored by default in the
output path of the WINHRU project you

started for the catchment under investigation
(see also the WINHRU documentation).

In the Output control dialog you can:
Define the Directory for output

@ Select the Output Tables that PREVAH
should write during the simulation

@ Select the output grids that PREVAH
should write during the simulation

Activate or deactivate the gridded output

Up to eight tables are written by PREVAH during the model simulation; output is activated either manually
(SET Y or N at the corresponding position in the control file!) or automatically through the [Output control]

dialog:

File Description Extension  Active Not Active

1. Runoff components — hourly *q Y-imimmmmm N-.-mmmmm
2. All components — hourly *.std I CRCREREI I | CRCRERER
3. All components — daily *.mit S R “rN- -
4. All components — monthly/yearly *.pri SR “omemN- -
5. Each HRU - hourly *.hou ERERERED ST vmemerN-L -
6. Each HRU - daily *.tag ERCRERE R “mememrN-L-L
7. Each HRU — monthly *mon - WYL .-N-..
8. Each HRU — yearly *mp e Y .-N
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WINPREVAH

The different output tables of PREVAH are organised as follows (extension in the table header):

Column *.q * std
1 YYYY YYYY
2 MM MM
3 DD DD
4 HH HH
5 RTOT ZERO
6 RTOT(sY) P
7 RO ADJP
8 R1 SWA
9 R2 ETP
10 RG1 ETR
11 RG2 El
12 RG3 EB
13 RO
14 R1
15 R2
16 RTOT
17 SSO
18 S
19 SSM
20 SuUz
21 SLZ
22
23
24
25

* mit
YYYY
MM
DD

P
ADJP
SWA
ETP
ETR
El

EB
RO
R1
R2
RTOT
SSO
Sl
SSM
Suz
SLZ
BIL
ICEM
RG1
RG2
RG3
DIFGA

* pri
BASINID
YYYY
MM
BASINID
P
ADJP
SWA
ETP
ETR
El

EB

RO

R1

R2
RTOT
SSO
Sl
SSM
Suz
SLZ
ICEM

* hou
YYYY
MM
DD
HH
HRU-ID
P
ADJP
SWA
ETP
ETR
El

EB

RO

R1

R2
RTOT
SSO
Sl
SSM
SuUz
SLz

* tag
YYYY
MM
DD
HRU-ID
P
ADJP
SWA
ETP
ETR
El

EB

RO

R1

R2
RTOT
SSO
Sl
SSM
Suz
SLZ
BIL
ICEM

*.mon
YYYY
MM
HRU-ID
BASINID
p
ADJP
SWA
ETP
ETR
El

EB

RO

R1

R2
RTOT
SSO
Sl
SSM
SUz
SLz

*tmp
YYYY
HRU-ID
ADJP
SWA
ETP
ETR

El

EB
RTOT
SSO

Sl

SSM
BASINID

The next four sub-sections describe in more detail the structure of the four output files related to the entire
catchment (*.q, *.mit, *. std, *.pri)

Output files for the hourly runoff components (*.q):

Description of the datafile:

year

1981
1981
1981
1981
1981
1981
1981
1981
1981
1982

month day
1 1
1 1
1 1
= =
1 1
1 2
1 2
1 2

hour

1 0.
2
3

-
Oo0o0O0O0: OO

: OO

variablel

03235 ...
. 03181 ...
. 03128 ...

. 02842 ...
02902 ...
. 02851 ...
02825 ...
. 02804 ...

02851 ...
02825 ...

variable2

There is no header in this data file. The data are written out continuously in hourly steps. The length of the
file varies depending on the occurrence of leap years. In a leap year, there are 8784, in al the other years,
there are 8760 data points. The following variables are written to this output file from left to right:

o~ wWNE

YYYY
MM
DD
HH
RTOT

Year

Month

Day

Hour

Tota runoff

RTOT (I sY) Total runoff inl s*
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7. RO
8. Rl
9. R2
10. RG1
11. RG2
12. RG3

Part I11, Chapter F

Surface runoff

Interflow

Total baseflow

Fast response baseflow
Delayed baseflow

Third component baseflow

The values are dimensioned in [mm] and correspond to the selected time-step. RTOT is additionally pro-

videdin [l 9.

Output files for all hourly components (*.std):

Scheme of the datafile;

day

N

NP

31
1

month year hour varl var2

1
1
1
1

12
1

1981 1 0
1981 2 0
1981 3 0
1981 24 0
1981 1 0
1981 24 0

1982 1 0

There is no header in this datafile. The datais written out continuously in hourly steps. The length of the file
varies depending on the occurrence of a leap year (see above). The following variables are written to this
output file from left to right:

1. DD

2. MM
3. YYYY
4. HH

5. ZERO
6. P

7. ADJP
8. SWA
9. ETP
10. ETR
11. El

12. EB
13. RO
14. R1
15. R2
16. RTOT
17. SSO
18. S

19. SSM
20. SUZ
21. SL.Z

Hour

Dummy variable

Interpolated precipitation [mm h]

Adjusted interpolated precipitation” [mm h™]

Snow melt [mm h'']

Potential evapotranspiration [mm h™]

Actual evapotranspiration [mm h]

Interception evaporation / snow evaporation [mm h']
Transpiration / soil evaporation [mm h'']

Surface runoff [mm h™]

Interflow [mm h']

Total baseflow [mm h]

Total runoff [mm h™]

Snow water equivalent [mm]

Interception storage [mm]

Plant available soil moister storage [mm]

Runoff generation storage (unsaturated zone) [mm]
Runoff generation storage (saturated zone) [mm]

2 Adjusted with water balance correction factors (PKOR, SNOKOR)
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The output files for all daily components (*.mit)
Description of the datafile:

year month day  variablel variable2

Ri et hol zbach 3. 310
YYYY MV DD P- uk P- kor

1981 1 1 2.558

1981 1 2 8.632 ..

1981 1 3 13.161 ...

1981 1 31 0. 000

1981 2 1 0. 000

1981 12 21 8. 632

1982 1 1 0. 000

WINPREVAH

This file contains a header. The first line lists the name and size of the concerned catchment area. In the sec-
ond line, the name of each variable is declared. The actual data follow on the subsequent lines, written out
continuously in daily steps. The values are dimensioned in [mm d], storage values have the dimension

[mm]. The following variables are written to this output file from left to right:

1. YYYY Y ear

2. MM Month

3. DD Day

4. P-UK Interpolated precipitation [mm d*]

5. P-KOR Adjusted interpolated precipitation® [mm d*]

6. P-SME Snowmelt [mm d™]

7. EPOT Potential evapotranspiration [mm d*]

8. EREA Actual evapotranspiration [mm d]

9. EI | nterception evaporation / snow evaporation [mm d!]
10. EB Transpiration / soil evaporation [mm d']

11. RO Surface runoff [mm d™]

12. R1 Interflow [mm d]

13. R2 Total baseflow [mm d”]

14. RGES Total runoff [mm d*]

15. SSSNO Snow water equivalent [mm]

16. Sl Interception storage [mm]

17. SSM Plant available soil moisture storage [mm]

18. SUZ Runoff generation storage (unsaturated zone) [mm]
19. SLZ Runoff generation storage (saturated zone) [mm]
20. BIL Balance from previous time step [mm d™']

21. GLAC lce melt [mm d]

22. RG1 Fast response baseflow [mm d]

23. RG2 Slow response baseflow [mm d*]

24. RG3 Third component baseflow [mm d*]

25. DIFGA Input to DIFGA [mm d]

3 Adjusted with water balance correction factors (PK OR, SNOKOR)
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Output files for all monthly/yearly components (*.pri)

Description of the datafile:

basinlDyear
33 1981
33 1981
33 1981
33 1981
33 1981
33 1982
33 0
33 1
33 2
33 3
33 4

month basinlD varl

1 33
2 33
3 33
12 33
0 33
1 33
0 33
-1 1
-2 2
-3 3
-4 4

145. 6
61.4
140.1
290. 3
1820
226.3

orror:
Oh~ 0O
a1

var2

Part I11, Chapter F

There is no header in this data file. The data is written out in monthly steps. After each year, an additional
line follows, containing the values for the whole year. This is recognised by the '0' in the month-column. At
the end of the file, more lines are added: The first shows the variable values of the entire period (0 in year-
and month-column), the following ones show the data of the different meteo zones (meteo zone ID in year-,
month- and second basinlD-column), also for the whole period. The following variables are written to this
output file from left to right:

YYYY

ADJP
SWA
ETP

. ETR
10. El

11. EB
12. RO
13. R1
14. R2
15. RTOT
16. SSO
17. S

18. SSM
19. SUZ
20. SLZ
21. ICEM

1
2
3
4,
5 P
6
7
8
9

BASINID

MM (MM-0)
BASINID

BasinID

Year / zero/ meteo zone ID

Month / zero / neg. meteo zone ID

Basin id / meteo zone ID

Interpolated precipitation [mm month™] or [mm year™]
Adijusted-interpolated precipitation [mm month™] or [mm year™]
Snow melt [mm month™] or [mm year™]

Potential evapotranspiration [mm month™] or [mm year™]
Actual evapotranspiration [mm month™] or [mm year™]

I nterception evaporation / snow evaporation [mm month™] or [mm year™]

Transpiration / snow evaporation [mm month™] or [mm year™]
Surface runoff [mm month™] or [mm year™]

Interflow [mm month™] or [mm year™]

Total baseflow [mm month™] or [mm year™]

Total runoff [mm month™] or [mm year™]

Snow water equivalent [mm]

Interception storage [mm]

Plant available soil moisture storage [mm]

Runoff generation storage (unsaturated zone) [mm]
Runoff generation storage (saturated zone) [mm]
Ice melt [mm]
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& Output grids

PREVAH is able to generate output in form of grids for 13 dynamic variables and 8 state variables (stor-
ages). In the [Output control dialog you may activate the gridded output for their variables and select how
often you desire to write agrid: Every day; at the end of every month; at the end of every year or; asayearly
average for al the years in the simulation period. The grids are stored in the binary format of the PREVAH
modelling system.

List of the 22 variables for which PREVAH is able to generate grid output. Dynamic variables are high-
lighted yellow, static variables blue.

Written grid Extension
Adjusted Interpolated Precipitation P
Potential evapotranspiration ETP
Actua evapotranspiration ETR
Interception evaporation / snow evaporation El
Transpiration / soil evaporation EB
Total runoff RGS
Surface runoff RO
Interflow R1
Total baseflow R2
Icemelt / snowmelt onice GLO
Firn melt GL1
Water rel ease from snowpack SWA
Percolation into saturated zone GWN
Snow water equivalent SSO
Interception storage Sl
Plant available soil moisture storage SSM
Runoff generation storage (unsaturated zone) SuUz
Runoff generation storage (saturated zone) SL.z
Runoff generation storage (fast baseflow) SL1
Runoff generation storage (delayed baseflow) SL2
Runoff generation storage (third component baseflow) SL3

Structure of the file names in the grids generated by PREVAH

Time step Unit Filename Active Not Active
for gridded output

Daily mm day™ gdDDMMYY .EXT  ¥-..-.-.. N-..-.-..
Monthly mm month™ [GridIMMYY.EXT .-Y-..-.. N-..-..
Yearly mm year™ [Grid]YYYY.EXT ..-.-¥-. N
Period average mm year™ [Grid] AVG.EXT  ..-.-.-Y |

Notes: [Grid] = Name of basic grid for gridded output (without extension)
DD =Day
MM  =Month
YY = Year (two digits)
YYYY = Year (four digits)
EXT = Extension of desired dynamic or static variables (see previous table).
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F.4.9 [Efficiency] settings

Syntax:

To evaluate the model performance, you have to link your PREVAH control file with a file where the ob-
served runoff values are stored. The link occurs through a script file which is generated through the Effi-
ciency calculation dialog of WINPREVAH. If a new efficiency script (*.effs) is created, or an available
script is deleted, WINPREV AH updates the [ Efficiency] settings automatically.

The efficiency script

Syntax:
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Efficiency calculation @
4

Date settings Observed runoff data

Fom [ 19842]  File [C{PREVAHRUNBIBIBO\BKEE .. || S=tdefaul
Unt”o 2003 Headers/Data_col B a 1

I Skip a @ Hourly ¢ Daily  © Daily from hourly
6 v Modata wvalue (will be skipped) -999
v
o e Open in editor

¥ Special season

Simulated runoff data— (g

fram ,—4:| File root name lout_l\.-'IIT— Caeel
0 ,—QZI Headers/Data_col ,T ,1—
@Imd statistics
Headers l—:| € number of peaks ,—
Timesteps hetween two peaks ,T * Average of peaks peryear ,T
Expaonent far SAE ,W " Peaks aver thrashold [mm] ,—

" Annual peaks

Efficiency contral files
9 Path |C:\PREVAH\RU MNyBibBib,

|effa303 CREATE > | [ETETRIETER
Output D (4 Charsg i LOAD

REMOWE <<
o

In the Efficiency calculation dialog you have to:
@ Define the period for the computation of the model efficiency (e.g. the calibration period)
® Decide whether some years should be skipped from the calibration (mark them in the list).

© Decide whether a separate output for a particular season (e.g., summer) is desired (select the beginning
and end of this season in the box).

O Load thefile where the observed runoff values are stored.

© This file may be opened with the standard editor linked to WINPREVAH to be sure that you have the
correct formats, to look for the number of headers and the number of columns after the date (the date col-
umns do not count), and which column number contains the observed runoff data. Do keep in mind that these
data have to be given in mm per time step.

©® The number of headers, the number of columns after the date and the column where the model should
read observed runoff data have to be declared, together with whether daily or hourly data is used for the
computation of the efficiency.

@ The contents of this box are edited automatically by the model.

© Provide aname for the efficiency script and ...

© ... ad-character string to assigh a hame to the outputs of the efficiency script.

@ To save an efficiency script, click [CREATE>>]; you may aso add a script saved earlier by clicking

[LOAD]; the stack of efficiency scripts to be executed is displayed in alist box (@). To remove an efficiency
script from the stack, mark it in the list box and click [REMOVE<<].
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@ In order to specifically analyse runoff peaks (e. g. when calibrating PREVAH for flood estimation pur-
poses), the peak-specific efficiency component FLOODSTAT has been implemented. It has the following
options:

©® Headers applies to the number of header columns to be skipped in the runoff record file used (0 by de-
fault, no adjustment necessary)

O Time-steps between two peaks specifies the number of time steps (as declared in the WINPREVAH main
dialog window, e.g. 1 h) that has to occur between two peaks in order for them to be regarded as independent
events. If two peaks occur within the specified interval, (3 time steps by default) only the larger of thetwo is
used for computing the flood statistics.

© Exponent for SAE declares the exponent for computing the SAE score (1.5 by default)

@ The radio buttons allow the specification of how the peak record is being derived from the complete run-
off record:

Number of peaks extracts exactly the specified amount of peak values

Average of peaks per year (recommended, with value 3) derives an average of n peaks per efficiency-
year (with n the number of peaks and efficiency-years the modelled years included in the common effi-
ciency computation). A total of n x efficiency-years peaks are derived.

Peaks over threshold extracts only peaks that are larger than the value entered (in [mm], remember that
this unit corresponds with the modelling time-step as declared in the WINPREVAH main dialog win-
dow).

Annual peaks derives exactly one peak per year (only recommended for large records)

FLOODSTAT provides a variety of data which may be interpreted by the user or may serve to calibrate the
model on peak runoff. FLOODSTAT writes an ASClI-formatted text file with the ending " _FLS.dat" which
may be viewed with any text editor.

Obj ective functions for flood peaks

ID TYPE NSE VAE P-Qr P- SAE SPM R SPM P

91 9999  0.7811 31822 4.859 27.12 0.58 0. 946

LG T 0 (B (C D) e Qo
OBS_HQA DATE SI' M_HQA DATE
49.6918  1982-01- 06 40.9100  1982-01- 06
28.6384  1981-12-16 34.0200  1981- 09- 29
23.9764  1983-11-28 21.0100  1983-11-28

®<P- REC: N> 12

OBS_HQ DATE SI M_HQ DATE
49. 6918 1982-01- 06 40. 9100 1982-01- 06
37.9200 1982-01-09 34. 0200 1981-09- 29
28. 6384 1981-12-16 28. 5500 1981-12-16
23.9764 1983-11- 28 27.3700 1981-07-19
22.3372 1981- 10- 15 26. 3500 1982-01- 30
21.6033 1981-09- 29 25. 3600 1981-10- 15
20. 3786 1981-10-11 21. 0100 1983-11-28
20. 0309 1981-07-19 20. 3800 1981-10- 30
19. 2324 1981-12-01 18. 5600 1983- 04- 06
18. 8043 1982-01-12 18. 1500 1981-03-13
18. 3409 1983- 04- 07 17. 8900 1981-01- 04
17.8013 1982-01- 30 17.3700 1982-07- 27

The third line lists the FLOODSTAT scores obtained for the peak record as it has been defined in
FLOODSTAT OPTIONS (see above). The corresponding legends are found in line two. The following fig-
ures are provided:

@ NSE: Nash-Sutcliffe efficiency score for the entire runoff record (same as in standard efficiency output,
see Chapter 6 in Part 11 of the PREVAH documentation).
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@ WAE: Sum of weighted absolute errorsin peak flow record.

® P-QT: Sum of time- and size-weighted peak errors.

@ P-SAE: Sum of absolute errorsin peak flow record

@ SPM_R: Spearman rank-correlation coefficient for peak records

@ SPM_P: Significance level of SPM_R (assuming normal distribution)

The following text block headed by <ANNUAL> (@) lists the magnitude and occurrence date of annual
maximum peaks in the observed (OBS HQA) and simulated (SIM_HQA) flow record. If the chosen model-
ling time-step is smaller than 24 hours (see WINPREVAH main dialog), DATE also provides the hour of the
peak occurrence.

In the last text block, @ reveals the peak flow record used for computation of the FLOODSTAT scores (ob-
served, OBS HON and simulated, SIM_HQA peaks, DATE same as above) in descending order. If the user
has specified a number of peaks to be extracted (total or average per year, see FLOODSTAT OPTIONYS), the
block header is <P-REC:N>, followed by the number of peaksin the record (12 in the example above). If the
user has provided a threshold value for peak extraction, the last text block will be headed by <P-REC:T> (@,
see below) and the specified threshold value in [mm] (20 in the example). If annual peaks have been chosen
as the basis of the scores (not recommended for small samples), the last text block will be headed <P-
REC:A>, followed by the number of considered years (3 in the example far below, @).

<P-REC:T>  20.0000 @

OBS_HQ DATE SI M HQ DATE
49.6918  1982-01-06  40.9100  1982-01-06

| 37.9200  1982-01-09  34.0200  1981-09-29
28.6384  1981-12-16  28.5500  1981-12-16
23.9764  1983-11-28  27.3700  1981-07-19
22.3372  1981-10-15  26.3500  1982-01-30
21.6033  1981-09-29  25.3600  1981-10-15
20.3786  1981-10-11  21.0100  1983-11-28
20.0309  1981-07-19  20.3800  1981-10-30

<P- REC: A> 3 ()
OBS_HQ DATE Sl M_HQ DATE
49. 6918 1982-01-06  40.9100  1982-01-06
37. 9200 1982-01-09  34.0200  1981-09- 29
|| 28.6384 1981-12- 16 28.5500  1981-12- 16

The efficiency script generates 6 ASCII-formatted text files which may be
opened with any text editor. [...]refers to the output ID name given in the Effi-
ciency calculation dialog.

Name Definition

[...]_ost.dat Statistics for observed runoff

[...]_sst.dat Statistics for simulated runoff

[...]_dst.dat Difference between simulated and observed runoff
[...]_eli.dat Linear efficiency score

[...]_eln.dat Logarithmic efficiency score

[...]_fls.dat Flood statistics file (see Part |1, Section 4.9.2)
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Statistics for observed and simulated runoff ($$$$_ost.dat / $$$$_sst.dat)

Statistics for Cbserved Runoff

ID TYPE Maxi mum M ni num Average Summation Variance St . Dev AV- STD AV+STD
1 9999 49. 6918 0. 1206 2. 6356 4812. 61 14. 8831 3. 8579 -1.2223 6.4935
1 1981 28. 6384 0. 2464 3.1515 1150. 28 16. 9880 4.1217 -0.9702 7.2731
1 1982 49. 6918 0.1971 2.9254 1067. 78 20. 5377 4.5319 -1.6064 7.4573

1985 19. 5804 1325 2181 809. 62 9. 5519 . 0906 -0.8725 5.3087

1 0. 2. 3

1 1 49. 6918 0. 5481 4.4765 693. 86 41. 3962 6. 4340 -1.9575 10.9105
1 2 33. 8152 0. 6468 3. 6382 512.99 21.4918 4. 6359 -0.9977 8.2742
1 3 15. 6878 0. 5814 3. 3864 524. 88 7.2267 2.6883 0. 6981 6.0746
1 12 28. 6384 0. 4437 3.6112 559. 74 19. 7687 4. 4462 -0.8350 8.0574
1 8888 23. 4069 0. 1206 2.0801 19083. 28 9. 6414 3. 1051 -1.0250 5.1851

The output of the statistical function is divided into three different files. They all contain a header which
describes whether the observed (*_ost") or simulated ('_sst') statistic is calculated. Most of the variable names
are self-explanatory. The second column TY PE contains different markers. The line with 9999 represents the
entire period. This is followed by the statistics for the mentioned years (1991-1985 in this example) by
twelve lines which represent one month for the entire period each. In this example, all Januarys from 1981 to
1985 are used to build monthly statistics. The last line with the 8888 identifier shows the statistical values of
an individually chosen season. The last three columns have the following meaning:

St.Dev Standard deviation
AV-STD Average — standard deviation
AV+STD Average + standard deviation

Statistics on differences between observed and simulated runoff ($$$$_dst.dat)

The third file is set up similarly. It contains the differences ('_dst") of the statistics between the observed and
simulated values, and therefore is a combination of the two files $$$$ _ost.dat and $$$$_sst.dat.

Efficiency for linear and logarithmic data ($$$$_eli.dat / $$$$_eln.dat)

Efficiency for |linear data

I D TYPE E0.25 EO0.50 E1.00 E2.00 E4.00

2 9999 0.2990 0.4732 0.6477 0.7960 0.9449
2 1981 0.2954 0.4711 0.6495 0.7851 0.9231
2 1982 0.2546 0.4012 0.5577 0.7586 0.9446
2 1985 0.2977 0.4761 0.6590 0.8092 0.9366
2 1 0.3139 0.4916 0.6572 0.7895 0.9375
2 2 0.2859 0.4282 0.5378 0.6558 0.9235
2 3 0.0923 0.1737 0.3248 0.6344 0.9414
2 12 0.3064 0.4750 0.6264 0.7462 0.9133
2 8888 0.2852 0.4628 0.6576 0.8154 0.9269

The efficiency score for the model is calculated and written in a linear ($$$$ _eli.dat) and logarithmic
($$$$_eln.dat) version. More information on the efficiency score can be found in Chapter 6, Part Il of the
PREVAH documentation. The files in the same format as the statistics files, except for the different vari-
ables. E2.00 corresponds to the original Nash-Sutcliffe equation, whereas the others are based on a more
generalised version of this equation (Legates and McCabe, 1999; Equation F1). The exponent j of the gener-
alised Nash-Sutcliffe equation corresponds to the second part of the variable name.
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Zi”:l | oi - Si |j
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> jo-[ izl

The efficiency module also provides two files needed to load the results of the model simulation in the tool
HYDROGRAPH.

F.5 The calibration dialog

Dialog settings

To run the calibration, choose "Full Calibration Run"

I

antral file rundanwuing Catchment info . . .
Pl :D\dj o = | from the type of run. With this, the button [Calibra-
un directory Sjaumtools nput controls . . . . . . .

Nemeaap [ — " : | tion] (on the right side) is activated. Pressing it opens
ame gn arametars . . -
Outputfile name ~ [oudl the calibration dlalOg.

Storages

Simulatian periad 1990+ 19923 Date Options
Tima step[h] | 1

Output contrals

i

¥ Do efficiency

Efficiency

Lafitude [ [31.00 [ Climate Scenario [—

Type of run /Smg\e Full Fun I\ hultiple * Calilratian \’
Single Full Fun \
Open Single Routing Fun - |5 Feloac | Options
—{Multiple Full Funs
[WELCOME] ‘ Full Calibration Fun 7 - About
= o

e INPREYAH 10:17 e
loaded file = D\smun\top
[ldentification] oK

[Tuneable Parameters] QK =

[Catchment settings] oK

EDITOR

Cancel

Pl

[Starage content] QK

[Date and sawe] oK

[Optional modulas) oK. QuIm
[Meteorological input] 0K

[Precipitation]

T
o
=]

Calibration x|
—Selection of Parameters Pairs
Fai P_
Firsttuneable parameter Min - e airs 710
Riain correction [3] [-30.0000000 - 300000000 |[Pair01] &
[Fair 02]
Second tuneable parameter Bin - Max [Fair 03]
| Snow correction [%] 24 ~| |s00000000 - |50.0000000 %E:::g;‘%
Ewvaluate with ADD [EalrEE] |
| ] o REPLACE | REMOVE |
— Criteria far evaluation of calibration lemiiane
Linear eficiency - full period - | |calibrate 5 B
| 7 | o o3
M Use Weight [6 =] Limits [02500000 - [0.8500000 Savetofile |
Info - Save Edits | Ok,
Start editing | Load Defaultsl Cancel

In this dialog, the options for the automatic calibration of PREVAH are set.

Selection of Parameter Pairs:
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@ On the upper right side, the number of parameter pairs used is provided, the parameter pairs to be edited
are found below. Parameter pairs may be added, removed or replaced using the drop-down menu (8). The
minimum and maximum values for calibration of each parameter is assigned in the corresponding edit boxes.

Criteriafor evaluation of calibration:

© Different evaluation methods may be chosen from the dropdown menu. All available methods (efficiency
scores and volume errors) are calculated for amodel run if the checkbox [Usg] is activated. To edit and ad-
just limits and weight of the respective score, press the [Start editing] button. Save your changes with the
[Save Edits] button, and then proceed with the next method. After you adjusted the calibration criteria, press
the [Save to file] button and your changes are saved under the name defined in box @ with extension .eopt.
To undo your changes, press the [Load Defaults] button. To use the changed evaluation criteria with a pa-
rameter pair, they have to be linked to it. Click the[...] button (8) to select the respective setting file and the
click the button [REPLACE]. With this, different evaluation criteria may be assigned to every parameter
pair.

© On theright side, the number of iterations is assigned. The [OK] button writes your calibration settings to
the options file of WINPREVAH (see Section F).

The following four tables indicate the recommended settings for the CALIBRATION DIALOG.

Recommended settings for the nine objective functions used for the calibration of PREVAH

# Description SCORE ¥_VEI GH LIMITun LIMITyax Function

1 Linear efficiency —full period ALINpgrop 6 0.25 0.95 E)S"

2 Linear efficiency — year-by-year ALINyy 4 0.1 0.01 STDEV(E,™
3 Linear efficiency — month-by-month ALINym 2 05 0.02 STDEV(E,"
4 Logarithmic efficiency —full period ALOGpgriop 3 0.25 0.95 E,'

5 Logarithmic efficiency — year-by-year ALOGyy 2 0.1 0.01 STDEV(E,®)
6 Logarithmic efficiency — month-by-month ~ ALOGyy 1 0.5 0.02 STDEV(E,®)
7 Volume error —full period AVOLperiop 10 0.1 0.01 DV

8 Volume error — year-by-year AVOLyy 4 0.15 0.02 STDEV(DV)

9 Volume error — month-by-month AVOLym 3 0.10 0.02 STDEV(DV)

The column SCORE declares in which score the different functions are integrated (see equations 6.3-1 to
6.3-16 in the Part Il of the PREVAH documentation). WEIGHT indicates the recommended (and default)
weight of each function for building the corresponding score and overall score.

Default parameter pairs for automatic calibration of PREVAH for Swiss glaciated catchments. These default
settings assume that the recommended snowmelt module "4. EMA with varying melt factor" (see Section 4.3,
Part Il of the PREVAH documentation) is used

Parameter 2

PAIR Parameter 1

1 Rain correction [%] Snow correction [%0]

2 Threshold Temperature Rain-snow [°C] Transition Temperature Rain-snow [°C]
3 Maximal degree day factor [mm (d-K)™] Minimal degree day factor [mm (d-K)™]
4 Threshold Temperature Rain-snow [°C] Threshold Temperature snowmelt [°C]

5 Exponent for soil moisture recharge [-] Percolation [mm h!]

6 Refreezing factor [mm (d-K)™] Radiation melt factor for snow

7 Threshold storage for surface runoff [mm] Storage coefficient for surface runoff [h]
8 Storage coefficient for interflow [h] Percolation [mm h™]

9 Storage coefficient for fast baseflow [h] Maximum storage for fast baseflow [mm]
10 Storage coefficient for delayed baseflow [h] Percolation [mm h™]

11 Temperature melt factor for ice[mm (d-K)?]  Radiation melt factor for ice
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WINPREVAH

Recommended parameter pairs for automatic calibration of PREVAH for large catchments with no glaciers
and daily meteorological input. These default settings assume that the snowmelt module "0. Positive degree

day index (PDDI)" (see Section 4.3, Part 11 of the PREVAH documentation) is used.

PAIR Parameter 1

O©CoO~NOOA~WDNEPRE

Rain correction [%)]

Threshold Temperature Rain-snow [°C]
Maximal degree day factor [mm (d-K)™]
Refreezing factor [mm (d-K)™]

Exponent for soil moisture recharge [-]
Threshold storage for surface runoff [mm]
Storage coefficient for interflow [h]
Storage coefficient for fast baseflow [h]
Storage coefficient for delayed baseflow [h]

Parameter 2

Snow correction [%0]

Transition Temperature Rain-snow [°C]
Minimal degree day factor [mm (d-K)™]
Threshold Temperature snowmelt [°C]
Percolation [mm h]

Storage coefficient for surface runoff [h]
Percolation [mm h]

Maximum storage for fast baseflow [mm]
Percolation [mm h']

Recommendations for building tuneable parameter pairs for the full calibration of PREVAH. The description
corresponds to the text reported in the CALIBRATION dialog of WINPREVAH. MODEL ID declares the
name of these variables in the source code of PREVAH and WINPREVAH.

Description MODEL ID
Rain correction PKORF
Snow correction SNOKOR
Threshold Temperature Rain-snow TGR
Transition Temperature Rain-snow TTRANS
Threshold Temperature snowmelt TO
Exponent for soil moisture recharge CBETA
Maximal degree day factor CRMFMAX
Minimal degree day factor CRMFMIN
Refreezing factor CRFR
Radiation melt factor for snow RMFSNOW
Threshold storage for surface runoff SGRLUZ
Storage coefficient for surface runoff KOH
Storage coefficient for interflow K1H
Percolation CPERC
Storage coefficient for fast baseflow CGIH
Maximum storage for fast baseflow SLZIMAX
Storage coefficient for delayed baseflow  K2H
Temperature melt factor for ice CICEMF
Radiation melt factor for ice CAICE

Critical precipitation intensity A0

Albedo ageing > 0°C APOS
Albedo ageing < 0°C ANEG
Retention factor for melting snow CWH
Melting factor by wind 1 Cwui
Meélting factor by wind 2 CWA2
Exponent for retention of meltingsnow  CEXLIQ
Temperature melt factor for snow TSFSNOW
Routing: Trandation time [h] TROUT
Routing: Storage time [h] SROUT
Threshold moisture saturation for ETR ~ CRAFC
Addition parameter for maximal Albedo AADD

Link To

SNOKOR

PKORF

TTRANSorTO

TGRorTO

TGR, TTRANS, CRFR, CRMFMIN,
CRFRMAX

CPERC, SGRLUTZ or K1H
CRMFMIN or TO

CRMFMAX or TO

CWH, CEXLIQor TO
CRMFMIN or CRMFMAX or TSFSSNOW
KOH, K1H or CBETA
SGRLUZ or K1H

CBETA, CPERC, SGRLUZ or KOH
CBETA, SGRLUZ, K1H, K2H
SLZIMAX, K2H

CG1H, K2H

SLZIMAX, CPERC or CG1H
CAICEoOrTO

CICEMForTO

AADD

ANEG

APOS

CRFR, CEXLIQor TO

CWH2

Cwu1l

CRFR,CWHorTO
RMFSNOW or TO

SROUT

TROUT

CBETA

AO
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F.5.2  Control file for the calibration *.eopt

The *.eopt files are resulting from the changes made in the calibration program module under "Criteria for
evaluation of calibration". When you save a calibration control file, this kind of text file is written in the
same directory as the control file of WINPREVAH:

Syntax

This file is linked to the desired parameter pair and updates the default settings, storing them in the winpre-
vah.ini file (see next section). Every available score (see previous section) is listed separately; its definition
consists of three lines. Thefirst line, either a1 or a0, specifies whether the score is used for calibration (1) or
ignored (0). This entry corresponds to the checkbox "Use". The second line shows the weight, the third the
selected limits for the fuzzy function (defined to reduce this score to a range between 0 and 1).
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F.6  The options file of WINPREVAH

[TOOLS]

C: \ W NDOWB\ SYSTEMB2\ WRI TE. EXE
C:\ prevahff\bin\vi enopt i . exe
C:\ prevahf f\ bi n\ hydr ogr aph. exe
C: \ pr evahf f\ bi n\ W NGRI D. exe

[ END TOOLS]
[ FREE PARAMETERS - SOFT LIM TS|

- 4. 800000 -30. 00000 30. 00000
""" 0. 0000000E+00 0. 3000000 0. 5500000

[ END FREE PARAMVETERS - SOFT LIM TS|
[ CALI BRATI ON]
10

1 2
def aul t. eopt
3 4
def aul t. eopt
7 8
def aul t. eopt
6 14
def aul t. eopt
9 10
def aul t. eopt
11 12
def aul t . eopt
13 14
def aul t. eopt
15 16
def aul t . eopt
17 14
def aul t. eopt
18 19
eopt
2500000
1000000
5000000

defaul t.
0.
0.
0.
0. 2500000
0.
0.
0.
0.

. 9500000
. 0100000
. 0200000
9500000
0100000
. 0200000
. 0100000
. 0200000
. 0200000

. 0000000
. 0000000
. 0000000
. 0000000
. 0000000
. 0000000
. 0000000
. 0000000
. 0000000

1000000
5000000
1000000
1500000
0. 1000000
[ END CALI BRATI ON]

=
WrORFRPRNWNMO

ococoocoooocooo
A4 A4 444+

[ RUNW NDOW
40 2
[ END RUNW NDOW

The winprevah.ini file is used to store the options of the WINPREVAH program. It is separated into different
sections, which are discussed below:

Inthe [TOOLS] section, the paths to the text editor, optimisation viewer, hydrograph viewer and grid viewer
are set. Section A of this manual provides further information.

[FREE PARAMETERS — SOFT LIMITS]: The second and third column show the lower and upper soft limit
of the corresponding parameter. The first column contains the last value that has been stored for the parame-
ter. Changes are made in the parameters program which is described in Section F.4.2

[CALIBRATION]: This section controls the calibration program module. The first line of this section shows
the number of parameter pairs used for calibration. The following lines first show the number of the two
parameters which form a parameter pair, and the name of the file which contains the chosen limits and
weight of the used efficiency scores and volume errors. More information on this file is found in Chapter 6
of Part Il of the PREVAH documentation. If no changes were made to the initial settings, default.eopt is
assumed as a placeholder. The default values for the limits and weights are assigned after the last parameter
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pair. The first two columns show the lower and upper limit, the third column shows the weight. The fourth
column either contains a T (true) or F (false) to decide whether the respective efficiency score or volume
error isused for calibration.

[RUNWINDOW]: These specifications are used to place the WINPREVAH model run window (displayed
after clicking the [GO!] button in the main dialog window). The first number and second number refer to on-
screen x and y co-ordinates, respectively, with origin in the upper left corner, positive x-axis running down,
and positive y-axis running right. This setting may also be updated in the program module "Options" under
the "Run window settings".
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G HYDROGRAPH: Quick visualisation of
hydrological simulations

G.1

Visualisation of results from hydrological models requires the availability of commercial software. During
calibration, the visualisation of simulation results is often a time-consuming task. To avoid this, the
HYDROGRAPH tool was developed to allow for a quick visualisation of the main results of PREVAH.

Introduction

G.2

Two types of files may be plotted with this program:

Program description

xxxx.eff (modelled and observed runoff) (*.eff, *.ddd/* .hhh): Such files are an optional model outpui.
The results of the model run may be compared to observed runoff values. Different time frames may be
chosen and the efficiency score of the model is calculated. Various possibilities to export data and create
screenshots are available.

XXXx.mit (various parameters from model output): These files only contain model data. Therefore, the
functions related to the efficiency score and display of observations are not available. Various model pa-

rameters may be chosen and plotted against each other. The format of this model output is described in
the WINPREVAH manual.

G.3 Main dialog window

The following main dialog window is displayed after start-up:

=l
-lTota\ unoff j | INone j

0.404e-033

7.053e-038
E 47020033
=

2.351e-038

0.000e+000

1 30437 60873 01309 121745 152181 182617

Date

r~ Efficiency r~ Flood statistic:

r—File and Gaug r Dizplay

I E Year ﬁ R (lin] I Rark cnnelannll L
l— i l— Manth |<a||> vI R [log] I—I Simulated values THHQQ] l— & EETelnmr
Deviatior g .
I | ket Table Ha l_ I+
[ Autoscals Observed valuss 33332037

~ Command I Export s(HE)

Yisusle=s> | SMAP Picture]  EDIT Picture  Logaithic ~Gkip deta Thesod | ] =

Expoart Data I HO a3 THT I HO as HOX I Reset | W Skip first pear DDDD&;SDDD

oK | abou | I Shpyears .|| | Count |
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To select afile, pressthe|...] button (see red circle above). The file selection dialog opens:

Select file to be plotted L 21x|
Look i |E) tools = « 5 B
disc.eff
File name | =l Open
Files of type: Cancel
A

Select your data directory. Two types of files may be plot-
ted with this program:

- xxxx.eff (link to the file containing the modelled and
observed runoff values)

- xxxx.mit (file containing daily model output).

=
-ISimulated Runaff ;I @ ] IDbsewed Funaff ;I
30 D T T T T T T
22.5
i
E 150
=
75
0.0
19310101 19520001 19840501 19851230
Date
~Filz and Gauge—ei -~ Dizplay r Effic\enc},'L  Flood statistics: 5 years (19811 985]ﬁ T
ID'\Siaun\lnnIs\d\scalf ddd _I Year i(all) vi il I L A correlatioll 10000 547 = i I o] 1 ________
I = i R
[ororisst - [31121985 [ DaiStep Month [ =] || 2 |E Simulated values THHQQ] | 2322549 ?2-5 o :
Deviatior | -30 8 : L TR T O SR R
i 43340 knf ) [ i '
IDlschmaf’D\schmabach I — v [ 7773 %5_0 L . :
‘: ™ Autoscale Observed values [ | MR OO SRR U] S
~ Commands IBD— Export s[HO) 2.09 75 I I ]
Wisualiee > Il SNAP P\cture: EDIT p‘d“'e: W ~ Skip data Thieshold I_ Iﬁ e T34 % ------
Expart Data HO as THT HO a5 HOX I Skip first vear : - - i
Resst | 2.00 025 S0 325 5.0
oK | About | [T Skippears . Caunt I EVl
Legend: © Plotting area €] Select line to be plotted
@ Fileselection o Commands
@ Sdecting atime frame L7 Model efficiency
© Flood statistics
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G.4 Display control

— File and Gauge

ID:Hsiaun\tnnls\disceff.ddd _I
| o198 - [ 31121988 | Daiy Step

ID izchmasDischmabach I 43240 kmé

Commands

Visuglize >> | SMAP Picture|  EDIT Picture

ExportData | HOasTXT | HE asHEX |

HYDROGRAPH

The first field shows the path to the selected data file. To
select adifferent one, click the[...] button.

The second line shows the temporal range and time step of
the data.

The third line shows the name of the observed/simulated
catchment with its catchment size.

Every time a new data file is selected, the [Visuaize>>]
button has to be clicked in order to plot the data. With the
[SNAP Picture] button, a screen shot of the main dialog is
pasted to the clipboard. To edit the content of the clipboard,

ok | about | | click the [EDIT picture] button. A new dialog is prompted.
The[HQ as TXT] and [HQ as HQX] buttons serve to export
peak flow, as ASCIlI-formatted text file or HQ-EX-
formatted exchange file (WASY, 1997).
The [OK] button closes the window and quits the program.
~Display—————————— Initiadly, al discharge data of the file are plotted. To display only a part of the data
set, the desired year and month can be selected. If no month is selected, the full
Year [1381 <] year is plotted.
Month | Jul -
The arrow buttons are used to switch between the months [<] [>] and years [<<]
[ <] < ||_>|| >» | | [>>]. If amonth is selected, [>>] shows the same month of the next year.
™ Autoscale ] ) ] i )
IS'D— If [Autoscal€] is checked, the y-axis of the plot is adjusted automatically to the data
range.
[ Logarithmic
Resel | To make alogarithmic plot of the data, activate the [Logarithmic] checkbox.
The [Reset] button restores the initial state.
B Efﬁcfien':y The linear and logarithmic efficiency scores of the whole data range are showed.
efin) [ 067 Additionally, the deviation (volume error) in [mm] between simulated and ob-
F# [lag) | 0.96 served runoff is displayed. To see detailed yearly and monthly values, click the
. IT [Table] button. These values can also be exported and saved to atext file by
Deviatior pressing the [Export] button.
T able
. If thefirst year is used to initialise the model, it may be skipped and will not be
#port considered by the efficiency calculation ([Skip first year] check box).
—Skip data
[ Skip first year
[T Skippears .. |
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Differences when using the xxxx.mit files:

Part I11, Chapter G

Hydrograph x|
-ITota\ runioff j @ ] INone j
30.0
245
g
E 150
=
Ty
0o
19810101 19820001 18540501 19851230
Date
—File and Gauge ~ Display i~ Efficiency i~ Flood statistic: e
ID'\siaun\lnnls\spacktast mit _I ear |<aII> 'I ] i
- R (log) I 2 MHQ | e
01.01.1981 - | 31121385 Daily Step Month |<a||> ‘I Simulated values
I I Deviatior l— QS[HQ] I_ S
IDlschmaf’D\schmabach I 43340 ke o "o I_ RO s s
I~ Autoscals Observed values 3.3330037
— Command; 30 E=paort sHA)
Visuslize>> | SNAP Picturs|  EDIT Picture I Logaithmic — Skip data Thesod | | =] i ouu """""""""
Expart Data | HE as THT I HE as HEX I Fleset | ¥ Skip first pear SO 3 5
Abaut | I Skip pears Count I X
@ If an xxxx.mit file is plotted, the marked area is not used and remains empty.
-I T okal runoff j [ | ISurface unoff -
F
Irterflon
H B i B Tatal bazeflow i
—_—------- A b SRl it S Total runaff A
I L. e T S ] Shiow water equivalent [
. . | . Interception storage I ¢
- rI ““““ [l ittt Ml [ Plant available zoil moizture storage e
. . . . 1| Runaff generation starage [unzaturated zone) M
'I'l ! | ! { Funoff generation storage [zaturated zone] hatl |
1 1 I 1 1 1 1 1

The drop-down menus on the top allow the selection of different parameters from the model output. Two
parameters may be chosen to be plotted in blue and green. The following parameters are available:

- P-UK: Interpolated precipitation [mm d*]

- P-KOR: Adjusted - Interpolated Precipitation [mm d]
- P-SME: Snowmelt [mm d]

- EPOT: Potential evapotranspiration [mm d']

- EREA: Actual evapotranspiration [mm d™]

- El: Interception evaporation / Snow evaporation [mm d]
- EB: Transpiration / Soil evaporation [mm d]

- RO: Surface runoff [mm d']

- R1: Interflow [mm d']

- R2: Total baseflow [mm d™]

- RGES: Total runoff [mm d]
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- SSNO: Snow water equivalent [mm]

- Sl Interception storage [mm]

- SSM: Plant available soil moisture storage [mm]

- SUZ: Runoff generation storage (unsaturated zone) [mm]
- SLZ: Runoff generation storage (saturated zone) [mm]
- BIL: Balance from previous time step [mm d-1] [mm]
- GLAC: Icemelt [mm d]

- RG1: Fast response baseflow [mm d™]

- RG2: Slow response baseflow [mm d™]

- RG3: Third component baseflow [mm d]

- DIFGA: Input to DIFGA [mm d!]

* mit file: Header and columns 1-14

YYYY MM DD P-uk  P-kor P-SME EPOT EREA EI EB RO R1L R2 RGES
1983 1 1 O 0 0 0.259 0.085 O 0.085 0 0.05 12.6 12.65
1983 1 2 1.593 1.916 O 0.55 0.235 0.114 0.121 O 0 12.48 12.48
1983 1 3 5.714 6.484 1.641 0.003 0.003 0.002 0.001 O 0.1 12.37 12.47
1983 1 4 4.678 5.847 0.844 0.033 0.033 0.029 0.004 O 0.21 12.28 12.49
1983 1 5 17.804 21.259 7.491 0.147 0.147 0.142 0.004 0.06 1.62 12.19 13.87
1983 1 6 O 0 4.561 0.217 0.164 0.128 0.035 O 2.72 12.13 14.85
1983 1 7 4.324 5.088 0.517 0.234 0.227 0.214 0.013 O 2.34 12.07 14.42
1983 1 8 0.791 0.97 O 0.044 0.044 0.044 O 0 1.14 12.01 13.15
1983 1 9 O 0 0.001 O 0 0 0 0 0.39 11.94 12.33
* mit file: Columns 15-25

S-SNO SI  SSM SUZ SLZ BIL GLAC RGL RG2 RG3 DIFGA

0 0 6.83 0.17 1304.99 O 0 0.02 12.58 0 O

1.34 0.37 6.71 0.17 1292.51 0.08 O 0.02 12.46 0 0.53

5.95 0.42 6.79 1.12 1280.7 0.11 O 0.03 12.34 0 1.76

10.37 0.42 6.82 1.32 1269.39 0.01 O 0.06 12.22 0 1.42

20.9 0.5 6.87 8.41 1258.56 0.32 O 0.09 12.11 0 10.35

16.34 0.37 6.85 8.03 1248.36 0.27 O 0.14 11.99 0 4.84

20.52 0.42 6.85 4.6 1238.24 -0.22 O 0.2 11.88 0 0.72

21.49 0.42 6.85 2.01 1227.85 -0.23 O 0.25 11.76 0 0.01

21.5 0.42 6.85 0.47 1217.15 -0.09 O 0.29 11.65 0 O
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G.5 Capturing and saving images

In connection with the freeware picture viewer Irfanview (http://www.irfanview.com/), HY DROGRAPH
alows the capturing, viewing and printing of screenshots for the displayed hydrograph. To load a screenshot
of the main dialog in the clipboard, click the [Snap picture] button. To subsequently edit the content of the
clipboard, click the [Edit picture] button. A new dialog is prompted.

SNAP PICTURE Usage:
Save options
Name [snapped Tope [EN | At first use, link the SNAP PICTURE plug-in with Irfan-
Fath |c:\h_l,ldroeth\wintools\hydroglaph 9 J ViaN [V|aNer Pdh] (0)
Yiewer Path o . . .
FE hydosthiar Ve v ere” | To export the content of the clipboard to Irfanview, click
. - © [OPEN IN VIEWER] (8).
Crop picture @ o Resize
% [ = peFz ||| Fector [100 To save the content of the clipboard as a file, select a path
v [0 = S e s Picture where the pictures will be stored and provide a name for

(2 Y ppp— the picture (®). Select then the type of the picture you want
© = @ | = | to save (choose between JPG, GIF, BMP, PCX, PNG,
bt TIFF formatting). Then click the [Save as Picture] button

Cancel (e) '

4 1990 =
- To print the content of the clipboard to the default printer,
click [PRINT] (@).

Editing options:

You may resize the picture stored in the clipboard by changing the resize factor field (@). Factors between
0.1 and 5 are recommended.

To cut undesired portions from the screenshot stored in the clipboard, you may specify the extent (in pixels)
of the picture portion you would like to view in Irfanview or save as a picture (®). Select the X and Y pixels
where the cropping of the picture has to start (e.g. X=20 pixels, Y=30 pixels) and the width (W) and height
(H) of the portion of the picture you want to crop.
Example: Original Dimension of the Picture: 1014x680 pixels.

Start crop from X=20 and Y =30 pixels, for awidth of 990 and height of 420 pixels.

The final picture will contain the pixel range X=[20, 1010] and Y =[30, 450].
The current settings of the crop option (@) are stored automatically in an initialisation file. Two different

settings may be saved. The first default setting is loaded and updated when the [DEF 1] button is activated.
The second default setting is loaded and updated when the [DEF 2] button is activated ©.
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H WINGRID: Visualisation of grid raster files

H.1 Introduction

The management of digital representations of spatially distributed physiogeographical information is an im-
portant requirement for the development, parameterisation and initialisation of spatially distributed hydro-
logical models such as PREVAH. The grid raster files involved in modelling and preprocessing are stored in
a specific format (see below). While it may also be processed with commercia GIS software after conver-
sion to a suitable import format, WINGRID is intended for quick display and rudimentary editing of
PREVAH raster data.

H.2 Binary format

The PREVAH modelling system uses a straight-forward binary grid format. It is structured similarly to the
widespread ASCII-format (see below). All values are stored in single precision (4 bytes in most computer
systems, 6...7 digits precision). Records 1 to 6 correspond to the data of the ASCII format, followed by 6
additional records describing the grid statistics:
Records 1...6:

Grid header with number of columns and rows

Co-ordinates of the lower left corner

Cell size

NoDatavalue

Records 7...12:
Count of valid cells (without NoData-val ues)
Minimum value of al valid grid cells
Maximum value of all valid grid cells
Sum of all valid grid cells
Mean value of al valid grid cells
Standard deviation of al valid grid cells

Following this header, all cells of the grid are listed from the top left cell to the lower right cell in a row by
row order.

In order to exchange grids between different computer platforms and transfer grids to other software, e.qg.
with Arcinfo, an ASCII-format is required. The tool GRIDMATH (see particular documentation) is available
for converting the various formats. ASCII-formats can be exchanged between different systems using e.g. ftp-
programs with an automatic conversion of carriage returng/line feeds. To exchange binary data, they first
have to be converted into ASCII-data, subsequently the exchange can be completed and then a re-converting
on the target platform should be performed.
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An ASClI-formatted file will look as follows when opened in atext editor:

ncol s 7

nr ows 12

xI | corner 680500

yl | corner 222200

cel | si ze 2000

NoData_val ue - 9999

- 9999 - 9999 -9999 -9999 - 9999 - 9999 - 9999
- 9999 - 9999 -9999 -9999 - 9999 - 9999 - 9999
- 9999 - 9999 586 559 595 601 585
584 - 9999 -9999 -9999 - 9999 - 9999 - 9999
- 9999 449 -9999 -9999 454 511 551

- 9999 561 529 509 498 487 499
521 523 523 534 - 9999 - 9999 - 9999
- 9999 - 9999 -9999 -9999 - 9999 - 9999 - 9999
- 9999 - 9999 -9999 -9999 - 9999 345 234
567 453 456 478 789 576 482
123 - 9999 1252 1211 876 564 825

- 9999 - 9999 234 1246 - 9999 - 9999 - 9999

H.3 Basic features

WINGRID isused for:

- Displaying grids in the binary format used by the PREV AH modelling system and ASCII grid format
defined above.

- 2D and 3D visualisation.

- Editing grid cell values.

- Exporting binary grids to a standard Arcinfo ASCII grid format.
- Exporting binary gridsto IDRISI raster format.

- Capturing and managing screenshots with the freeware picture viewer Irfanview.

H.4 Start-up

Open Al After launching WINGRID, a file open dialog is
Look in: [ 55 spata RIE e o = s e prompted automatically. Choose a grid to display
e :::gg:;gk and click [Open]. If the selected file does not meet
st SZEEEZ'SET the format requirements, a warning shows the par-
r dang%.fau ticular file error, e.g.:
| dang0a.fk
Desklor & dangna.nf "
dan90a.stx File error R
Y =) dang0a.use
My D-olc::l{nants Twi::;vj'wp @ File read error: invalid header
e
My Computer
.« A void grid is displayed. By clicking [Open], the file
MFPE;[:;UIK File name: -:I.ar'wEilIla ﬂ Open | Open dla|Og |S dlq)lay&j maln and yOU ma.y Choo%
Files of type [anties 7] =l Eace] another file.
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H.5 Main dialog

The following screenshot shows the main dialog of WINGRID.

WINGRID

Grid viewer Q‘EESJ
Colurmn 598 @ Igorges_B30
S @ DiHM -
535 GES A
Walue ]—~ G IE‘
Edit e I] el
Open
N
[soiom [eaadan spowogs | |FRGiNbOW -
W [FEs R @ : B RESCRCI C
= ~ [~ Min  [0000000
160s+003 Mese [T 000
Calurmns 888 [ Invert
o [ @ o | 7 it
XL 220500 [ Deskew
L % s View 30 9
Cellsize Wﬂu Scale C/R
MNodata ’W
Valids | 538464 Gt [ Gnappicur @)
Edit picture
ol =l E=Co
- o
sev [ 38 [Citorecasting) gist3arges_630.chm 6 Digital elevation madsl 6
Legend: © Plotting area
@ Padette/ legend
© Grid domain, co-ordinates in kilometres
O Grid properties
© Basic grid statistics
© Filenameand list box of recognised grids with same file root name
@ Path of the current file
O Description of the current file (only for recognised grid extensions)
@ Navigation buttons
@ File-change buttons
@ Visualisation options
@ Point selection marker
@ Location and value of the marked grid cell
@ CGrid editor
@ View options
@ Capture screenshot
© Export grid
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H.6  Grid info and standard visualisation options

Et

UL | 720,810 UR

443945 |535.385

LL | 599950 R

Columnsl—___qg'l_E
Rows r__ﬁﬁiﬁ
wL | 443345
vlL | 593850
Cellsize r__ﬁI@E
Nodata -3333
W alids 2174865

Min 93.00
Max 234000
Mean 117271

Sum 250045952
SDew 535.77

dan30a
DHM -

L
ooo

auT

©

In the left part of the main dialog, information on the displayed grid is shown.

© The grid domain is defined by the lowest y co-ordinate (in the example 599.950
km), highest y co-ordinate (720.910 km), leftmost x co-ordinate (449.945 km) and
rightmost x co-ordinate (595.385 km). These co-ordinates are obtained from the grid
settings.

© Grid settings include: Number of rows, number of columns, lower left corner x
co-ordinate (449.945 km), lower left corner y co-ordinate (599.950 km), cell size
(0.090 km), NoData value (voids, -9999) and the number of valid grid cells (i.e. all
cells excluding NoData cells). For combining grids with PREVAH-tools (such as
GRIDMATH), it isimperative that al grids are stored in the same format, resolution
and extent (same number of columns and rows, co-ordinates, cell spacing and No-
Datavalue).

© For al valid grid elements in the displayed domain, basic grid statistics are
shown: Minimum (Min), maximum (Max), average (Mean), summation (Sum) and
standard deviation (SDev).

In the upper right part of the main dialog, the name and extension of the current file
are displayed (@). The path (@) and description (@) of the current file are shown in
the bar located in the lowermost part of the dialog (see main dialog window). In the
dropdown list box, alist of other recognised extensions may be available. These are
grid types that have the same file root name as the currently displayed file (in the
example dan90a) located in the current directory (@). The example shows that be-
sides the file dan90a.dhm, WINGRID also recognised the files dan90a.ack,
dan90a.btm, dan90a.flk, dan90a.nfk and dan90a.use. Extensions which are not rec-
ognised are not listed in this box; a list of recognised grid extensions with their cor-
responding description is provided in the Appendix.

To navigate within the displayed grid, the following options are provided (@).

To zoom in, simply click the [IN] button. To focus the zoom on a particular area of
the grid you may first move the marker (@, see further below) by double-clicking on
the part of the grid you want to zoom in. After zooming in, it is possible to move the
focus left click [L], right [R], up [U] or down [D]. To zoom out, click the [OUT]
button.

Several options are available to change to another grid file:
Click [Open] and select agrid from your file system.
Select an extension from the list-box @.

Switch to the previous [<.] or next [.>] grid with same file root name, but differ-
ent extension.

Switch to the previous [<] or next [>] grid with same extension, but different file
root name.
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:a:mw =] ~ 1C Some visualisation options are controlled by the main dialog (®!):

CMin [ 1. Change the colours of the palette @. Six standard colour ramps are implemented
- ‘:’jﬁ; (@l1): Blue—Cyan, Blue-White, Greyscale, Rainbow (Default), Red-Green and
[~ Stretch Red-White. The orientation of the ramp may be inverted by activating the [In-
:; g"ﬂffr | vert] check-box.

2. Stretch the data to full palette scale by activating the [Stretch] check-box. Data
minimum and maximum values are then used for palette minimum and maxi-

mum.
plue Tyan ' 3. Change the background colour of NoData values (@111). First activate the [Zero]
Greys check-box, then choose a colour. Select BL for black, GR for green, RD for red
AL and WT for white.
ed-Green . e .. . .
1 4. If you want to assign a specific minimum and maximum to the palette, activate

the [Min/Max] option (@1V) and enter the desired values for the minimum and
maximum. All values outside the specified range will be displayed with the
minimum (below range) or maximum (above range) colour, respectively.
5. Deskew the grid visualisation. If the option deskew is checked (default), the
Il aspect-ratio of the grid is preserved and the scaling is fitted so that the resolution
of the horizontal axisisidentical with the vertical axis. If deskew is not checked,

[ Min FRERy the grid isfitted to the full Plotting Area and the aspect-ratio is broken (different
b resolution in x and y directions)

[v Win [0.000000 Deskew checked Deskew unchecked
b 3193_unu[|v @m

631

662

i)

¥ k] ¥ [km]

H.7 Additional visualisation options

Avis2D Control Properties g| With a right-button click on the Plotti ng Area, the Array
Palette ] Camera ] Data ] Filter ] ROl k arker ] Colors ] Fants ] Vlgjallw Propertles Dlalog Ismcemi
Graph l Height Plat ] ector ] Image ] Scale ] Mizc ] Bis ] r_"m_l
Type: m Style: m I Properties <55
[ Line Smooth Line Wwidth: 1 ) . . .
 Deptheue T This alows the controlling of several additional plotting
I Show Giid PG options. The consultation of the Compaq Array Visualiser
O e documentation is advisable for understanding the meaning
I Smacth Shading Num\m[idunes: of all the available features. Y ou may also take some time

I to try al the options to understand how they work.
oK | Cancel | |

99



WINGRID Part 111, Chapter H

H.8 Grid cell options

A red marker, @ on the main Grid Viewer dialog above, is activated by default. To
move the marker, simply double-click a cell within the displayed domain. The se-

R ainbow -
L
™ zeo [ -] lected cell may be used to control the zoom-in operation (see above). Uncheck the

R marker box to deactivate the marker.

v Marker

&l Dtz In the upper left area, the attributes of the selected grid cell are displayed (@). The
Coamn | 1370 attributes consist of the column, row, x co-ordinate (in km), y co-ordinate (in km)
Fow | 7B and value of the selected grid cell.

b 573,200 . . . . ' . .

v [mies The value of the grid cell may be edited by activating the edit mode (click [Edit], &)
vabe [T3E00 and entering the new value for the grid cell in the value field. To accept the changes

applied, click the OK button [ ¥].To discard them, click the cancel button [ X].

Vaue | 176500 After accepting changes, you may still choose whether to store the changed grid

- (click the save button [®]) or to restore the origina grid (click the reload button,
Valug | 1765.00 This edit operation may prove very useful to amend a digital elevation model when

Edit the digitally derived river network differs considerably from reality. Such errors are
:|J E Q[L, common in flat parts of alandscape and if the resolution istoo low.

H.9 3D-Visualisation

The grids may also be displayed as 3-dimensional surfaces.
To switch to 3D-view, click the [View 3D] button.

View3D | View2D |
Scale C/R Scale C/R

adjust the scale of the z-axis, access the Array Visual-
iser Properties Dialog and edit the option [Scal€]. To return
to the 2D visualisation click the same button.

H.10 Axis Co-ordinates

The x and y axis labels may be displayed in kilometric co-ordinates (default) or column and row numbers,
respectively. To switch to column/row labels click the button [Scale C/R]. To change back to kilometric co-
ordinates click the same button again (now named [Scale [km]], see below).

Yiew 30 Wiew 30
Scale C/R cale [km]

H.11 Capturing and saving images

In connection with the freeware picture viewer Irfanview, WINGRID allows capturing, viewing and printing
of screenshots of the displayed grid. This has already been described in Section G.5.
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H.12 Export grids to other GIS formats

o WINGRID allowsthe conversion of binary gridsinto two standard GIS formats:
- Arclnfo ASCII grid format

IDRISI raster format

To export the grids, click the appropriate button and provide a filename in the ap-
pearing file save dialog.
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I VIEWOPTIM

.1  Program description

During an automatic calibration of WINPREVAH, the intermediate results are written to a summary file.
This output may be visualised with the program VIEWOPTIM. It shows the gradual pair-wise optimisation
process of the parameters and offers different settings to adjust the plotting to specific needs.

.2 Start-up

VIEWOPTIM is started by double-clicking the corresponding icon in the program launcher or the file vie-
woptim.exe. The following file-open dialog will be displayed:

X,

2 x|

Select optimization summary file

Loak i IE‘ tols j = ¥ El-
disnicali

Deszktop

o

My Docurments

™

by Computer

File name: I j Open

Files of type: Optirization summary files [ LOG) Cancel |
.

Select adata directory and choose the summary file to display.
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Calibration ¥isualizer x|
Linear score Logarithmic score Wolumetric score OWERALL SCORE

30 30 a0 30 @

10000
L] L] e L] L] ¥ L] L]
oA~ A0 A Denl
. ’:1 . ’3‘ . | . ’31 07500
15, 15, L] L] 15. [] L] [] L] 06250
05000
L] " 10 03750
02500
01250
[m. o. 0. o.
T 00000
10.001 h.ﬁDD &.001 10,001 h.ﬁDD &.001 100001 E.ﬁDD &.001 10,001 -1.867 b.ﬁﬁ? &.001
Line Name Min Max 9

Export

Parameter 1 [ 13 FKORF -10.0009 |15.00093 I 3 steps Summary file ID:\siaun\tools\disncali.Iog

_I About
Parameter 2 (] |14 | SNOKOR 0.000000 |30.00000 I 12 wuns Pair i" 1 LI I 144 fung totally e o

Cancel

Falette IHainbow 'l Faint size l?:ll [~ Lines I~ Steps W Maker [~ 30 I Stretch palette ok

ekl

Legend: @ Plotting area
@ File and parameter display
@ View options
® Colour paette

Plotting area

The plotting areais divided into 4 sections which show the course of different scores during calibration. The
scores are from left to right: Linear score, logarithmic score, volumetric score, and the overall score, which
combines the three preceding scores.

View options

Asaninitial setting, the data marker is placed at the end-point of the calibration process.

Calibration visualizer

Linear scare Logarithmic score Wolumetric score OVERALL SCORE
30, 30, an. 30,
L ] n L L 3 L ] L]
[ | H_A2 m_A=
. ’:1 . ’:1 . | .= ’:1
15 15, = . 15, = = = .
: = 10, |
0 0. 0. 0.
10.001 2500 5.001 10001 2500 5.001 10.001 2500 5.001 10001 667 6667

Line Mame Iiry M ax
Ezport |

Parameter 1 [+4] 13 Fr.ORF -10.0009 {15.00099 I 3 steps Sumnmary file ID:\siaun\tools\disncali.Iog

About
Parameter 2 [v'] 14 SHOKOR 0.000000 {30.00000 I 12 uns Pair i" 1 ﬂ I 144 ung totally LI
Cancel |

Faint zize l?j [~ Lines I~ Steps W Marker [~ 2D ™ Stietch palette “

Different of colour palettes may be chosen. On the right side of the main window, the corresponding
colour palette is shown with the assigned values.

Palette

Greyscale inverh a

Red-Green
Red-white
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Calibration visualizer x|
Linear score Logarithmic score Wolumetric score OWERALL SCORE
0 a0 an a0
10000
03750
|E B O A | 07500
15 15 15 it
05000
H B 0 03750
02500
01250
o. o. 0. o. | R
10.001 h.ﬁDD &.001 10.001 h.ﬁDD 5.001 100001 5.500 &.001 10,001 -1.867 h.ﬁﬁ? &.001
Line Name Min ax oo |
Parameter 1 [ 13 PKORF -10.0009 |15.000939 I 3 steps Summary file ID:\siaun\tools\disncali.Iog _I
About
Paameter2(v) [14] SNOKOR [000D0DD[30D0000 [ 12 wns  Pai <7 | [T s totaly [
————— Cancel |
Palette IHainbow 'l Paint size |15 ::ID [~ Lines I~ Steps W Maker [~ 30 [ Stretch paletts
e~ ————
The point size may be varied from 1 to 20, the initial valueis5.
Calibration visualizer x|
Linear scare Logarithmic scare olumetric score OVERALL SCORE
30. a0. a0, a0.
10000
0270
= 07500
15t | 15 | e 06250
05000
0] 03750
| 02500
01250
0 l L l T T T T 0.noon
10.001 5.500 &.001 10,001 5.500 &.001 100001 k.ﬁDD &.001 10,001 -1.867 h.ﬁﬁ? &.001
Line Name Min Max ot |
Parameter 1 [+4] 13 Fr.ORF -10.0009 {15.00099 I 3 steps Summary file | D:tsiauntoolshdisncalilog J
About
Parameter 2[v] |14 SNOKOR 0008030 | 30.00000 I 12 e Pair EI 1 LI I 144 1uns tatally LI
o~ Cancel |
Falette IHainbow 'l Faint size l?j (l7 Lines)F Steps [ Marker [~ 3D [T Stetch palette oK |
SN—7

It is possible to connect the optimisation steps (points) with a line, which gives a better impression of the

optimisation process.

Calibration ¥isualizer

Linear score

Logarithmic score

30. 30,
L] L ] L] L]
L | L] L ] L ]
- L .. 5 ] ..
15, oo 15, = .
L L L] L]
0. 0.
10.001 2500 5.001 10.001 2500 5.001
Line Mame Iir bax
Parameter 1 <) | 13|  PKORF  |-10.0003 [1500033 | T |stems
Paameter2[y) [14] SNOKOR  [0000000[3000000 [ 12 wns

Wolumetric score OVERALL SCORE
30. a0.
L L ] 3 L] L]
L ] L ] L ]
=om m i, Sl
15. L ] L ] L
L] L i e L] L
0. o.
10.001 2500 5.001 0001 86T 6667
Surnrnary file ID:\siaun\tools\disncali.Iog _I
Pair < " 1 | I 144 funs totally

The steps may be coloured individually in a separate colour.
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Palette IHa\nbow 'l Faint size l?:ll ™ Lires (7 Steps} Marker [~ 3D [ Stretch palstte
v

5.001

30000
27500
25000
22500
20000
17500
15000
12500
10000

Ix

Export
About
Cancel

Ok
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Calibration ¥isualizer

Ix

Linear score Logarithmic score Wolumetric score OWERALL SCORE
—— ~ —— g ———
. ' 30000
! 27500
-los 05 235000
l KSEQ | ‘SQ 22500
TR i . BTN | 20000
W M 17500
A 13000
: . -515& --515& 12500
b T AN 3 L A0 : ionon
00001 00,001
Line Name Min Iax E |
wport
Parameter 1 [<] 13 FKORF -10.0009 |15.00099 I 3 steps Surmmary file ID:\siaun\tools\disncali.Iog
About
Parameter 2(v) |14 SMOKOR  [0.000000 [30.00000 | 12 wns Pair @ || 1 Ll | 144 s tatally Ll
P Cancel |
Palette IHa\nbow 'l Faint size l?j I Lines [ Steps [ Mark{ v 3D )I‘ Stretch palette
~—

The 3D-plot is especialy useful in combination with other settings like step colouring or lines; the 3D-plots
may be turned with help of the mouse to change the perspective.

Palette IHainbow 'I Paint size I?:II [" Lines [ Steps W Marker [ 3D @retch@

100
0AT50 a0.
07500
05250
05000
03750 15 [ ] ]
02500
0.1250
00000

Yaolumetric zcore

without stretching

-10.001 2,500 15.001

LEela Yolumetnic scaore
07329 20,
06977

06126 Mo

05275

04424
03572
02721
0.1270

stretched

-10.001 2 500 15.001

The Stretch palette option adjusts the colour palette to the actual data range.
Parameter pairs
The parameter optimisation is always completed for two parameters simultaneously. The display of parame-

ter pairs in VIEWOPTIM depends on the respective settings that were used during the calibration with
PREVAH.
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Line Mame Min fax
Parameter1(¢] 13| PRORF  [10.0009 1800089 | 3 seps  Summanyfie salgdizncalilog
Parameter 2[v] |14 SNOKOR  [0000000[3000000 [ 92 wes P 148 runs totally

Use the arrow buttons ([<<] / [>>]) to switch between the different parameter pairs.

Values which PREVAH protocols during calibration

The automatic calibration of WINPREVAH generates an optimisation summary file which shows the pair-
wise optimisation process of the parameters. This output can be visualised using VIEWOPTIM as described
above.

Log file of a calibration as interpreted by VIEWOPTIM

| TER STEP RUN LINE1 LINE2 PARL PAR2 ALI N ALOG ADST ATOT
1 1 1 13 14 -.1667E+01 0. 1000E+02 0.452 0.475 0.187 0.322
1 1 2 13 14 -.1667E+01 0. 2000E+02 0.449 0.482 0.603 0.516
1 1 3 13 14 0. 6667E+01 0. 1000E+02 0.452 0.481 0.393 0.436
1 1 4 13 14 0. 6667E+01 0. 2000E+02 0.444 0.486 0.841 0.589
1 2 1 13 14 0. 3889E+01 0.1667E+02 0.450 0.484 0.611 0.520
1 2 2 13 14 0. 3889E+01 0.2333E+02 0.441 0.486 0.859 0.593
1 2 3 13 14 0. 9444E+01 0.1667E+02 0.446 0.486 0.781 0.573
1 2 4 13 14 0. 9444E+01 0.2333E+02 0.434 0.488 0.814 0.578
1 3 1 13 14 0. 2037E+01 0.2111E+02 0.446 0.485 0.769 0.569
1 3 2 13 14 0. 2037E+01 0. 2556E+02 0.438 0.486 0.868 0.594
1 3 3 13 14 0. 5741E+01 0.2111E+02 0.443 0.486 0.847 0.590
1 & 4 13 14 0. 5741E+01 0. 2556E+02 0.433 0.487 0.807 0.576
2 1 1 15 16 - . 3333E+00 0. 5000E+00 0.443 0.488 0.861 0.595
2 1 2 15 16 -. 3333E+00 0. 1000E+01 0.444 0.489 0.879 0.601
2 1 3 15 16 0. 3333E+00 0. 5000E+00 0.436 0.484 0.843 0.586
10 1 4 38 39 0. 2833E+01 0.2167E-03 0.442 0.495 0.983 0.630
10 2 1 38 39 0. 2444E+01 0.1889E-03 0.442 0.495 0.977 0.628
10 2 2 38 39 0. 2444E+01 0.2444E-03 0.442 0.495 0.981 0.629
10 2 3 38 39 0. 3222E+01 0.1889E-03 0.442 0.496 0.985 0.630
10 2 4 38 39 0. 3222E+01 0.2444E-03 0.443 0.496 0.987 0.631

In more detail, a log file (*.log), written by the automatic calibration routine, serves as input for
VIEWOPTIM. The file's contents are as follows: The first column shows the iteration number. For every
parameter pair, an iteration takes place. Each iteration consists of several steps (second column), the number
of steps may differ between each iteration completed. The steps again consist of several model runs (third
column). The number of runs may vary from iteration to iteration, but not between the steps and iteration.
Columns four and five identify the two parameters that constitute the parameter pair through their respective
line number in the PREVAH control file. PARL and PAR2 show the actual parameter values for every run.
ALIN represents the linear, ALOG the logarithmic efficiency score, ADST is the volume score and ATOT
the combined overall score.

A short version of thisfile (*.best) logs only the best run (i.e. the one with the highest total score, see Chap-
ter 6.3.2in Part Il of the PREVAH documentation) of each step within an iteration.

Table: Best file (*.best), as a summary to the optimisation logging file (*.1og)

Syntax
ITER STEP  RUN LINEL LINE2 PARL PARZ  ALIN ALOG ADST  ATOT
1 1 4 13 14 0. 6667E+01 0.2000E+02 0.444 0.486 0.841 0.589
1 2 2 13 14 0. 3889E+01 0.2333E+02 0.441 0.486 0.859 0.593
1 3 2 13 14 0. 2037E+01 0. 2556E+02 0.438 0.486 0.868 0.594
2 1 2 15 16 - 3333E+00 0.1000E+01 0.444 0.489 0.879 0.601
10 1 4 38 39 0. 2833E+01 0.2167E-03 0.442 0.495 0.983 0.630
10 2 4 38 39 0. 3222E+01 0.2444E-03 0.443 0.496 0. 987 O.631
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Appendix

Part [11

Topographical analysis output.

Box to be Checked

[Curvature]
[Flow Correction]
[Flow Correction]
[Flow Correction]
[Flow Correction]
[Flow Correction]
[Flow Correction]
[Flow Separation]
[Flow Times]
[Flow Times]
[Flow Times]
[Horizont]
[Plancurvature]
[Profilcurvature]
[River Network]
[River Order]
[River Order]
Default

Default

Default

Default

Default

Extension

.cur
.ack
.dhk
flk
.nuk
.ork
.sin
it
.dep
fzt
wit
.hor
.plc
.prc
din
.num
.ord
.acc
.dhm
.exp
fld
dp

Explanation

Curvature

Corrected flow accumulation
Corrected elevation model
Corrected flow direction
Corrected river order
Corrected river number
Sinks

Mouths of ## order
Stream depth

Flow times

Stream width

Horizon

Plancurvature
Profilcurvature

Stream network

River number

River order

Flow accumulation
Digital elevation model
Aspect

Flow direction

Slope
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Recognised grid extensions.

ABB Soil-topographic index LN5 5th order streams

ABK Soil-topographic index, classified LNK Routing network

ACC Flow accumulation M01 1st order stream pour point
ACK Flow accumulation, corrected MO02 2nd order stream pour point
ART Sail type MO03 3rd order stream pour point
ATB Hydraulic-topographic index MO04 4th order stream pour point
ATK H.-topographic index, classified MO05 5th order stream pour point
AZM Help grid for aspect averaging MEZ Meteo zones

BIN Binary grid (generic) NAS Nutrients content

BOS Soil moisture storage NFK Soil water storage, classified

BT Soil depth, classified NUK Stream numbering, corrected
BTK Sail depth [m] NUM Stream numbering

DEP Stream depth ORD Stream order

DHK DEM with filled sinks ORK Stream order, corrected

DHM Digital elevation model PAT Soil type, classified

EO1 1st order catchments PFC Soil water storage capacity [%]
EO2 2nd order catchments PHK Altitude, classified

EO3 3rd order catchments PRC Precipitation

EO4 4th order catchments PUR Pour points

EO05 5th order catchments PUS Land use, classified

ETP Potential evapotranspiration RGS Total runoff

ETR Actual evapotranspiration SCS Snow storage

EXK Aspect, classified SID Cell IDs

EXP Aspect [°] SIN Sinks

EZG Catchment SKE Portion of stones, classified

FLD Flow direction SLK Slope, classified

FLK Flow direction, corrected SLP Slope[°]

FZS Flow time sums SWA Melt water runoff

FZT Flow times TRP Transpiration

GEO Geotopes USE Land use

GLM Glacier morphology WIT Stream width

GWL Glacier equilibrium line altitude ZS1 1% order streams flow time sums
HGL Hydrogeology YASYA 2" order streams flow time sums
HRU HRU codes ZS3 3 order streams flow time sums
IDH Identifier of the HRUs ZHA 4" order streams flow time sums
INS Interception storage ZS5 5" order streams flow time sums
K Hydraulic conductivity, classified

KMS Hydraulic conductivity [m s¥]

KWT Hydraulic conductivity [mm h™]

LIN Stream network

LN1 1% order streams

LN2 2" order streams

LN3 3 order streams

LN4 4" order streams
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