Radiocarbon in the Land and Ocean Components of the Community Earth System Model

Tobias Frischknecht1,2, Altug Ekici1,2, and Fortunat Joos1,2

1Climate and Environmental Physics, Physics Institute, University of Bern, Bern, Switzerland, 2Oeschger Centre for Climate Change Research, University of Bern, Bern, Switzerland

Abstract
Large amounts of the carbon-isotope 14C, entering Earth's carbon cycle, were produced in the atmosphere by atomic bomb tests in the 1950s and 1960s. Here, we forced the ocean and land components of the Community Earth System Model with atmospheric 14CO2 over the historical period to constrain overturning time scales and fluxes. The uptake of bomb 14C by the land model is lower than observation-based estimates. This mismatch is likely linked to too-low 14C uptake by vegetation as the model overestimates 14C/12C ratios of modern soils. This suggests model biases in forest productivity or wood carbon allocation and turnover, and, in turn, a bias in the forest sink of anthropogenic carbon. The ocean model matches the observation-based global bomb 14C inventories when applying the quadratic relationship between gas transfer piston velocity and wind speed of Wanninkhof (2014), https://doi.org/10.4319/lom.2014.12.351 and the wind products from Large and Yeager or the Japanese Reanalysis Project. Simulated natural radiocarbon ages in the deep ocean are many centuries older than data-based estimates, indicating too slow deep ocean ventilation. The sluggish circulation causes large biases in biogeochemical tracers and implies a delayed deep ocean uptake of heat and carbon in global warming projections. Our study suggests that 14C observations are key to constrain carbon fluxes and transport timescales for improved representations of land and ocean biogeochemical cycles and Earth system model projections.

1. Introduction
Radiocarbon (14C) is produced naturally in the upper atmosphere by cosmic rays (Masarik & Beer, 2009). In addition, large amounts of 14C were injected into the stratosphere as a byproduct of nuclear bomb tests in the 1950s and 1960s (Enting, 1982). Natural and bomb-produced 14C is quickly oxidized to 14CO2 and becomes part of the Earth's carbon cycle (Siegenthaler, 1989). 14C, unlike the stable 12C and 13C isotopes, decays radioactively with a mean half-life of 5,700 years (Bé et al., 2013). The decay rate serves as a clock once carbon is isolated from the atmosphere. Radioactive decay is too slow to have noticeably affected bomb 14C up to now and bomb 14C is, similar to anthropogenic CO2, conserved and redistributed among atmosphere, ocean, and land biosphere. On the other hand, carbon in the deep ocean and soils is depleted in natural 14C with respect to atmospheric carbon because of radioactive decay (Oeschger et al., 1975; Revelle & Suess, 1957). The slower the carbon exchange with the atmosphere the larger the depletion. Observations of the transient, pulse-like bomb 14C signal and the natural 14C/12C ratio provide therefore constraints on the uncertain time scales of exchange of carbon and other tracers between and within different Earth system components. These constraints are important as correctly representing the overturning time scales (Bolin & Rodhe, 1973) and exchange fluxes of carbon, heat, and other tracers is a prerequisite to reliably model biogeochemical cycles and project the fate of anthropogenic CO2 and global warming.

The specific goal of this study is to evaluate the representation of carbon fluxes and transport time scales in the ocean and land components of the Community Earth System Model (CESM) with 14C observations. The Earth system budget of bomb 14C is established by comparing bomb 14C production statistics and inventory changes in the atmosphere, ocean, and land biosphere. The purpose is to identify model biases in transport timescales and fluxes to stimulate further model development for improved representations of tracer transport and Earth system projections.

The 14C variations of the recent past and the modern distribution of 14C in the Earth system are documented by compilations from various climate archives such as tree rings and corals (Dentith et al., 2019; Druffel, 2002; Grottoli & Eakin, 2007; Reimer et al., 2020), and modern sampling in the atmosphere, ocean, and land biosphere (Lawrence et al., 2020; He et al., 2016; Key et al., 2004; Levin et al., 2010; Shi et al., 2020; Turnbull et al., 2017).
Atmospheric $^{14}$C/$^{12}$C varied relatively little over the past few millennia before the first nuclear bombs detonated (Hogg et al., 2020; Reimer et al., 2020). The tropospheric $^{14}$C/$^{12}$C ratio almost doubled within a decade before a nuclear test ban treaty was set in place in 1963 (Naegler & Levin, 2009a). Thereafter, tropospheric $^{14}$C/$^{12}$C ratio and the $^{14}$C inventory of the atmosphere declined due to continued bomb $^{14}$C uptake by the ocean and land biosphere (Broecker et al., 1985; Lawrence et al., 2020; He et al., 2016; Hesshaimer et al., 1994; Joos, 1994). The emissions of $^{14}$C-free fossil CO$_2$ forced an additional negative trend in atmospheric $^{14}$C/$^{12}$C (Graven, 2015; Naegler & Levin, 2006; Suess, 1955). Small anthropogenic $^{14}$C sources stem from the nuclear power industry (Graven & Gruber, 2011; Zazzeri et al., 2018). For convenience, the terms “bomb” and “excess” are used interchangeably in this manuscript to describe the changes in $^{14}$C/$^{12}$C and $^{14}$C inventories due to all processes, including natural variability, since 1945.

Measurements documenting bomb $^{14}$C in vegetation and soils are relatively scarce and do not permit to directly establish the bomb $^{14}$C inventory of the global land biosphere. Naegler and Levin (2009a) estimated the bomb $^{14}$C evolution in the land biosphere by the difference between total $^{14}$C production estimated from bomb-test statistics, the observed change in the atmospheric inventory and the observation-constrained uptake by the ocean. Naegler and Levin (2009b) used their bomb inventory reconstruction in combination with a three-box land biosphere model to estimate global net primary productivity (NPP) to 41–64 GtC yr$^{-1}$. The representation of NPP and carbon turnover time scales is essential to simulate the terrestrial sink of anthropogenic carbon (Thompson et al., 1996). The global observational constraint of Naegler and Levin (2009a) has, however, not yet been applied by others to evaluate NPP and carbon allocation and turnover of spatially resolved state-of-the-art terrestrial models.

For comparison with observations and improved process understanding, $^{14}$C has been implemented in box models (Broecker et al., 1985; Naegler & Levin, 2006; Oeschger et al., 1975; Siegenthaler & Joos, 1992), dynamic ocean circulation models (Jahn et al., 2015; Matsumoto et al., 2004; Mouchet, 2013; Rodgers et al., 2004; Toggweiler et al., 1989), spatially resolved land biosphere models (Koven et al., 2013; Randerson et al., 2002; Roth & Joos, 2013), and atmospheric transport (Braziunas et al., 1995; Krakauer et al., 2006; Randerson et al., 2002; Rodgers et al., 2011) and transport-chemical models (Kanu et al., 2016). The ocean modeling community and the Coupled Climate-Carbon Cycle Model Intercomparison Project established protocols to simulate the uptake and distribution of natural and bomb $^{14}$C (Jones et al., 2016; Orr et al., 1999, 2017) for the evaluation of transport time scales and water mass age (Khatiwala et al., 2012).

While many studies are addressing $^{14}$C in dynamic ocean models, $^{14}$C simulations with spatially resolved land biosphere models are scarce and simulations with state-of-the-art Earth System Models addressing the budget of bomb $^{14}$C and air-sea and air-land fluxes are missing. Thus far, the models participating in the Coupled Model Intercomparison Project (Eyring et al., 2016), which are used for carbon cycle and climate projections in the assessments of the Intergovernmental Panel on Climate Change, have generally not been evaluated against $^{14}$C observations. This offers the opportunity to confront these models with the rich set of $^{14}$C observations toward improving the representation of tracer transport timescales and biogeochemical cycles and projections of heat and carbon uptake by ocean and land, ocean acidification and deoxygenation, sea-level rise, and global warming.

Recently, carbon isotopes were added to the marine (Jahn et al., 2015) and land biosphere components (Keller et al., 2017; Koven et al., 2013; Oleson et al., 2013) of the CESM. Shi et al. (2020) compared $\Delta^{14}$C of soil carbon as simulated with the Community Land Model, version 5 (CLM5) with their soil $\Delta^{14}$C data and document younger soil ages in the CLM5 than measured. Jahn et al. (2015) applied the Parallel Ocean Model version 2 (POP2) with 3° horizontal resolution and find the oceanic $^{14}$C bomb uptake to be reasonably well simulated compared to observations. Here, we build on this earlier work and present results from $^{14}$C-enabled simulations with the standard version of POP2 with a nominal horizontal resolution of 1° and with CLM5 for the preindustrial state and the historical period. POP2 (Danabasoglu et al., 2012, 2020) and CLM5 (Lawrence et al., 2019; Kennedy et al., 2019; Lombardozi et al., 2020) are standard components of CESM version 2 (Danabasoglu et al., 2020; Hurrell et al., 2013) and are used here in a so-called stand-alone mode driven by atmospheric forcing data. POP2 simulations over the historical period are performed with two wind products, the Large and Yeager Normal Year Forcing (NYF, Large and Yeager (2009)) and the Japanese Reanalysis project (JRA-55, Kobayashi et al. (2015)) data, to investigate the sensitivity of results to the wind forcing and to evaluate the piston velocity parameterization for specific wind products against observational bomb $^{14}$C data.
We analyze the bomb $^{14}$C budgets of the Earth, the ocean, and the land biosphere to evaluate the land and ocean components of CESM2. The modeled evolution of the bomb $^{14}$C inventory of the land biosphere is compared with the observational estimate of Naegler and Levin (2009a). We further compare estimates of the global ocean bomb $^{14}$C inventory established from marine measurements, the temporal evolution of surface ocean $^{14}$C/C during the bomb period as recorded by corals and bivalves, and the gridded bomb $^{14}$C/C data from the Global Ocean Data Analysis Project (GLODAP) with model results. The observed changes in the atmospheric bomb $^{14}$C inventory and the bomb $^{14}$C production record allow us to estimate whether the combined bomb $^{14}$C uptake by the ocean and the land biosphere models is simulated in agreement with observations. Finally, we compare modeled and measured $^{14}$C/C in the deep ocean to assess the model’s ventilation time scales and discuss related model-data biases for biogeochemical tracers. Next, we describe briefly POP2, CLM5, and the model setup; readers not interested in these sections may directly continue with Section 2.4.

2. Methods

2.1. Ocean Model: POP2/MARBL

POP2 is run on the standard model grid with 60 vertical layers and a horizontal resolution of about 1° and finer resolution around the equator. The marine biogeochemical cycle is based on the Biogeochemical Elemental Cycling (BEC) model (Moore et al., 2002, 2004) and handled by the Marine Biogeochemistry Library (MARBL). It represents the cycling of carbon, the carbon isotopes $^{13}$C and $^{14}$C, nitrogen, phosphorus, iron, silica, oxygen, and alkalinity. Carbon isotopes are exchanged between the seven tracers: dissolved inorganic carbon (DIC), dissolved organic carbon (DOC), calcium carbonate (CaCO$_3$), and three different phytoplankton (small phytoplankton, diatoms, and diazotrophs) and one zooplankton pool.

The net air-to-sea gas flux of CO$_2$, $F_{u,a,net}$, is modeled as the product of the piston velocity and the difference between the saturation, $C_{sat}$, and surface water, $C_s$, concentration of dissolved CO$_2$ following Wanninkhof (2014):

$$F_{u,a,net} = (1 - a_{ice}) \cdot a \cdot u_{10}^2 \cdot \left( \frac{660}{Sc_{CO_2}} \right)^{0.5} \cdot (C_{sat} - C_s) = k \cdot (C_{sat} - C_s) \quad (1)$$

$a_{ice}$ is the fraction of a grid cell covered by ice, $a$ is a scaling factor, $u_{10}$ is the wind speed at 10 m above sea level, and $Sc_{CO_2}$ the Schmidt number of CO$_2$, and $k$ the piston velocity with respect to the liquid phase. A similar approach is used for computing the air-to-sea gas fluxes of the isotopes of CO$_2$. The scaling factor $a$ is set to 0.251 cm hr$^{-1}$ (m s$^{-1}$)$^2$ as in Wanninkhof (2014), substantially lower than the value of 0.31 cm hr$^{-1}$ (m s$^{-1}$)$^2$ assumed by Jahn et al. (2015). This downward revision of the piston velocity is broadly in agreement with earlier re-assessment of the bomb-produced radiocarbon distribution within the ocean (Müller et al., 2008; Peacock, 2004; Sweeney et al., 2007). The value of $a$ is tied to the applied wind product and its use with other wind products may lead to different air-sea fluxes and, in turn, bomb $^{14}$C inventory and $^{14}$C/C values. The global mean piston velocity normalized to a Schmidt number of 660 is 15.7 cm hr$^{-1}$ for NYF and 17.0 cm hr$^{-1}$ for the JRA-55 product evaluated over the entire ocean, including ice-covered areas. These values are within the lower range of the estimate by Naegler (2009). Wind speeds and piston velocities from NYF are, compared to JRA-55, much lower over ice-covered regions and generally higher in mid-latitude areas and the northern North Atlantic (Figure A1).

$^{14}$C is, as $^{13}$C and carbon, cycled between all carbon pools. Fractionation of $^{13}$C versus $^{12}$C is implemented, as described by Jahn et al. (2015), following Zhang et al. (1995) for air-sea gas exchange and following Laws et al. (1995) for photosynthesis. Fractionation for $^{14}$C is twice as large as for $^{13}$C. Besides, a so-called “abiotic” $^{14}$C tracer is implemented in POP2 (Jahn et al., 2015). Abiotic $^{14}$C does not cycle through the organic matter pools and the fractionation factors for air-sea gas exchange fluxes are set to unity. The abiotic implementation is a simplification, but requires much less computing resources than the biotic implementation. $^{14}$C decays in POP2 with a half-life of 5,730 years. We note that the value of the half-life has recently been updated based on new measurements to 5,700 years (Bé et al., 2013; Orr et al., 2017) but this small revision has not yet been implemented in CESM. The standard ratios for $^{13}$C/$^{12}$C and $^{14}$C/$^{12}$C are set to unity in the POP2 model. Model units are converted by applying the standard $^{14}$C/$^{12}$C ratio of 1.176·10$^{-12}$ for the computation of $^{14}$C inventories.
2.2. Land Model: CLM5.0

CLM5.0 represents terrestrial carbon and nitrogen dynamics and features various vegetation, litter, and soil organic matter pools (Oleson et al., 2013). Each grid cell is covered by different land-use classes. Each class has its own set of plant functional types (PFTs) and soil columns. Vegetation is described by 15 different PFTs which either follow the C3 or C4 photosynthesis pathway. Twenty carbon (C) pools per PFT store C in vegetation. Decomposition of fresh litter material into progressively more recalcitrant forms of soil organic matter is formulated as a cascade of transformations between decomposing coarse woody debris, three litter, and three soil organic matter pools. These pools are vertically resolved by 10 layers over a depth of 3.8 m. Unlike in POP2, 14C fractionation is not explicitly considered and CLM carries fractionation-corrected 14C. The 14C/C standard ratio is set to 10−12 in CLM5.0. Model results in gram-14C are converted with 1.176·14/12.011 = 1.3707 to compute 14C inventories with 1.176 representing the ratio between the real and the model standard ratio, and 14 and 12,011 g/mol the molar mass of 14C and C, respectively. 14C decays in CLM5.0 with a half-life of 5,730 years.

2.3. Setup of Simulations

Eight simulations were performed. These include a spin-up (SPIN), a simulation over the historical period 1850 to 2015 (HIST) and an associated 165-year control run (CTRL) for both the land biosphere (LN) and the ocean-sea ice components (OC) with NYF. In addition, POP2 was run with an alternative climate forcing (JRA-55) over the historical period and in a corresponding control.

In the code provided by the National Centre for Atmospheric Research (NCAR), atmospheric 14C boundary values are read from input files. However, atmospheric boundary values are expected in units of δ14C which is set to 0.7°C over the period 1958 to 2015, mainly realized after 1989. As starting points in our setup, the compset in POP2 is the JRA-55 data for the post-1958 period. The global mean surface air temperature in JRA-55 varies around 37‰ (2·(δ13C −284.7 ppm), δ13C (−6.61‰), and Δ13C; prescribed atmospheric Δ14C is distinguished between three latitudinal bands (>30°N: −2.3‰; 30°S–30°N: −4.0‰; and <30°S: −5.8‰) following Graven et al. (2017). The historical period simulation is forced with prescribed, transient atmospheric CO2, δ13C, and Δ13C following Meinshausen et al. (2017) and Graven et al. (2017).

In the code provided by the National Centre for Atmospheric Research (NCAR), atmospheric 14C boundary values are read from input files. However, atmospheric boundary values are expected in units of δ13C for the 14C tracer in POP2, whereas atmospheric boundary values are expected in units of Δ13C for the abiotic 14C tracer in POP2 and CLM5. We revised the code to account for this difference between δ13C and Δ13C; the difference is around 37‰ (2·(δ13C + 25)≈2· (−6.6 + 25)) for preindustrial conditions.

CLM5 was forced with climate data from the Global Soil Wetness Project (Dirmeyer et al., 2006) which provides data from 1901 onwards. Spin-up (SPIN_LN), control simulation (CTRL_LN), and the first 50 years of the historical period simulation (HIST_LN) were forced by repeatedly prescribing the data for the period 1901 to 1920. The data for 1901 to 2015 were prescribed for the same period in HIST_LN. Land use is prescribed following the Land Use Harmonized version 2 data set (Hurt et al., 2020). The specific setups, that is, the “compsets” provided by NCAR, are IHistL50BgcCrop for SPIN_LN and CTRL_LN and IHistL50BgcCrop for HIST_LN.

POP2 was coupled to data models as in Jahn et al. (2015). Repeated NYF (Large and Yeager (2009)) from the Coordinated Ocean Research Experiments (CORE.v2) is applied during simulation experiments SPIN_OC, CTRL_OC, and HIST_OC; NYF was also used by Jahn et al. (2015) and by the Ocean Model Intercomparison Project (Griffies et al., 2016). The low salinity bias in the subtropical-polar frontal zone simulated by the coupled CESM (Terhaar et al., 2021) is not present in our POP2 simulations; the mean salinity in the area south of 35°S is 0.08 g/kg higher in POP2 than deduced from the World Ocean Atlas. Climate data from the Japanese Reanalysis project (JRA-55, Kobayashi et al. (2015)) were used in a sensitivity simulation over the historical period (HIST_OC_JRA) and a corresponding control run (CTRL_OC_JRA); JRA-55 forcing was applied by some ocean models in the analyses of the Global Carbon Project (Friedlingstein et al., 2020). NYF data are repeated annually. The JRA-55 data cover the period from 1958 onwards. The JRA-55 data capture the influence of global warming while allowing us to prescribe a relatively constant climate in CTRL_OC_JRA and for the pre-1958 period in HIST_OC_JRA. Specifically, the first 20 years of JRA-55 (1958–1977) are applied repeatedly in the simulations CTRL_OC_JRA. Similarly, the first 20 years of JRA-55 data are applied repeatedly during the years 1850–1957 in HIST_OC_JRA, followed by the JRA-55 data for the post-1958 period. The global mean surface air temperature in JRA-55 varies within ±0.2°C in the control and the pre-1958 period of HIST_OC_JRA. This is followed by global warming of about 0.7°C over the period 1958 to 2015, mainly realized after 1989. As starting points in our setup, the compset G1850ECO was used for SPIN_OC and the compset G1850ECOIAF for CTRL_OC and for HIST_OC.
we corrected the results of the historical period simulations using control runs. Thus, all results for bomb Δ C are scaled to match an estimate of the total bomb
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test explosions by Yang et al. (2000) or Rath (1988) and cover the bomb period up to 2004. These compilations are scaled to match an estimate of the total bomb 14C inventory in the mid-1960s. The contribution of the 14C release by the nuclear industry is included in these production records. The uncertainty in cumulative production up to 1980 is estimated to be around 6 kmol 14C and the uncertainty in the stratospheric inventory to about 2–2.5 kmol 14C, with additional smaller uncertainties associated with natural 14C productivity, the release by the nuclear industry, and the tropospheric 14C inventory (Naegler & Levin, 2006, 2009a). Any difference between the Earth system inventory and the cumulative production of excess 14C represents an accumulated budget imbalance. Imbalances larger than uncertainties in the atmospheric and production data, point to a mismatch in simulated uptake of 14C from the atmosphere by POP2 and CLM5.

2.4. Establishing the Global Budget of Excess 14C

The transient evolution in the Earth system inventory of excess 14C is estimated from the sum of the land and ocean excess 14C inventories simulated by CLM5 and POP2 plus the tropospheric and stratospheric excess 14C inventories estimated from measurements of Δ14C(CO2), δ13C(CO2), and CO2 on atmospheric samples as described by Naegler and Levin (2009a).

The two excess 14C production records of Naegler and Levin are estimated from the compilations of atomic bomb test explosions by Yang et al. (2000) or Rath (1988) and cover the bomb period up to 2004. These compilations are scaled to match an estimate of the total bomb 14C inventory in the mid-1960s. The contribution of the 14C release by the nuclear industry is included in these production records. The uncertainty in cumulative production up to 1980 is estimated to be around 6 kmol 14C and the uncertainty in the stratospheric inventory to about 2–2.5 kmol 14C, with additional smaller uncertainties associated with natural 14C productivity, the release by the nuclear industry, and the tropospheric 14C inventory (Naegler & Levin, 2006, 2009a). Any difference between the Earth system inventory and the cumulative production of excess 14C represents an accumulated budget imbalance. Imbalances larger than uncertainties in the atmospheric and production data, point to a mismatch in simulated uptake of 14C from the atmosphere by POP2 and CLM5.
3. Results

3.1. The Global Budget of Bomb $^{14}$C

We first address the Earth system budget of bomb $^{14}$C to evaluate the combined bomb $^{14}$C model flux to the ocean and land. The change in the Earth system $^{14}$C inventory is generally lower than estimates of the bomb $^{14}$C production (magenta vs. black lines in Figure 1).

Both cumulative production records show a steep increase to 96–99 kmol until 1963, when the bomb-test ban treaty was set in place, followed by a modest increase of 7 kmol until 1980, and near-constant values after 1980. The estimate based on Rath remains around 4 kmol lower than the estimate based on Yang after 1963.

The stratospheric and tropospheric bomb inventory strongly increased in the 1950s to peak at 49 kmol in 1963 and 41 kmol in 1965. Afterward, the stratospheric inventory declined steeply, to 14 kmol in 1970 and 4 kmol in 2005, while the tropospheric inventory shows a more gradual decline to 17 kmol in 2005. Modeled land and ocean uptake of bomb $^{14}$C are largest in the 1960s. The land inventory is 14 kmol in 1970, further increases to 19 kmol in 1980 and reaches 59 kmol in 2000. The modeled inventory is slightly lower when POP2 is forced with the JRA-55 instead of Normal Year Forcing in POP2. The ocean bomb $^{14}$C inventories simulated by Jahn et al. (2015) are indicated by crosses. All other data are from Naegler and Levin (2009a). The range of best estimates (Key et al., 2004; Müller et al., 2008; Peacock, 2004; Sweeney et al., 2007) for the ocean inventory for 1975 and 1995 is given by the filled box and the bar represents the overall uncertainty of these estimates as summarized by Naegler and Levin (2009b). Production records are extrapolated from 2004 to 2010 assuming a constant trend.

The total Earth system inventory of excess $^{14}$C reproduces the rapid initial increase in cumulative production of around 100 kmol $^{14}$C, though with a delay of a few years. The inferred Earth system inventory peaks in 1964 and unrealistically declines in the next 3 years by about 10% from 103 to 92 kmol. This is in contrast to the cumulative production records that show little changes in this period. Afterward, the inventory follows the evolution of the cumulative production records, albeit at a lower absolute value. The combined bomb $^{14}$C inventory shows an offset of 4–7 kmol to the cumulative production record based on Rath and of about 9 kmol to the record based on Yang during the period 1970 to 2005. In this period, the change in cumulative production (5–7 kmol) and the change in the Earth system inventory (7.5 kmol) remain relatively small and comparable, though there remain some differences in the evolution of these records. Thus, the budget imbalance mainly accrues before 1970. The accumulated budget imbalance of 4–7 kmol (Rath) and of about 9 kmol (Yang) is also similar or larger than the uncertainty in the cumulative production record of 6 kmol.
The differences between the cumulative $^{14}$C production records and the Earth system inventory estimates suggest that the simulated uptake of excess $^{14}$C from the atmosphere is underestimated. This is primarily the case during the 1960s when simulated ocean and land uptake is the largest. A too low combined uptake by POP2 and CLM5 in the 1960s could explain the delay in increase of the Earth system inventory estimates (magenta lines in Figure 1) relative to the cumulative $^{14}$C production estimates (black lines in Figure 1) in the early 1960s. It could also explain the offset between the Earth system inventory and the production records after 1970 (magenta vs. black in Figure 1).

The inferred decline in the Earth system inventory of 11 kmol between 1964 and 1967 (Figure 1 magenta line) is infeasible due to mass conservation. Low $^{14}$C uptake by CLM5 and POP2 or a bias in the observational atmospheric inventory change must be responsible for the decline. A doubling of the simulated ocean uptake would be needed to avoid the decline. Such a substantial upward revision would not be compatible with marine $^{14}$C observations because modeled and observation-inferred bomb $^{14}$C inventories closely agree and uncertainties in observational estimates are about 20% (Figure 1 blue symbols and line). Simulated land uptake amounts to five kmol only over these three years. NPP in CLM5 is around 50 GtC yr$^{-1}$ and within the range of 41–64 GtC yr$^{-1}$ estimated by Naegler and Levin (2009b). A systematic bias of more than 45 GtC yr$^{-1}$ in mean NPP or an anomalous NPP flux of more than 20 GtC in each of the 3 years would be required for a $^{14}$C uptake of 11 kmol. Such biases or variations in NPP are unrealistic. The prescribed atmospheric inventory decreases by 18 kmol from 1964 to 1967. Most of this decrease is realized in the stratosphere, where sampling is sparse and $^{14}$C variations are large. However, the uncertainty (2–2.5 kmol) given for the stratospheric inventory data (Naegler & Levin, 2006, 2009a) are too small to account for 11 kmol. A scenario toward avoiding the decline might combine a downward revision of the stratospheric decrease, and an upward revision of modeled CLM5 land biosphere uptake and, perhaps to a lesser extent, of POP2 ocean uptake. The inferred decline in the Earth system inventory provides further evidence for a low bias in modeled $^{14}$C uptake during the 1960s. Importantly, this evidence is independent of the production records and their uncertainties. In summary, the combined uptake by POP2 and CLM5 is too low during the 1960s, while the combined cumulative uptake over the period 1970–2005 is consistent with production estimates and atmospheric data.

### 3.2. The Ocean Bomb $^{14}$C Inventory

The global ocean bomb $^{14}$C inventory simulated by POP2 agrees well with observation-based estimates (Figure 1 blue line vs. symbols). POP2, driven by NYF, simulates an ocean inventory of 41.3 kmol in 1975 and 57.9 kmol in 1995. These estimates are well within the range of recent central estimates of the ocean's excess $^{14}$C inventory of 36–44 kmol (overall uncertainty range: 30.3–49.3 kmol) for 1975 (Müller et al., 2008; Peacock, 2004; Sweeney et al., 2007) and 54.5–62 kmol (overall uncertainty range: 52–68 kmol) for 1995 (Müller et al., 2008; Peacock, 2004; Sweeney et al., 2007) and close to the ranges given by Naegler and Levin (2009a) of 42.0–46 kmol for 1975 and of 57.1–62.8 kmol for 1995. This good agreement between POP2 and observational estimates suggests that the budget imbalances discussed in the previous section are likely not primarily caused by too low modeled ocean uptake, but rather linked to too low uptake by the land biosphere.

The good agreement between the observation-inferred inventories and POP2 results supports the representation and time scales of air-sea gas transfer and surface-to-thermocline transport on the global scale for POP2 with NYF as well as JRA-55 forcing. The air-sea flux of bomb $^{14}$C is given by the piston velocity multiplied by the perturbed air-sea gradient in dissolved $^{14}$CO$_2$ (Equation 1). The global ocean uptake of bomb $^{14}$C before the first global survey of $^{14}$C by the Geochemical Ocean Section Study (GEOSECS, 1972 to 1978) primarily depends on the magnitude of the piston velocity, whereas uncertain ocean transport has a marginal influence on the large air-sea $^{14}$CO$_2$ gradient during the time of the bomb peak (Müller et al., 2008; Siegenthaler, 1989). Thus, the GEOSECS bomb $^{14}$C data provide a particularly strong constraint on the piston velocity. On the other hand, uncertainties in the overturning time scales within the ocean become important for the modeled $^{14}$C uptake during more recent decades and the model inventory in 1995 (Graven et al., 2012; Müller et al., 2008).

Regionally, the highest column inventories of bomb $^{14}$C are simulated in the North Atlantic (Figure 2). Column inventories are also high in the mid-latitude Southern Hemisphere, where Antarctic Intermediate Water and Subantarctic Mode Water (Talley, 2013) efficiently transports excess $^{14}$C to depth. Column inventories are low in the tropical upwelling regions, around Antarctica, and in the northern North Pacific.
3.3. Bomb $^{14}$C in the CLM5 Land Biosphere

CLM5 simulates a terrestrial carbon release of 71 GtC over the period from 1850 to 1970 (Figure 3a). Land-use emissions are larger than sink fluxes in this period. Afterward, the model simulates a terrestrial carbon sink of 48 GtC until 2010. These changes are mainly driven by changes in vegetation carbon. Soil carbon (difference between black and green line in Figure 3a) decreased by about 5 GtC until 1970 and increased by 16 GtC from 1970 to 2010.

The simulated global land biosphere turned from a $^{14}$C source into a sink around 1960 (Figure 3b). The CLM5 land biosphere released $^{14}$C in the nineteenth and early twentieth century due to the loss of carbon, discussed in the previous paragraph, and the slight decrease in atmospheric $\Delta^{14}$C (Figure 3d, red lines) and gained $^{14}$C after 1960, mainly in response to the atmospheric bomb $\Delta^{14}$C peak (Figure 3d). Vegetation lost 5.8 kmol of $^{14}$C between 1850 and 1960, gained about 10 kmol in the next 20 years and its $^{14}$C inventory remained stable thereafter. The soil $^{14}$C inventory changed little (~0.26 kmol) until 1960, increased by 8.1 kmol to peak around 1995, followed by a slight decline.

Most of the land uptake of excess $^{14}$C is by forest ecosystems (Figure 2). Typical bomb $^{14}$C column inventories are around $1 \times 10^{-9}$ mol $^{14}$C m$^{-2}$ in forested areas, and of similar magnitude as the column inventories in the northern North Atlantic. Deforestation caused local reductions in $^{14}$C inventories over the bomb period in several regions, including Brazil, tropical Africa, and East Asia (Figure 2).

The bomb $^{14}$C inventory simulated by CLM5 is below the lower bound of the range constructed by Naegler and Levin before 1990 (Figure 3b, right y-axis, black line vs. gray line and shading). It is 5.3 and 5.5 kmol lower than the reference scenario of Naegler and Levin in 1970 and 1985, respectively. These results imply that the cumulative uptake of bomb $^{14}$C until 1970 is underestimated by CLM5 by about 25%. A 5 kmol higher bomb $^{14}$C uptake over 1945 to 1970 by CLM5 would also reconcile the imbalance in the Earth system budget discussed in Section 3.1 for the period after 1970.

Soil $^{14}$C data suggest that modeled $^{14}$C uptake by soils is high. Shi et al. (2020) report less negative $\Delta^{14}$C and younger soil ages in CLM5 than measured in modern soils (He et al., 2016; Shi et al., 2020). In surface soils in 2000 CE, over 60% of the surface soil carbon in CLM5 had positive $\Delta^{14}$C values compared with only about 14% of the carbon in the gridded global observational data set (Shi et al., 2020). Positive $\Delta^{14}$C values must originate

Figure 2. Changes in the $^{14}$C column inventory in the ocean and on land from 1945 to 1995 simulated by Parallel Ocean Model version 2 with Normal Year Forcing (HIST_OC and CTRL_OC) and Community Land Model, version 5.0 (HIST_LN and CTRL_LN).
from the uptake of bomb $^{14}$C. In other words, the higher than observed $\Delta^{14}$C in surface soils suggests that the surface soils of CLM5 absorb too much bomb $^{14}$C. Bringing simulated soil $\Delta^{14}$C in agreement with soil $\Delta^{14}$C observations, would probably lower bomb $^{14}$C uptake by soils and thus widen the discrepancy between the bomb $^{14}$C uptake simulated by CLM5 and the observational range given by Naegler and Levin (2009a). These considerations imply that the uptake of bomb $^{14}$C by vegetation is too low.

A change in the inventory of carbon causes a corresponding change in the $^{14}$C inventory. The release of carbon in the nineteenth and early twentieth century and the carbon uptake in the late twentieth century is in line with results from a deconvolution of the atmospheric CO$_2$ record (Friedlingstein et al., 2019; Joos et al., 1999). For the period 1970 to 2010, CLM5 yields a global land sink of about 48 GtC, while the Global Carbon Budget suggests a sink of 41 GtC. This difference in carbon translates into a small difference in the $^{14}$C inventory of $\sim$1 kmol $^{14}$C when multiplied with the molar $^{14}$C/C ratio of the atmosphere. However, independent evidence (Friedlingstein et al., 2019; Joos et al., 1999) suggests that the land biosphere turned into a sink already around 1940 and not only around 1970 as in CLM5. The land biosphere absorbed 6 ± 6 and 10 GtC during the period 1945 to 1970 according to the observation-based estimate of Joos et al. (1999) and the results from the Global Carbon Budget.
(Friedlingstein et al., 2019), respectively. In contrast, CLM5 suggests a release of about 13 GtC in the same period. This difference between modeled and estimated carbon uptake of 19–23 GtC transfers in an additional uptake of ~2–3 kmol 14C during the period 1945–1970. This additional 14C would contribute to lower the discrepancy between model-based 14C inventory and production estimates as discussed in Sections 3.1 and would bring CLM5 results in better agreement with the reference scenario for the land inventory of Naegler and Levin (2009a) (Figure 3b). Additional factors, for example, a larger NPP and carbon allocation to long-lived vegetation pools in CLM5, are needed to remove the discrepancy, as further discussed in Section 4.1.

The changes in Δ14C of vegetation and soils represent the integrated signal of bomb 14C (and carbon) uptake. On a global average, their Δ14C signatures peak around 1980 (Figure 3c), when the isotopic disequilibrium (Figure 3d) and bomb inventory changes (Figure 3b) have become small. The global average Δ14C of vegetation declined from −5.4‰ to −18.7‰ from 1850 to 1955, increased in the next 25 years to peak around +180‰ and declined by about 50‰ until 2010. The global-average bomb Δ14C signals in soil carbon is substantially smaller than in vegetation carbon and peak Δ14C is further delayed. Δ14C in soil carbon increased from around −137‰ to −102‰ from 1955 to 1990. These responses in Δ14C are consistent with an increase in mean age (Bolin & Rodhe, 1973) from heterotrophic respiration, to vegetation carbon, and to soil carbon.

### 3.4. Distribution of Natural and Bomb Δ14C in the Ocean

#### 3.4.1. The Coral Δ14C Records

Time-series data from corals and bivalves show a rapid Δ14C increase during the 1960s in surface waters (Figure 4). Surface Δ14C peak in the late 1960s and early 1970s, followed by a slow decline. The amplitudes in surface Δ14C change between pre-bomb and peak values range between 85‰ and 250‰ (Figures 4k and 4f).

The model represents the pre-bomb (~1950) Δ14C proxy data from corals and bivalves within the scatter of the proxy data in the surface North Atlantic (Figures 4b–4m), with some exceptions (Figures 4c–4e). Pre-bomb Δ14C simulated by POP2 is typically about 10‰–15‰ lower than the Δ14C data from the Pacific and the Indian Ocean (Figures 4o–4t). POP2 underestimated the measured increase in surface Δ14C during the bomb-test period at all locations. Deviations in peak surface Δ14C range from a few permil to up to 75‰. The evolution of Δ14C at depth is within the scatter of the available coral data at Bermuda (Figure 4e, gray) and the Bay of Biscay (Figure 4j) and underestimated at Grand Banks (Figure 4c). Peak Δ14C values from the POP2 simulation with JRA-55 wind forcing are similar to those obtained with NYF at mid and high latitudes in the North Atlantic but typically lower than for NYF at Bermuda and Puerto Rico and in the low-latitude Pacific and Indian locations. Δ14C at pre-bomb times and after 1990 are generally indistinguishable for the POP2 model setup with NYF (HIST_OC) versus the setup with JRA-55 (HIST_OC_JRA) forcing. The lower than observed pre-bomb and peak Δ14C values in the low-latitude Indian and Pacific may point to too strong upwelling of thermocline waters in POP2 or too sluggish gas transfer at these locations.

#### 3.4.2. Bomb Δ14C in the Ocean

Next, we compare basin-mean profiles of simulated versus observation-derived bomb Δ14C(DIC) profiles for the WOCE era (Figure 5). The modeled bomb Δ14C profiles under NYF and JRA-55 forcing show close agreement, with slightly lower values under JRA-55 than NYF forcing. The model values are substantially lower in the Atlantic and Pacific than estimated from observation, while the model-data agreement is reasonable in the Indian and...
Figure 4. Simulated evolution of $\Delta^{14}C$(DIC) by Parallel Ocean Model version 2 (solid and dashed lines) versus $\Delta^{14}C$ records from corals and bivalves (filled circles panels (b–m), filled circles with solid lines for high-resolution records panels (n–t)). Model results are for the simulation with Normal Year Forcing (solid) and JRA-55 (dashed) forcing and represent annual means from the grid cell including the sampling location and sampling depth (indicated in meters). Data and model results in the thermocline are shown in gray. Data are from the North Atlantic as compiled by Dentith et al. (2019), Puerto Rico, Turrumote Reef (Kilbourne et al., 2007), Solomon Islands, Marau (Schmidt et al., 2004), Solomon Islands, Tambea (Guilderson et al., 2004), Lombok Street, Padang Bai (Guilderson et al., 2009), Rarotonga (Guilderson et al., 2000), Langkawi, Makassar Strait (Fallon & Guilderson, 2008), and off the coast of Kenya, Watamu (Grumet et al., 2002). The atmospheric $\Delta^{14}C$(CO$_2$) evolution is shown in panel (a) for the northern hemisphere (>30°N; blue), the tropics (orange), and the Southern Hemisphere (<30°S; green); note different y-axis scale.

Figure 5. Simulated (black dash; gray) versus observation-based (black solid) basin-mean profiles of bomb $\Delta^{14}C$(DIC). Model results are from the HIST_OC (dash) and the HIST_OC_JRA (gray) simulations and corrected for model drift. The Southern Ocean (panel (d)) includes the area south of 35°S and these areas are not included in the profiles for the Atlantic, Pacific, and Indian Ocean (panels (a–c)). The model is only sampled where Global Ocean Data Analysis Project (GLODAP) gridded data are available; the Arctic Ocean and some other smaller oceans are not covered by the GLODAP $\Delta^{14}C$ data. The model is sampled in 1982 in the North Atlantic and in 1988 in the South Atlantic and in 1995 in all other regions to account for the different measurement periods.
Southern Ocean with deviations of up to 10‰ (Figure 5). The model underestimates bomb Δ\(^{14}\)C at the surface in most regions in the Atlantic and the Pacific (not shown) and on average by almost 20‰. In the thermocline, these deviations become even larger in the Atlantic.

This underestimation is, at first glance, at odds with the good agreement between simulated and observation-based global ocean bomb Δ\(^{14}\)C inventories displayed in Figure 1. The original bomb Δ\(^{14}\)C inventory published by (Key et al., 2004) is 52.3 kmol and thus 3.6 and 5.6 kmol lower than simulated by POP2 (57.9 kmol in HIST_OC and 55.9 in HIST_OC_JRA) for the year 1995. However, this GLODAP bomb Δ\(^{14}\)C inventory has been corrected upwards to 63.6 kmol by (Naegler, 2009) by accounting for the increase in DIC and for missing areas (Naegler, 2009). In turn, this revised GLODAP-based global bomb Δ\(^{14}\)C estimate is now 11% higher than simulated under NYF and 14% higher than under JRA-55. Thus, simulated bomb Δ\(^{14}\)C(DIC) and simulated global bomb Δ\(^{14}\)C inventory are both biased low relative to the GLODAP data product.

Increasing the rate of air-sea gas exchange in the Atlantic and Pacific would help to diminish the model bias relative to the GLODAP data and increase global bomb Δ\(^{14}\)C inventory and bomb Δ\(^{14}\)C(DIC). Increasing air-sea exchange would also help to diminish the bias between the coral records and POP2 discussed in the previous subsection. A too slow surface-to-deep transport could potentially also cause biases in bomb inventory and Δ\(^{14}\)C. However, earlier work shows good agreement between observed and simulated CFC-11 concentrations for POP2, indicating a good representation of upper ocean transport rates (Danabasoglu et al., 2009). Further, higher transport rates in the upper Atlantic and Pacific would tend to increase the model-data mismatch even more at the surface.

3.4.3. The Preindustrial Distribution of Δ\(^{14}\)C in the Ocean

We now turn to the preindustrial Δ\(^{14}\)C(DIC) distribution in the ocean to investigate transport time scales in the deep-ocean. The comparison of observed versus simulated Δ\(^{14}\)C(DIC) in the surface ocean (Figures 6 and 7) suggests that the air-sea gradient of Δ\(^{14}\)C is represented roughly in agreement with observational estimates. The global mean area-weighted surface ocean Δ\(^{14}\)C is 1.5‰ lower in the model (SPIN_OC; −67.94‰) than in the GLODAP data (−66.47‰). There is still a positive trend in most surface regions and of about 0.6‰ per century on global average at the end of SPIN_OC (Figure A1 and A2). The root mean square deviation between model and GLODAP data is 9‰. Surface Δ\(^{14}\)C is overestimated in parts of the Pacific and Indian sectors of the Southern Ocean and underestimated in the Atlantic sector (Figure 7). Surface Δ\(^{14}\)C is also underestimated in the northern North Atlantic and Pacific (Figure 7).

In contrast to the surface, Δ\(^{14}\)C(DIC) is consistently underestimated in the deep ocean by POP2 (Figures 6 and 7). Below the surface, radioactive decay of \(^{14}\)C acts as a sink process, and Δ\(^{14}\)C decreases along the flow path of a water mass. Basin-average differences between model and observational data are about 5‰ in the upper Atlantic and grow to about 45‰ in the deepest waters. This implies that the radiocarbon age of the deep Atlantic is overestimated by about 450 years. Even larger mean biases of around 70‰, or 770 years in age, are found at around 2,000 m in the Pacific, while mean biases are smaller and less than ~25‰ (250 years) in the Indian and Southern Ocean. There is still a negative trend in Δ\(^{14}\)C(DIC) below 3,000 m of order −2‰ per century at the end of SPIN_OC (Figure A1 and A2) and we expect that the data-model mismatch will even be larger at equilibrium. Ocean overturning and ventilation of the deep water masses are too sluggish in the POP2 model. This is a known model bias of POP2 as discussed by Jahn et al. (2015, and references therein) and also found in an ongoing \(^{14}\)C-enabled simulation with the fully coupled CESM2 model with interactive atmosphere.

The sluggish circulation causes biases in biogeochemical tracers (Figure 6). The too-long residence time of deep waters causes a too-large accumulation of inorganic DIC and phosphate (P) released by organic matter remineralization, particularly in the Pacific. There, the basin-mean biases in DIC and P are up to 190 and 5 mmol m\(^{-3}\), respectively. The trapping of excess P in the Pacific thermocline and deep Pacific leads to a depletion of P in the other basins and at the surface, as the P inventory is fixed in the model. Low biases in surface P are particularly pronounced in the northern Pacific, the Pacific equatorial region, and the Southern Ocean, with potential implications for primary productivity and organic matter export. These results suggest that observations of Δ\(^{14}\)C, DIC, P, and other biogeochemical tracers provide useful constraints on deep ocean circulation.
3.4.4. Abiotic Versus Biotic $^{14}$C Tracers

Next, results for the abiotic formulation, neglecting fluxes between organic matter and DIC, are compared to the computationally demanding biotic formulation (blue vs. dashed line in Figure 6). Less negative $\Delta^{14}$C in the biotic than in the abiotic simulations is expected in deep, nutrient-rich waters (Figure 6, bottom) as the remineralization of organic matter adds DIC with a relatively high $\Delta^{14}$C to the DIC pool. Model drift in the deep ocean (Figure A1 and A2) affects the comparison and calls for caution, though abiotic and biotic $\Delta^{14}$C were initialized to very similar values and differences between these tracers materialized during the spin-up (SPIN_OC). At the surface, model drift presents a small problem because surface biotic and abiotic $\Delta^{14}$C are tied to the prescribed atmospheric $^{14}$C by air-sea exchange. The basin-mean profiles in the upper thermocline and the entire Atlantic show close agreement between abiotic and biotic $\Delta^{14}$C. Mean $\Delta^{14}$C differences in the Southern Ocean are relatively small, while substantial differences are simulated in the deep Indian and Pacific.

Figure 6. Simulated (black dash) versus observation-based (black solid) (Garcia et al., 2013; Key et al., 2004) basin-mean profiles of $\Delta^{14}$C(DIC), dissolved inorganic carbon, and PO$_4$ for the preindustrial period. The blue lines show the preindustrial model results for the abiotic radiocarbon tracer. The Southern Ocean includes the area south of 35°S and these areas are not included in the profiles for the Atlantic, Pacific, and Indian Ocean. For $\Delta^{14}$C, the model is only sampled where Global Ocean Data Analysis Project (GLODAP) gridded data are available; the Arctic Ocean and some other smaller oceans are not covered by the GLODAP $\Delta^{14}$C data.
The good agreement in biotic and abiotic \( \Delta^{14}C \) in the upper ocean and the Atlantic, as well as higher biotic than abiotic \( \Delta^{14}C \) (Figure 6), is in contrast to the findings of Jahn et al. (2015). These authors show biotic \( \Delta^{14}C \) to be around 40‰ lower than abiotic \( \Delta^{14}C \) at the surface and for 1990 CE (their Figure 4). Biotic \( \Delta^{14}C \) is also lower than abiotic \( \Delta^{14}C \) throughout the water column. It appears that the large difference between biotic and abiotic \( \Delta^{14}C \) presented by Jahn et al. is explained by their atmospheric boundary condition for the biotic tracer. Too low biotic \( \Delta^{14}C \) values are simulated when inadvertently prescribing atmospheric \( \Delta^{14}C \) instead of atmospheric \( \delta^{14}C \) to the biotic \( ^{14}C \) tracer. The difference between \( \delta^{14}C \) and \( \Delta^{14}C \) (Equation 1) is about 37‰ \((2 \times (\delta^{13}C + 25))\) for a preindustrial \( \delta^{13}C \) of \(-6.379‰\) as used by Jahn et al. (2015).

4. Discussion

The inventory of bomb \( ^{14}C \) in CLM5 remains below the lower uncertainty bound of the observational estimate of Naegler and Levin (2009a) for the period 1963–1990 (Figure 3b). Naegler and Levin considered uncertainties in ocean uptake, the stratospheric and tropospheric inventory, and the production rates of bomb \( ^{14}C \) to derive their uncertainty bound for the land biosphere inventory. This estimate and the Earth system budget of bomb \( ^{14}C \) both rely on the same bomb \( ^{14}C \) production records and atmospheric inventory data and therefore share some common uncertainties. The results suggest that CLM5 simulates a too-low uptake of bomb \( ^{14}C \), mainly in the 1960s, and that this low uptake explains, at least partly, the imbalances in the Earth system budget and the deviation between simulated and observation-derived land biosphere inventory of bomb \( ^{14}C \).
CLM5 underestimates the net carbon sink on land during the period 1945–1970 and this translates into a deficit in $^{14}$C uptake of about 2–3 kmol. Thus, a better representation of the net carbon sink in CLM5 would potentially tend to narrow but not close the gap between the modeled and observation-based bomb $^{14}$C inventory of the land biosphere.

The CLM5 results show that forests are the largest sink of bomb $^{14}$C in the land biosphere (Figure 2). This carbon reservoir is of high importance for the land sink of anthropogenic carbon (Arora et al., 2020). We argue that too low bomb $^{14}$C sequestration by wood in CLM5 is mainly responsible for the low bias of the simulated global land biosphere bomb $^{14}$C inventory. Grasses and shrub ecosystems have a small above-ground carbon inventory. In turn, the vegetation of these systems cannot sequester much bomb $^{14}$C. Similarly, the short-turnover time and the low carbon inventory of leaves and needles and fine roots do restrict their potential for bomb $^{14}$C sequestration. Soils could potentially sequester a lot of bomb $^{14}$C given their large carbon stocks and slow overturning. However, $\Delta^{14}$C in modern soils is consistently overestimated in CLM5 (Shi et al., 2020), suggesting rather a too large and not a too low uptake of bomb $^{14}$C by soils in CLM5. Taken together, we conclude that the uptake of $^{14}$C by forest vegetation is biased low. In turn, the carbon fluxes allocated to wood and/or the overturning time scales of wood carbon in forests are probably biased low in CLM5. This could potentially be associated with a low bias in NPP of forest ecosystems.

The low bias in bomb $^{14}$C uptake could imply a bias in the sequestration of anthropogenic carbon by forest vegetation. To illustrate the magnitude of the bias, we attempt to quantify the mismatch in the bomb $^{14}$C inventory of vegetation. CLM5 underestimates the peak in the bomb $^{14}$C inventory of both vegetation and soils by about 5 kmol (range: 1.5–9 kmol; thin line and shading vs. thick black line in Figure 3b). Together with the high soil $\Delta^{14}$C (Shi et al., 2020) discussed above, this implies that the bomb $^{14}$C inventory of vegetation is underestimated by at least the same amount. In comparison, simulated peak uptake by vegetation is 11 kmol (Figure 3b). In other words, bomb $^{14}$C uptake by vegetation is underestimated significantly, by more than 31% (12%–45%). Future work may attempt to remove the bias in the bomb-$^{14}$C inventory of vegetation to constrain and better represent past and future uptake of anthropogenic carbon.

Turning to the ocean, the agreement of POP2 results with the observation-based bomb $^{14}$C inventories (Figure 1, blue curves and symbols) supports using the NYF and JRA-55 wind products together with the scaling of Wanninkhof (2014). Jahn et al. (2015) applied a 24% larger coefficient ($0.31 \text{ cm hr}^{-1} \text{ m}^{-2} \text{s}^{-1}$) than used here and NYF. Correspondingly, their simulated bomb $^{14}$C inventory is at the upper end of the observational range (Figure 1, black x vs. blue symbol with error bar).

Differences in circulation under NYF compared to JRA-55 forcing may cause differences in $\Delta^{14}$C and bomb $^{14}$C column inventories. It remains difficult to link the relatively small differences in local bomb $\Delta^{14}$C and local column bomb $^{14}$C inventories (Figure B1) to differences in ocean dynamics versus differences in piston velocities. $\Delta^{14}$C differences between the two control simulations with NYF (CTRL_OC) and JRA-55 forcing (CTRL_OC_JRA) are both positive and negative and typically less than 4‰ in 1995 in the upper Atlantic and Southern Ocean. Somewhat larger anomalies are found in the Pacific thermocline around 15°N and 30°S (not shown). Differences in bomb $^{14}$C column inventories are small but differences in wind speed/piston velocity are substantial in the low latitude Pacific and Atlantic (Figure B1), pointing to the important influence of ocean circulation for local bomb $\Delta^{14}$C and column inventories in these specific regions.

Our results suggest in agreement with earlier findings (Jahn et al., 2015, and references therein) that deep ocean ventilation is too slow in POP2 with implications for biogeochemical tracer distributions (Figure 6) and climate projections. The too-long residence time of deep ocean waters in POP2 leads to a too large accumulation of biogeochemical tracers and oxygen depletion by organic matter remineralization. Notably, DIC and phosphate are biased high compared to observations (Garcia et al., 2018; Key et al., 2004) by up to 400 and 3 mmol m$^{-3}$ in the deep Pacific. The large bias in deep ocean ventilation likely affects projections of atmospheric $\text{CO}_2$ and global warming, ocean heat uptake and sea-level rise, and ocean acidification and deoxygenation. In particular, we expect a too slow uptake of ocean heat and carbon by the deep ocean in climate projections. In turn, atmospheric $\text{CO}_2$ and global warming would be overestimated and thermal expansion of deep waters, contributing to sea-level rise, delayed. The bias in deep ocean $\Delta^{14}$C suggests that the representation of deep ocean circulation and overturning time scales should be improved to improve the representation of biogeochemical tracers and Earth system projections.
5. Conclusions

The analysis of bomb- and naturally produced $^{14}$C provides insight into the timescales and processes governing the global carbon cycle, atmospheric CO$_2$, and climate. Our results suggest that the carbon flux allocated to wood and/or the overturning time scales of wood carbon in forests are biased in the land biosphere model CLM5 and that the deep ocean ventilation is too slow in the POP2 ocean model. Modeled global ocean bomb $^{14}$C inventories are consistent with observational estimates for the air-sea gas exchange piston velocity parameterization of Wanninkhof (2014) combined with NYF and JRA-55 wind data.

Future efforts may be directed to adapt CLM5 and POP2 formulations to lower the identified biases in CLM5 and POP2. A longer $^{14}$C-enabled spin-up of POP2 would be desirable to reduce the substantial model drift and allow for better quantitative statements regarding deep ocean ventilation. Another task is to simulate $^{14}$C in fully coupled Earth system models either with prescribed atmospheric $\Delta^{14}$C boundary conditions, as done in this study, or with prescribed $^{14}$C sources (Kovaltsov et al., 2012; Masarik & Beer, 2009; Naegler & Levin, 2009a; Roth & Joos, 2013) and freely evolving CO$_2$ and $\Delta^{14}$C(CO$_2$) to constrain exchange time scales for improved CO$_2$ and climate projections.

Appendix A: Model Drift

Figures A1 and A2 show the trends in abiotic and biotic $\Delta^{14}$C of DIC, evaluated at the end of the spin-up of POP2.

Figure A1. Basin-mean trends in (a) biotic and (b) abiotic $\Delta^{14}$C in permil per century.
Figure A2. Trends in biotic (a–c) and abiotic (d–f) $\Delta^{14}$C in permil per century at different depth levels.
Appendix B: Wind Speed and NYF Versus JRA-55

Figure B1 highlights the spatial differences in the prescribed annual mean of the wind speed squared at 10 m and bomb $^{14}$C column inventory between the POP2 simulations with Normal Year versus JRA-55 forcing.

![Wind Speed and NYF Versus JRA-55](image)

**Figure B1.** Annual mean of the wind speed squared at 10 m as used to compute the air-sea gas exchange piston velocity for (top) the Normal Year Forcing (NYF), (middle) the difference between NYF minus Japanese Reanalysis (JRA-55) wind data, and the difference in column bomb $^{14}$C inventory between the simulations with NYF and JRA-55 forcings. JRA-55 winds are averaged over the period from 1958 to 1977; NYF data cover 1 year. Global mean values are 62.70 and 67.65 m$^2$s$^{-2}$ (1958–1977; range of annual values: 66.69–68.78 m$^2$s$^{-2}$) for NYF and JRA-55, respectively.
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