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Abstract
Search engines serve as information gatekeepers on a multitude of topics dealing 
with different aspects of society. However, the ways search engines filter and rank 
information are prone to biases related to gender, ethnicity, and race. In this article, we 
conduct a systematic algorithm audit to examine how one specific form of bias, namely, 
sexualization, is manifested in Google’s text search results about different national and 
gender groups. We find evidence of the sexualization of women, particularly those from 
the Global South and East, in search outputs in both organic and sponsored search 
results. Our findings contribute to research on the sexualization of people in different 
forms of media, bias in web search, and algorithm auditing as well as have important 
implications for the ongoing debates about the responsibility of transnational tech 
companies for preventing systems they design from amplifying discrimination.
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Introduction

Search engines are major information gatekeepers that determine how information is 
filtered and what sources are prioritized in response to user queries. However, similar 
to other complex algorithmic systems, they are prone to biases that can arise for differ-
ent reasons such as the quality of the data on which an algorithm is trained or societal/
individual prejudices affecting design decisions (Bozdag, 2013). Bias in web search 
outputs can be broadly defined as the distortion of the information landscape 
(Grimmelmann, 2010; Mowshowitz and Kawaguchi, 2002), for instance, through a 
systematic skewness of results toward specific perspectives (Kay et al., 2015) or the 
imbalances in the prevalence of specific sources in search outputs (Goldman, 2008). 
One specific form of bias in search outputs is social bias—a systematic misrepresenta-
tion of individuals or groups that can amplify their discrimination and/or marginaliza-
tion (Otterbacher et al., 2017). In this article, we focus on this form of bias.

Such systematic misrepresentations are concerning because search results can influ-
ence public opinion and perceptions of the social reality (Epstein and Robertson, 2015; 
Fisher et al., 2015; Kulshrestha et al., 2019). This is aggravated by the users’ tendency to 
trust the output of search engines (Pan et al., 2007). In 2021, 56% of the population glob-
ally said they trust the news they find on search engines, putting search engines ahead of 
all other news sources, including traditional media in terms of user trust in news sources 
(Edelman Trust Barometer, 2021). In practice, however, web search results are not 
impartial and often reiterate existing racial and gender biases (Noble, 2018). Consequently, 
the reiteration of social biases via search engines has the potential for amplifying societal 
discrimination and exacerbating prejudices toward specific groups which in some cases 
might even provoke violence against them (Wright and Tokunaga, 2016).

Previously, Noble (2018) has found that women—especially women of color—tend 
to be sexualized and sexually objectified in both organic and sponsored1 web search 
results. Building on this important work, we systematically assess whether there is evi-
dence of sexualization of different groups in web search results. While Noble’s (2018) 
work was largely focused on the US context—that is, on different groups that are part of 
the US population such as Black women, Asian women, and Black boys—we aim to look 
at the problem from a broader global perspective, incorporating the representation of 
different nationalities into the analysis.

Specifically, we use algorithm impact auditing (Mittelstadt, 2016) to examine the dif-
ferences in the ways people of different nationalities/ethnicities/religions are represented 
in Google’s organic and sponsored text search results. We focus on Google since it domi-
nates the search market with over 90% of the market share (Statcounter, 2020). Our 
analysis is centered on several central research questions:

RQ1. Is there evidence of sexualization of different groups in sponsored search 
results?

RQ2. Are there discrepancies in the level of the sexualization of different groups 
(women vs men, as well as different national/ethnic/religious groups, varies2) in 
organic text search results?

RQ3. How do the findings about sponsored and organic results relate to each other?
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Related work

Sexualized representations of people in different media and their effects

“Sexualization” refers to the portrayal of people (usually women) in a way that is focused 
on their appearance and sexual appeal (Ward, 2016). Exposure to such portrayals can 
affect people’s beliefs and behaviors, for instance, by leading to greater body dissatisfac-
tion, especially among (young) women (e.g. Johnson et al., 2007; Mulgrew et al., 2014; 
Reichart Smith, 2016). People portrayed in a sexualized manner are also attributed less 
personhood by others (Loughnan et al., 2013; Ward, 2016). Furthermore, exposure to 
sexualized portrayals of women can increase sexist attitudes and behaviors (Hitlan et al., 
2009) and tolerance of sexual violence (Dill et al., 2008; Romero-Sanchez et al., 2017).3

Given the tangible negative effects of sexualized representations, it is crucial to study 
their prevalence in popular forms of digital and analogue media (Ward, 2016). There is 
an abundance of evidence that sexualized portrayals of people are widespread across dif-
ferent types of popular cultural products—from magazines and music videos to reality 
TV and video games—as well as in advertisements (Burgess et al., 2007; Flynn et al., 
2015; Frisby and Aubrey, 2012; Ward, 2016).

Importantly, research shows that women are sexualized more often than men (Ward, 
2016). This gender-based disparity often interacts with the one concerning different 
national and ethnic groups since women from certain groups (e.g. Black or East Asian 
ones) tend to be sexualized more than others. This phenomenon can be referred to as 
“sexoticism” (Mukkamala and Suyemoto, 2018; Schaper et  al., 2020) and has been 
observed by Noble (2018) in Google’s text search results. In this article, we build on 
Noble’s (2018) work and make several contributions. First, we contribute to the work on 
sexualized portrayals of people in different media by looking at search engines that are 
highly trusted and influential in terms of opinion formation (Fisher et al., 2015). Second, 
we examine the disparities in the sexualization of people based on their nationality and 
ethnicity, expanding Noble’s (2018) work by incorporating national groups into the anal-
yses. Finally, we contribute to the field of algorithm impact auditing.

Auditing web search results

Methodologically, algorithm impact auditing studies fall into three categories: those that 
rely on manually generated data (i.e. collected from individual users or generated by the 
researchers through querying search engines) (Robertson et al., 2018a, 2018b; Steiner 
et  al., 2020), those that rely on virtual agents simulating users’ browsing behavior to 
generate and collect the data (Haim et al., 2017; Makhortykh et al., 2020; Trielli and 
Diakopoulos, 2019; Unkel and Haim, 2019; Urman et al., 2021), and those that combine 
these two approaches (Hannak et al., 2013; Puschmann, 2019). We opt for the second 
approach as it allows isolating most external factors that might influence search results 
and is easily scalable.

Algorithm auditing is frequently used to examine biases in search outputs. In web 
search, biases can arise from how search results are interpreted by the users (usage 
biases) and the way the results are filtered and ranked by the search engine (retrieval 
biases). In this article, we focus on the latter.
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Retrieval biases stem from the ways search engines select and rank results. As noted 
earlier, in this study we focus on the social bias. Web search engines can perpetuate such 
bias both via personalized recommendations and default filtering and ranking mecha-
nisms. For instance, Google’s search results were shown to perpetuate common racial 
and gender stereotypes in the United States (Noble, 2018). Another example of social 
bias found on Google is a systemic reiteration of stereotypes in the representation of 
women in image results related to different professional occupations (Kay et al., 2015).

We build on the existing scholarship on social bias in web search results and, based 
on previous research, expect to find evidence of sexualization of women, especially 
women of certain national and ethnic groups, in search results.

Method

Search queries

As a first step in creating the set of search queries, we compiled a list of national and 
ethnic attributes. We based it on the most comprehensive list of nationalities we could 
find—namely, the one provided by the UK government for company filings (Government). 
We expanded it by adding several regional categories (e.g. “Eastern European”) and 
several ethnic categories as described in the Racial and Ethnic Categories for the NIH 
diversity program (NIH). In addition, we included terms referring to the followers of 
several major religions (e.g. “Christian” and “Muslim”). The full list consists of 242 
terms referring to specific national/ethnic/regional/religious groups.4 Despite our best 
efforts, certain groups might not be included and future research will benefit from the 
further expansion of the list.

As a second step, we combined each term from the list with each of the following 
seven terms describing gender/age groups: “people,” “women,” “men,” “females,” 
“males,” “girls,” and “boys.” It resulted in 1694 queries used for data collection; exam-
ples include “Afghan boys,” “Norwegian men,” and “Muslim women.”

Data collection

To collect the data, we used rvest package (Wickham and RStudio, 2020). All the queries 
were executed from R console using the following pattern: “https://www.google.com/
search?q=” + search query. We used R console to minimize potential personalization 
effects that arise from the usage of specific browsers (Makhortykh et al., 2020).5 For 
each query, we retrieved full HTML of the first page of Google text search results as it 
would be seen by regular users. From there, we extracted top 10 organic search results, 
the accompanying sponsored content (ads), and other results such as image panels or 
“People also ask” section when present. We focused on the first page of search output 
because users typically pay more attention to top results (Pan et al., 2007; Urman and 
Makhortykh, 2021).

For the data collection, we used two separate machines with identical OS (Ubuntu 
Linux 18.04) and R (4.0.2) versions. To mitigate the effects of researchers’ own IP 
addresses, we used a commercial VPN provider ExpressVPN. This also allowed us to 

https://www.google.com/search?q=
https://www.google.com/search?q=
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run the analysis across two locations simultaneously to make sure that any derived obser-
vations are not specific to a given country. The VPN was connected to a server in 
Washington DC (the United States) on one machine and to a server in Dublin (Ireland) 
on another one. The resulting data were separated into two data sets based on the server 
location and all the analyses on these data sets were performed separately.

The choice of the specific locations is motivated by several reasons. First, collecting 
English-language results allows us to contextualize our findings on social bias against 
other studies using English queries (e.g. Kay et al., 2015; Noble, 2018; Otterbacher et al., 
2017). Our decision to include specifically Ireland and the United States is guided by the 
2020 Global Gender Gap report of the World Economic Forum (2020). Because search 
engine companies often attribute bias in web search results to existing societal prejudices 
(Noble, 2018), we decided to examine whether there are differences in the observations, 
with respect to gender, between the countries that rank the best (Ireland) and the worst 
(the United States) by gender parity (World Economic Forum, 2020) among primarily 
English-speaking countries. Finally, we selected the servers located in the capitals of 
these countries for comparability purposes.

To make sure that the observations are persistent, we conducted a longitudinal experi-
ment. The data were collected in 3-day intervals for 9 days in total over a period from 21 
July 2020 to 5 August 2020. We opted for the interval-based rather than continuous data 
collection since, as we learned during a testing period, after several days of continuous 
querying Google would flag suspicious activity and temporarily (e.g. until a CAPTCHA 
is entered) block the requests.

On each day of the data collection, the two machines would start the scripts simulta-
neously and use identical query lists. However, between the daily iterations, the order of 
execution of the queries was reshuffled to compensate for the effects that previously 
executed queries can have on the subsequent results (Hannak et al., 2013).

Analysis

RQ1: sexualization in sponsored content.  First, we extracted the sponsored content for each 
of the queries for each day of data collection. The extraction was based on the HTML 
page structure—organic and sponsored results on Google are accompanied by different 
HTML tags, making it straightforward to automatically distinguish between the two. We 
aggregated the number of advertisements for each query across all days and calculated 
the average number of ads per day of data collection (i.e. total number of ads per query 
divided by 9). Then, we selected the queries—referred to as “ad queries” below—for 
which at least one ad per day appeared on average. We checked the distribution of these 
ad queries by age–gender group—“people,” “men,” “women,” “boys,” “girls,” “males,” 
and “females.” This allowed us to see whether the prevalence of sponsored content is 
skewed in terms of gender.

We then qualitatively examined the list of top 20 ad queries (based on the average 
number of ads) and the corresponding ads for each age–gender group to identify which 
groups these queries refer to. By doing so, we checked whether the prevalence of spon-
sored content systematically differs based on one of the outlined group-related character-
istics (gender/region/nationality, etc).
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To make sure that the observed skewness does not stem from advertisers simply tar-
geting the most popular queries, we compared the relative popularity of top 10 ad queries 
in each sample with the queries that were not accompanied by sponsored content. For 
that, we utilized Google Trends data from the United States and Ireland for the period of 
data collection. Google Trends only returns metrics of relative popularity (e.g. one query 
vs another) and allows comparing up to five queries at the same time. Because compari-
son of one of the top ad queries with four non-ad-queries would be inconclusive, we 
repeated the analysis 7 times for each of the top ad queries comparing it with 28 non-ad-
queries in total. The non-ad-queries were chosen at random. After each comparison 
round, we recorded the rank of the top ad query relative to the four non-ad queries (with 
1 = the ad query was more popular than the four non-ad-queries and 5 = the ad query was 
the least popular). Then, we computed the average rank of the ad query versus the non 
ad-queries across 7 runs. Since the top ad queries attracted by far more ads than the non-
ad-queries, if the advertisers indeed simply targeted the most popular search queries, the 
top ad queries should consistently emerge as the most popular.

Finally, we extracted the top domains in the sponsored content, checked correspond-
ing websites, and read through the ads accompanying links to these domains to infer their 
main topics to establish whether the content of ads includes sexualized portrayals of dif-
ferent groups.

RQ2: prevalence of sexualization in organic content across different population groups.  To 
examine whether women or men are sexualized in search results more, we relied on word 
embeddings. Word embedding-based models represent each word from a corpus they are 
trained on as a multidimensional vector with the geometry of vectors capturing the 
semantic relationships between words (Garg et al., 2018) and have been shown to reflect 
biases of the underlying corpus (Bolukbasi et al., 2016). Although such bias encoding is 
problematic for the practical application of word embeddings, it can be useful for ana-
lytical purposes—specifically, to quantify biases in a collection of texts (e.g. Bolukbasi 
et al., 2016; Garg et al., 2018). Following these studies, we used word embeddings to 
examine the discrepancies in how different groups are portrayed in the collected organic 
search results with a specific focus on their sexualization.

To conduct the analysis, we first trained two—one on the US-based and one on the 
Ireland-based corpus of results—word2vec (Mikolov et al., 2013) models using word-
2vec R package (Wijffels, 2020). We followed preprocessing steps that are commonly 
used in studies employing a similar methodology (Kroon et al., 2021), namely, convert-
ing all words to lowercase, removing numbers, and splitting the texts into sentences. The 
US corpus-based vocabulary contained 27,822 unique terms (and corresponding embed-
ding vectors), while the Irish one contained 27,577 terms. Our corpora thus were smaller 
than ones typically used for training word embeddings models. Nonetheless, we argue 
that the trained embeddings are suitable for our analytical task, as we ensure that they 
capture the concepts of interest (gender and nationalities/regional divisions) sufficiently 
(see Online Appendix A for the details on this).

To examine whether certain groups are sexualized and objectified in organic search 
results, we measured the strength of the association between different appearance-related 
adjectives used in previous research (Garg et al., 2018) and group-related terms relying 
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on normalized association score (NAS)-, mean average cosine similarity (MAC)-, and 
relative norm distance (RND)-based scores commonly used for such analysis (Caliskan 
et al., 2017; Kroon et al., 2021; Manzini et al., 2019) and implemented with sweater R 
package (Chan, 2022). The details on this are presented in Online Appendix B.

RQ3: examining the relation between sexualization in organic and sponsored content.  To assess 
whether there is a potential connection between the organic and sponsored content, we 
first examined the domains of the organic search results displayed for ad queries—as 
defined in the “Examining sponsored content” subsection—and for queries that were not 
accompanied by sponsored content. We qualitatively checked the 20 most frequently dis-
played domains for each group of queries to infer whether there are differences. As a next 
step, we compared the proportions of sponsored domains6 among organic domains 
retrieved for ad queries and those not accompanied by sponsored content. We performed 
a statistical analysis of the results using a test of equality of proportions with the null 
hypothesis that the proportion of sponsored domains is the same in organic results dis-
played for the ad queries and the non-ad queries.

Results

RQ1: sexualized sponsored content and its prevalence in relation to 
queries referring to different population groups

We find that for both US and Ireland locations, the vast majority (over 80%) of ads are 
displayed for women-related queries (Table 3). This highlights a major gender-based 
disparity, with women-related queries being treated as the ones which are “better selling” 
among Google’s advertisers and thus more sexualized and commodified.

Through qualitative analysis, we established that over 90% of the advertisements link 
to (racialized) dating and/or so-called “mail-order bride” (see Lloyd, 1999) websites, 
thus confirming our expectation about the presence of (racialized) sexualization of 
women in sponsored results. The advertisements that constitute the other 10% of the 
content address a multitude of topics ranging from different health issues (e.g. promoting 
health treatments aimed at the nationals of a specific country) to the websites of non-
governmental organizations (NGOs) and charities working in certain countries (usually, 
in Africa and South America).

In Table 1, we list the top 10 domains with the highest number of ads linking to them in 
each country-sample. All of the domains refer to websites that market themselves as inter-
national “dating” sites. As evident from their domain names, these sites explicitly promote 
“dating” women from the Global South and Global East (Dados and Connell, 2012). Such 
sites often provide surrogate dating—some offer translation services or even have employ-
ees masking themselves as potential “brides” who communicate with the users (Liu, 2015). 
Such “mail-order bride” and surrogate dating content directly relates to the phenomenon of 
sexoticism (Schaper et al., 2020) as it reinforces neocolonial sexist stereotypes as in the 
case of “international dating” websites (Liu, 2015). It primarily targets Western European 
and North American men who are willing to “buy” a bride from one of the developing 
countries, commodifying women, relationships, and sex (Liu, 2015). Such forms of 
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commodification promote the sexualization of women, especially those from the Global 
East and Global South, and amplify global sexual exploitation. Furthermore, by utilizing 
the stereotype of neocolonial benevolence in the form of the “white man’s burden” 
(Laforteza, 2007), this content also reiterates racial discrimination.

The explicit focus on “mail-order bride” websites in the sponsored content is accom-
panied by the regional disparities in the number of ads accompanying different queries 
(Table 2). The queries with the largest number of ads refer to women from the developing 
countries in Asia, Eastern Europe, and South and Central America. However, there are 
some differences across the two subsets, for instance, the US subset has a higher preva-
lence of queries referring to women from South and Central America. We suggest this 
can be explained by the geographical proximity of the United States to South and Central 
American countries.

Based on the Google Trends data, we established that the selection of queries that the 
advertisers targeted is not dependent on their popularity with the users: all queries with 
the highest number of ads with the exception of “Eastern European women” were ranked 
consistently lower in Google Trends than the randomly selected queries that did not 
attract ads at all (Table 2). Thus, the advertisers do not simply choose queries that are the 
most popular, but rather target references to the women from the Global South and 
Global East utilizing neocolonial and sexotic stereotypes (Laforteza, 2007).

Men-related ad queries are way less prevalent (Table 3). Among the few men-related 
ad queries, there are still regional disparities. Similar to the women-related ad queries, 
they predominantly refer to men from the Global South and East. In addition, even when 
referring to men, the ads often link to the websites that offer “meeting” women from the 
respective countries or, in some cases, both—women and men.

In the US subset, only a single men-related query (i.e. “Ukrainian males,” average n 
of ads = 2.3) is in the list of top 50 ad queries. The advertisements accompanying it, 
though, still link to the websites about Ukrainian women. One example ad reads, “#1 
Ukraine Dating Site—7 Ukrainian Women to Every Man.” In the Irish subset, there are 
four men-related queries among the top 50 ad queries: “Ukrainian males” (average n of 
ads = 3.4), “Asian males” (n = 2.5), “Irish males” (n = 2.1), and “Thai males” (n = 2.1). 
Whereas the ads for “Ukrainian males” again lead to the websites offering Ukrainian 
“mail-order brides” (for instance, “Ukrainian Wives—100% Privacy Protected”), those 
for “Asian males” and “Thai males” offer meeting both men and women (e.g. “Meet 
Thailand Men—1178 New Single Thai Females”). Finally, those for “Irish men” focus 
on finding male dating partners (e.g. “Date Irish Men—Search Date Irish Men”).

We do not observe any discrepancies in the prevalence of sponsored content with 
regard to religious groups—in both subsamples, there is no sponsored content associated 
with them.

RQ2: sexualization of different genders and population groups in organic 
search results

Gender-based discrepancies in sexualization.  We report the results of the NAS-based 
analysis of the association between different sex-, appearance-, and dating-related 
terms in Figure 1 (the US sample) and Figure 2 (the Irish sample). In both Figures, 
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words with scores > 0 are associated with women and words with scores < 0 are asso-
ciated with men. The further away the score is from 0, the stronger is the association. 
Most sex-/dating-/appearance-related terms in both samples are associated with women 
rather than men. The fact that certain terms (e.g. athletic or erotic or porn) are strongly 
associated with men suggests the presence of some level of the sexualization of men. 
However, since most terms, including such as “sexy” or “gorgeous,” are associated 
with women, there is a gender-based disparity in the prevalence of sexualization, with 
women sexualized more than men.

Sexualization of different population groups

In Table 4, we list 20 terms with the highest numbers of associations with sexualized 
terms and high sexualization ratios (see “Method” section for details). In both samples, 
the group terms with the highest sexualization ratios predominantly refer to groups from 
the Global South and Global East, albeit there are also references to the Global North, 
especially in the Irish subsample. Specific religious (e.g. Muslim) and ethnic groups (e.g. 
Black) tend to have comparatively few strong associations with sexualization terms, sug-
gesting that in our samples sexualization prevalence goes along national but not ethnic or 
religious lines.

Is sexualization both gendered and racialized?.  In Table 5, we list first the number of popu-
lation group terms associated with women and men in each sample and then the shares 
of such terms with high and very high sexualization ratios (see “Method” section and 
Online Appendix B). In both samples, the number of men-associated population group 
terms is higher than the number of women-associated terms. At the same time, the share 
of population group terms with high or very high sexualization ratios is higher among 
women-associated terms in both samples, with this gender-based discrepancy being par-
ticularly high in the US sample. We suggest this indicates that the nationality terms–
based sexualization disparities described in the previous section are gendered.

RQ3: connection between sponsored and organic content

We examined the potential connection between organic and sponsored content by check-
ing for the exact matches and topical overlaps in sponsored and organic content. Top 20 

Table 3.  Prevalence of queries corresponding to different groups among ad queries.

Group term US Ireland

people 0% 0%
women 21.3% 26.2%
men 4.3% 2.3%
females 49.4% 47.7%
males 12.2% 10%
girls 12.2% 13.8%
boys 0.6% 0%
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Table 5.  Number of population group terms associated with women and men in both samples; 
shares of women and men-associated terms with high (>11.1%) and very high (>22.2%) 
sexualization ratios.

US sample Ireland sample

Terms associated. . .
with women (NAS > 0.2)

with men
(NAS < –0.2)

with women
(NAS > 0.2)

with men
(NAS < –0.2)

31 47 38 66
with sexualization ratio. . .
>11.1%

>22.2% >11.1% >22.2% >11.1% >22.2% >11.1% >22.2%

80.7% 38.7% 53.2% 0% 73.6% 36.8% 68.2% 24.2%

domains from the organic search results retrieved for the ad queries and for queries with-
out sponsored content are listed in Table 6 (the US sample) and Table A1 in Online 
Appendix C (the Irish sample). In both samples, there is evidence of search concentration 
in the results, with YouTube and Wikipedia accounting for over 7% of all links in the 
organic content. Besides these sources, each sample contains a high share of links to 
media such as the Guardian or BBC as well as data sources and scientific databases such 
as JSTOR. However, mail-order bride and racialized dating websites are also present. 
They are more prominent in the results for the ad queries, although they also appear in 
the results for queries that were not accompanied by ads (see Table 6 and Table A1).

We obtained contradictory results on the difference in the proportion of sponsored 
domains in organic results for the ad queries and non-ad ones. In the US sample, there 
was a significant (p < .01) difference with sponsored domains accounting for 2.9% of all 
organic content links for ad queries and for 2.3% of the rest. In the Irish sample, spon-
sored domains accounted for very low shares of organic content—0.06% for ad queries 
and 0.05% for the rest—with no significant difference in the proportions between the 
two samples (p = .92).

Limitations

First, we looked for search outputs for only two locations—United States and Ireland—
both of which are Western democracies from the Global North. Future research can ben-
efit from diversifying the set of locations for which search outputs are collected and 
using a wider range of IPs to reduce the likelihood that search result consistency is 
something other than a form of caching on Google’s side. Similarly, it will be beneficial 
to include queries in different languages to measure how important is the role of the 
language in reiterating misrepresentations in web search. Another limitation of our study 
is that we took a simplistic approach to gender, treating it as a binary category. Although 
this is common for studies that examine gender biases online (Chen et al., 2018; Kay 
et al., 2015; May et al., 2019) due to the nature of the data and the complexity of the 
construct of gender, we acknowledge that this is a fundamental limitation of the studies 
exploring gender-related differences, including ours. Furthermore, our focus on text 
results is limiting as it does not account for the potential perpetuation of bias in the other 
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elements of the search result page. Our preliminary analysis showed that there are no 
significant differences between population groups (women and men; queries that 
attracted sponsored content and those that did not) in how often these other elements 
(e.g. image panels) are displayed. Although examining the content of these other page 
elements is beyond the focus of this study, we believe such examination is an important 
direction for future research. Finally, since we focused on algorithm impact auditing, not 
functionality auditing, we cannot draw conclusions about the sources of observed mis-
representations in search outputs, although we believe examining this would be a fruitful 
direction for future work and would help shed light on whether Google’s results merely 
reflect existing stereotypes or further distort them.

Discussion

Our analysis reveals gender-based discrepancies in the levels of sexualization in both 
organic and sponsored search results. Women are sexualized more than men; thus, we 
observe a gender-based discrepancy similar to that found in other media (Ward, 2016). 
We also find discrepancies in the levels of the sexualization of different national groups, 

Table 6.  Top 20 domains retrieved in organic search results for ad queries and those not 
accompanied by sponsored content with corresponding share of times each domain was linked 
to, the US sample.

Top domains  
(ad queries)

Share of links to each 
domain in the organic 
results (ad queries)

Top domains  
(other queries)

Share of links 
(other queries)

en.wikipedia.org 0.110 en.wikipedia.org 0.126
www.youtube.com 0.109 www.youtube.com 0.076
www.shutterstock.com 0.028 www.pinterest.com 0.032
www.pinterest.com 0.021 www.everyculture.com 0.025
www.facebook.com 0.017 www.shutterstock.com 0.023
mylatinabride.com 0.016 www.britannica.com 0.020
theculturetrip.com 0.014 www.facebook.com 0.016
www.cnn.com 0.013 www.bbc.com 0.015
www.gettyimages.com 0.008 www.gettyimages.com 0.011
www.tripadvisor.com 0.008 theculturetrip.com 0.011
www.jstor.org 0.008 www.quora.com 0.011
www.theguardian.com 0.008 www.theguardian.com 0.009
russiansbrides.com 0.007 www.amazon.com 0.009
www.npr.org 0.007 www.ncbi.nlm.nih.gov 0.008
www.quora.com 0.007 www.hrw.org 0.008
www.everyculture.com 0.007 www.jstor.org 0.007
www.mylatinlife.com 0.007 www.rosebrides.com 0.007
www.nytimes.com 0.007 www.nytimes.com 0.007
www.bbc.com 0.006 www.tripadvisor.com 0.006
www.amazon.com 0.006 www.babynamewizard.com 0.005

Links to mail-order brjde and racialized dating websites are bolded.

www.youtube.com
www.youtube.com
www.shutterstock.com
www.pinterest.com
www.pinterest.com
www.everyculture.com
www.facebook.com
www.shutterstock.com
www.britannica.com
www.facebook.com
www.cnn.com
www.bbc.com
www.gettyimages.com
www.gettyimages.com
www.tripadvisor.com
www.jstor.org
www.quora.com
www.theguardian.com
www.theguardian.com
www.amazon.com
www.npr.org
www.ncbi.nlm.nih.gov
www.quora.com
www.hrw.org
www.everyculture.com
www.jstor.org
www.mylatinlife.com
www.rosebrides.com
www.nytimes.com
www.nytimes.com
www.bbc.com
www.tripadvisor.com
www.amazon.com
www.babynamewizard.com
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with women from the Global East and South being sexualized more than women from 
the Global North, especially in sponsored search results. Such a discrepancy leads to the 
reinforcement of sexotic (Schaper et  al., 2020) stereotypes and the reiteration of the 
“colonial fantasies” (Yegenoglu, 1998), which treat women outside the Global North as 
objects expected to be conquered as exemplified by search results such as “‘Asian Girls 
Are Tighter’: Dispelling the Myth of Vagina Size.”

Regardless of the source of observed misrepresentations, they can be harmful to indi-
viduals and societies. Even if these biases do not introduce, but merely reflect existing 
stereotypes, they can further reinforce them as exposure to sexualized representations of 
people can increase sexist attitudes and has numerous other adverse effects (Ward, 2016). 
For instance, the persistent prioritization of “mail-order bride” websites in sponsored and 
organic results can foster the stigmatization of women from certain countries as mail-
order brides, including those coming to the Global North as immigrants or refugees. It is 
particularly concerning in the case of groups that are already stigmatized as sexualized 
objects in the public imagination in the Global North, such as in the case of Eastern 
European (Maydell, 2017; Shpeer and Howe, 2020; Tankosic, 2020) and (South) East 
Asian women (Ricordeau, 2017; Suphsert, 2021), especially as queries related to them 
attract a disproportionate share of mail-order bride sponsored content.

By accepting such sponsored content, Google can contribute to the reinforcement of 
existing stigmas through prioritizing sexualized and stereotypical representations of 
women from Global East and South. Our analysis does not definitively prove the pres-
ence of a direct connection between sponsored and organic content but lends preliminary 
evidence for it. For instance, we find that racialized dating websites–related content is 
more frequently featured on the first page of organic search results for queries that are 
accompanied by sponsored content in the US sample—but not in the Irish one. One 
explanation behind the discrepancy could be the difference in the user numbers: it is pos-
sible that in Ireland search volume and sponsored content clicking is not high enough to 
affect the organic results in a major way. Although our results are not definitive, we 
believe they warrant further investigation since a connection between sponsored and 
organic content might have important implications. For example, it would open an 
opportunity for advertisers with big budgets to drive certain types of content higher in the 
organic search results, thus manipulating search outputs.

Our observations also highlight some implications for the Google web search func-
tionality and commercial model. While Google itself is not responsible for the existence 
of websites that sexualize certain groups, it reiterates existing biases by prioritizing such 
websites in its search outputs for the broadly formulated queries that do not per se refer 
to sexualization. Because of the breadth of the queries we used, it is hardly possible that 
sexualized outputs are the only ones available in the database of websites indexed by 
Google. However, sexualized outputs, including “mail-order bride” websites, still resur-
face in top organic search results. The cooperation between Google and businesses 
behind such websites is questionable by itself because it can be viewed as a form of 
exploitation that relies on the reinforcement of biases toward national and social groups 
for commercial purposes. While it is probably not realistic to expect Google to break out 
from such cooperation, it can at least keep such websites and associated ads away from 
outputs related to more general queries—for example, those queries where a user is 
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searching for information about “Ukrainian women” generally, not for “Ukrainian 
women to marry.” Otherwise, such advertising profit-driven results can “lay groundwork 
for implicit bias,” as noted by Noble (2018).

Instead of prioritizing results reinforcing sexotic biases, the top organic search results 
related to more general queries can promote more neutral reference sources and outlets 
exposing the stigmatization of vulnerable groups. The differences between the results for 
“Black girls” described by Noble (2018), and the results retrieved for the same query in 
our data set, demonstrate that it is possible for Google to debias its search results. While 
the removal of sexualized results from the first page in relation to Black women is laud-
able, we argue that similar debiasing should occur for other general queries related to 
people, especially those at high risk of being stigmatized such as women, minorities, or 
immigrant populations.

Finally, our observations are important for the ongoing debate about the algorithmic 
fairness and its applicability to the Global South and East (Mohamed et  al., 2020; 
Sambasivan et al., 2021), in particular in the context of the responsibility of transnational 
tech companies for preventing systems they design from amplifying discrimination. 
Similar to other applications of artificial intelligence (AI) (Mohamed et al., 2020), web 
search is embedded in existing power relationships often resulting in the reiteration of 
unfair treatment of certain groups that can facilitate their exploitation (Sambasivan et al., 
2021). Our findings exemplify this showing that Google’s search algorithms currently 
tend to render some people (predominantly women from the Global South and East) as 
commodities, while others (men from the Global North) as customers and consumers. 
Thus, our observations highlight the importance of integrating the cultural and socioeco-
nomic dimensions in the algorithmic fairness debate more prominently.
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Notes

1.	 Paid advertisements displayed alongside “regular” (organic) search results; typically, they 
look similar to the organic results but are accompanied by an “Ad” tag.
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https://orcid.org/0000-0001-7143-5317
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2.	 For the sake of brevity, we refer to these as “population groups” below.
3.	 For other adverse effects of sexualized portrayals, see Ward (2016).
4.	 See https://figshare.com/s/b6519f8bc1555b4418cb
5.	 While we cannot state with certainty that the retrieved results corresponded to a “default” 

non-personalized selection, we have evidence supporting this. During pre-testing, we estab-
lished that the results obtained through R console are almost identical (with minor varia-
tion that might be attributed to randomization effects) to those obtained in clean “Private 
Browsing” sessions on our computers via Firefox and Chrome browsers, and in turn dissimi-
lar to those we received within “regular” browsing from our default browsers when logged in 
to our Google accounts.

6.	 Those that appeared at least 10 times in all collected sponsored results; we used a benchmark 
of 10 to reduce sparsity. There were 43 such domains in the US sample and 51 domains in the 
Irish sample.
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