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Abstract
Artificial intelligence (AI) will change the face of nuclear medicine and molecular imaging as it will in everyday life. In this 
review, we focus on the potential applications of AI in the field, both from a physical (radiomics, underlying statistics, image 
reconstruction and data analysis) and a clinical (neurology, cardiology, oncology) perspective. Challenges for transferability 
from research to clinical practice are being discussed as is the concept of explainable AI. Finally, we focus on the fields where 
challenges should be set out to introduce AI in the field of nuclear medicine and molecular imaging in a reliable manner.
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Introduction

The applications of artificial intelligence (AI) in healthcare 
are potentially numerous, clearly going beyond the field of 
medical imaging alone. AI is not a new scientific discipline, 
having its origins in the Dartmouth conference of 1956 [1]. 
Although multiple layer perceptrons (MLPs), considered as 
the origin of “deep” convolutional neural networks (CNNs), 

were studied since the 70’s, major developments came in 
the 90’s [2]and early 00’s [3] concerning the learning rules 
establishing how weights in MLP can be updated. AlexNet 
[4], winning in 2012 the ImageNet competition performing 
visual object recognition from photographs, introduced a 
major breakthrough in neural network performance bring‑
ing AI to the forefront of interest on computer vision and 
imaging applications. A more detailed historical overview 
can be found elsewhere [5]. Growing numbers of patients, 
higher demands for quality like early detection and person‑
alized therapies and an increasing workload for medical This article is part of the Topical Collection on Advanced Image 

Analyses (Radiomics and Artificial Intelligence)
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and nursing staff creates a demand for automation and the 
need for extracting more information from acquired data. 
Potential advantages of AI are already visible in screening 
routines in which a high number of patients (and associated 
data) are investigated for the presence or absence of disease, 
with results that are not worse than human performance. For 
example, McKinney et al. were able to show non-inferiority 
of their algorithm for screening of breast cancer as compared 
to experienced radiologists [6]. At the same time, AI results 
are being criticized because of the lack of transparency and 
consequently a potential lack of reproducibility [7].

The introduction of AI into the operation of radiology 
departments has led to optimizing resources [8]. Such opera‑
tional AI should prove even more relevant in nuclear medi‑
cine (NM), which deals with radioactive isotopes, whose 
shelf-life is limited. Patient scheduling, management of 
preparation of radiopharmaceuticals, report generation and 
recovering and organizing previous NM and imaging studies 
are examples of tasks where AI could contribute to stream‑
lining the operation of a department.

We must however admit that AI still has little place within 
NM so far. No doubt, this may be related to the fact that 
smaller patient numbers pass through a NM department 
every day as compared to, e.g. a radiology department. 
However, this is underestimating the potential of AI as on 
the one hand, each patient image represents numerous—be 
it correlated—data [9], and on the other hand, AI methodol‑
ogy has been shown to be able to adjust to smaller datasets 
by utilizing knowledge obtained in larger ones.

In this paper, we provide a short and concise review of 
the current state of the art in the field for both more physi‑
cally and more clinically oriented components of AI applica‑
tions in imaging. For more detailed reviews on each specific 
topic, readers are directed to other, more specialized articles 
[10–17]. Finally, some ideas on the introduction and use of 
AI in NM are discussed.

Definitions

Throughout the literature, different terms and phrases are 
being used to describe the underlying principles of AI. In a 
2018 communication by an independent high-level expert 
group set up by the European Commission, artificial intel‑
ligence refers to systems that display intelligent behaviour by 
analysing their environment and taking actions — with some 
degree of autonomy — to achieve specific goals [18]. We 
refer the reader to this document or other recent articles for 
comprehensive definitions of machine learning, deep learn‑
ing and neural networks [1].

The basics of AI: statistics

It is sobering to consider how AI is connected to classi‑
cal, established statistical modelling. At the same time, 
it claims a right of its own since it mitigates a number of 
often overlooked but critical weaknesses in classical statis‑
tical procedures which are commonly used in the medical 
literature. Normal practice is to test the possible difference 
in the value of a biomarker (e.g. image intensity reflect‑
ing blood flow, oxygen extraction or metabolism) across 
two groups or conditions using a t-test. This statistical 
procedure quantifies the (un-)likelihood of the experimen‑
tal data arising from identical distributions. However, it 
does not provide insight to the differentiability of the two 
groups based on the value of the biomarker. If a biomarker 
is claimed to be an early marker of disease, it is less rel‑
evant at which statistical significance level the values dif‑
fer between prodromal patients and a control group than 
it is as to how accurately the marker itself differentiates 
between groups. Hence, a low p-value can lead to an arti‑
ficially high confidence in a biomarker’s ability to actually 
detect disease. The statistical concept of p-values in itself 
must be interpreted with care because it tells little about 
how replicable a result is. In fact, it can be shown that if 
a statistical test yields a p-value of 0.05 (i.e. the standard 
level of significance), the probability of replicating this 
result is only 50% [19]. The probability increases only to 
80% for a p-value ten times smaller, p = 0.005. Together 
with procedural flaws, such as serially adding variables to 
control for in regression, referred to as “researcher degrees 
of freedom,” it leads to an inflation of false-positive results 
and the ongoing replication crisis [20, 21].

In contrast, machine learning (ML) conceptually aims 
to optimize accuracy and reproducibility and in the case of 
AI even avoids human procedural bias in parameter selec‑
tion. Interestingly, a ML approach does not necessarily 
venture beyond classical statistical modelling, it only takes 
a different approach to interpretation.

Linear regression is a classical statistical model but may 
also be seen as one of the simplest types of ML. Whereas 
in classical applications the interest is in determining the 
effect of certain covariates on a target, often reduced to a 
p-value as outlined above, the ambition of a ML applica‑
tion is to ensure the best possible fit to the observed data, 
and therefore predictive performance, while at the same 
time optimizing replicability.

AI diverts from classical statistics where it promotes 
more complex models in order to increase predictive accu‑
racy. In particular, in case of deep learning (DL), classical 
statistical models such as logistic regressions are merged 
into hierarchies in such a way that the results of initial 
logistic regressions are used as input to others in so-called 
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neural networks. This architecture implies that complex 
interactions between input variables are effectively utilized 
to increase model performance. It also implies that raw 
data, such as images, may naturally be input to the model, 
instead of summary features (such as for instance tumour 
volume, texture, etc.), which depend on human interaction.

Hence, AI, in comparison to classical statistical mod‑
els, seeks to optimally identify feature differences between 
groups to optimize model performance while promoting 
generalizability beyond the study data initially available 
and has the ability to operate on raw healthcare data, such 
as images or health record information, without the need for 
manual feature extraction and summary, yielding a poten‑
tially more unbiased approach to knowledge discovery [22].

Applications of AI in NM

For the sake of brevity and clarity, two major components in 
which AI can play a part can be discerned. The first compo‑
nent concerns image formation and image processing tasks 
and will be referred to as the “physics” component in the 
following sections. The second is largely application driven 
and hence will be referred to as the “clinical” component. It 
concerns routine workflow and final clinical endpoints, e.g. 
diagnosis, prognosis and prediction of response to therapy. 
Although these two components will be treated separately in 
this review, both are ultimately connected, the convolutional 
neural network (CNN) concepts being similar and very often 
associated within a single imaging paradigm. An example 
within this context may be the radiomics pipeline proposed 
by Hatt and Visvikis et al., where the development of AI-
based image formation and segmentation algorithms serves 
to accurately determine regions of interest and extract imag‑
ing biomarkers which can subsequently be used in diagnosis 
and/or patient therapy stratification as well as follow-up [1, 
23].

In addition, the available data from multimodality devices 
such as PET/CT or PET/MR and from the emerging total 
body PET technology is expected to largely increase with 
the development of (multi)parametric imaging. Within this 
context deep learning (DL)-based reconstruction and analy‑
sis, algorithms are potentially more efficient to deal with the 
increasing volumes of acquired data.

Section 1: “Physics”

Image reconstruction and data corrections

Following data acquisition, a conventional image reconstruc‑
tion task involves the estimation of representation param‑
eters for the accurate determination of the in vivo spatiotem‑
poral radioactivity distribution. This involves the use of a 

model which accounts for different aspects including scan‑
ner/detector geometry, the physics of the detection process, 
physiological motion, measured data noise, etc. Until the late 
nineties, image reconstruction in NM was based on filtered-
back projection. In current clinical practice, it is an iterative 
process that involves a measure of the difference between 
the modelled and the measured data. In the process, the dif‑
ference is minimized through successive iterations using an 
objective function of choice (Poisson log likelihood). The 
introduction of AI to this reconstruction process represents 
a fundamental paradigm shift. The measured data are now 
mapped to an estimate of the image that we would like to 
see as a result. This is achieved by learning a reconstruction 
operator using training data. Data need to be sufficiently 
diverse and variable to cover all possible different imaging 
possibilities.

In the so-called direct reconstruction, the training is 
performed between the raw data in the form of sinograms/
projections and the reconstructed images [24], with newer 
approaches using generative adversarial networks originally 
proposed in the context of image-to-image translation [25]. 
In the second scenario, DL may intervene within the con‑
ventional iterative image reconstruction process by denois‑
ing the successive image estimates or by introducing data 
based on prior information throughout the iteration process. 
Hence, it facilitates a faster convergence combined with a 
more accurate final image estimation [26, 27]. So far, the 
majority of these works have taken place in PET imaging 
and less in SPECT imaging [28]. Future work will need to 
provide further evidence of the advantages of using DL for 
image reconstruction tasks, in terms of the (i) reconstructed 
image’s qualitative and quantitative accuracy compared to 
state-of-the-art iterative algorithms, but also (ii) in terms of 
speed of execution which should be largely improved with 
“direct reconstruction” DL approaches (once the algorithm 
has been trained). This latter point can have a significant 
impact within the context of total body PET imaging where 
the volume of collected data increases substantially relative 
to current clinical PET imaging devices. Also, it will be nec‑
essary to specifically compare their performance to that of 
post-processing reconstruction image improvements based 
on DL such as denoising or super-resolution tasks.

In terms of data corrections, the majority of the work 
has been focusing on the field of DL-based attenuation 
correction (AC) and less on scatter correction (SC). The 
large majority of the proposed AC approaches are based on 
a wider image-to-image translation (also known as “image 
generation”) field of DL which is a generic task of AI [14]. 
The objectives of these developments are to produce CT 
equivalent–based AC maps from MR images in multimodal‑
ity PET/MR [29], improve the attenuation maps produced by 
maximum likelihood reconstruction of activity and attenu‑
ation (MLAA) approaches [30] or totally remove the need 
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for anatomical image information by directly producing 
attenuation-corrected images from non-attenuation-cor‑
rected PET data [31]. In terms of SC, the scatter sinograms 
could be produced from emission and attenuation raw data in 
PET or SPECT imaging [32, 33] or the direct production of 
scatter-corrected images (usually combined with AC) with 
non-corrected PET images being used as the input data to 
the network [34].

These developments show great promise, but there is 
a clear need for the evaluation of the robustness of these 
approaches both in terms of variability in anatomical loca‑
tion as well as presence of abnormalities, a study that can 
only be achieved by considering larger patient populations.

Image processing and analysis

Again, one can identify two main areas: the one dealing 
with a post-processing improvement of the reconstructed 
images (remove noise, improve resolution) and the second 
with a further analysis of the data that allows the extraction 
of imaging biomarkers which subsequently can be used for 
different clinical endpoints [5]. Denoising primarily aims at 
pushing the limits of low-dose NM imaging and is based on 
the use of the low dose standard reconstructed PET images 
alone or in combination with anatomical modality images 
(predominantly MRI) as an input [26, 35]. DL-based super-
resolution aims at obtaining a high-resolution image from 
a low-resolution input image. Approaches rely on training 
that uses either paired low/high-resolution NM images or 
combined low-resolution PET and high-resolution MR 
images [36]. Again, results are promising, but most studies 
lack a comparison with current state-of-the-art denoising 
techniques.

Concerning NM image analysis, the most significant 
developments deal with the field of image segmentation. 
NM images suffer from low spatial resolution and—as a 
result—partial volume effects which render the segmenta‑
tion of functional volumes of interest a challenging task 
relative to anatomical image-based ROI definition. The first 
signs of the potential performance of DL-based segmenta‑
tion algorithms relative to the current state-of-the-art have 
started emerging in the early segmentation software chal‑
lenges organized in 2016 [37]. In this work, 150 acquired 
and simulated physical phantom datasets and 25 delineated 
3D tumour volumes in PET images were used for training 
purposes. The CNN-based algorithm led to superior preci‑
sion in the segmentation results, statistically outperforming 
9 out of the 12 other segmentation approaches participating 
in the challenge, some of them among the current state-of-
the-art. More recent results suggest that a 3D U-net type 
architecture based on encoder-decoder layers can provide 
high-accuracy functional tumour volume segmentation 
results from PET images in different cancer models and 

locations without the need for any user intervention [5]. In 
practice, however, results are not optimal yet. In a recent 
study in patients with cervical cancer by Pinochet et al., it 
became clear that the segmentations and total metabolic 
tumour volumes determined by their algorithm needed to 
be verified and, sometimes, even corrected to be similar to 
the manual segmentations [38]. Future direction of research 
in this field will concern the exploitation of multimodality 
datasets within the context of automatic image segmenta‑
tion combining PET, CT and MR whenever available [39]. 
Almost all works in the field of image reconstruction and 
analysis referred to above have been carried out considering 
static acquisitions, but all of them can be equally applied to 
dynamic imaging, including direct parametric PET image 
reconstruction [40].

Finally, another significant future application for NM 
imaging, within the wider area of DL-based image synthesis 
(mentioned in the data correction section above), is that of 
image harmonization. Multicentre trials will become even 
more important in the future given the requirements for large 
training datasets in AI developments. Within this context, 
it is essential to ensure the development of harmonization 
approaches which go beyond acquisition and processing 
standardization protocols that minimize but do not elimi‑
nate imaging technology-related variability or otherwise 
known as the “centre effect” [41]. Early evidence suggests 
that DL, and more specifically the field of image-to-image 
translation using generative adversarial networks (GANs), 
can play a major role in image-based harmonization meth‑
odologies [42].

A field where AI may play an important role also is image 
registration. Despite the fact that in clinical practice there 
is already a strong clinical multimodality component (PET/
CT, SPECT/CT, PET/MR) in use, the application of AI in 
image registration can be quite relevant. Consider longitu‑
dinal studies but also the alignment of PET and CT data 
within a single PET-CT study. Patients move, and there is 
always some mismatch between CT and PET, either random, 
systematic or cyclic. Also, AI may help in metal artifact 
reduction strategies for improved attenuation correction in 
hybrid PET/CT imaging.

Section 2 — “Clinical”

Neurology

Neurodegenerative disease is a major application of NM. 
It is common experience that reading these brain images 
(FDG-PET, DaT-scan, amyloid PET) can be quite challeng‑
ing. Consequently, aid from AI has been sought. In a proof-
of-concept study, Kim et al. described the use of a network 
in discriminating between Parkinson’s disease and a normal 
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distribution of 123I-ioflupane. Although the study was rela‑
tively small (118 abnormal and 63 normal scans) and of a 
retrospective character, they were able to show a high test 
accuracy with a ROC of 0.87 [43]. Choi et al. built a DL 
model for discriminating the FDG uptake patterns in Alz‑
heimer’s from normal controls. That model was then trans‑
ferred to images of patients with mild cognitive impairment 
to see if it could discriminate those patients that would rap‑
idly convert to Alzheimer’s disease from others. Also, they 
studied whether patients with Parkinson’s dementia could 
be discerned. They concluded that their DL-model could 
successfully be transferred to multiple disease domains 
[44]. Similarly, Son et al. trained a DL system in interpret‑
ing 18F-florbetaben images and concluded that in visually 
equivocal scans, their algorithm was able to discriminate 
between progressive disease and negative cases, thus pro‑
viding information on clinical outcome and even prognosis 
assessment [45]. Finally, the use of deep learning algorithms 
may possibly expand FDG-PET/CT to other diseases, e.g. to 
discriminate between ALS and ALS mimics [46].

Such examples from the literature show the potential of 
AI in relatively small patient population studies. Thorough 
validation and finetuning on larger patient populations are 
needed to facilitate clinical translation.

Cardiology

Myocardial perfusion imaging (MPI) using SPECT or PET 
is the most often performed scan in nuclear cardiology. The 
aim of this examination is to help the clinician to determine 
whether the patient suffers from cardiac disease (usually cor‑
onary artery disease), whether treatment is necessary and, if 
so, which therapy is preferred (revascularization vs. optimal 
medical treatment). The most commonly used modality is 
SPECT using Tc-99 m-labeled perfusion tracers. Due to the 
high number of examinations and the relatively standard‑
ized procedure of the test, myocardial perfusion imaging 
using SPECT is an interesting model for applying AI. The 
examination is usually carried out on a hybrid device, so that 
a CT dataset (or in the case of PET sometimes an MRI data 
set) is also generated.

The first applications of AI in nuclear cardiology were the 
segmentation of imaging data, the diagnosis of obstructive 
coronary artery disease and the prediction of major adverse 
cardiac events (MACE). It has already been shown that the 
automatic determination of the valve plane — an important 
step in the reconstruction of image data, often requiring user 
interaction with the respective software — was performed 
by an AI approach in a manner comparable to highly expe‑
rienced NM specialists [47]. Also, a work on datasets of 
almost 1000 patients showed that a fully automated analysis 
of the MPI studies showed a good agreement with experts 
[48]. In another study, besides the categorization of patients 

based on MPI data regarding the presence of obstructive 
CAD, parameters were automatically selected from 33 
clinical and quantitative data with an information gain [49]. 
Using this information, a prediction model was then trained 
with the help of the tenfold cross-validation technique, 
and the results were compared with the assessment of two 
experts, whereby the machine learning algorithm was not 
inferior. Similar results could be reproduced in other studies 
[50, 51]. The last major field of application is the attempt to 
prognosticate the further course of the disease. In contrast 
to the normal (human) approach where mainly the imag‑
ing data are used, AI allows the consideration of a large 
number of variables. In a work on more than 2500 patients, 
an ML algorithm for the prediction of MACE was trained 
and evaluated [52]. A total of 70 clinical, ECG or imaging 
parameters were provided to the algorithm. The prediction 
of MACE was significantly better when these parameters 
were used in combination rather than when only the imaging 
parameters were provided by the algorithm. Interestingly, the 
machine learning approach was even better than the inter‑
preting physicians, who had access to all patient data [52].

These are promising examples to the use of AI in nuclear 
cardiology. Further developments are expected, e.g. in the 
reconstruction of imaging data. And it is also expected that 
there will be AI-based software tools available in the near 
future to support physicians in the interpretation of imag‑
ing data in everyday clinical routine. A position paper on 
the applications of AI for NM multimodality cardiovascular 
imaging has been recently published by EANM and EACVI 
[53].

Oncology

In oncology, the movement towards personalized medi‑
cine is most clearly visible. It should tailor the treatment 
towards the genetic composition of the tumour(s) and take 
into account the extent of the disease and the condition of 
the patient. It is generally believed that AI will help in this 
process.

This is not limited to positron emission tomography 
alone. One of the least expected areas to introduce AI is in 
classic bone scanning with [99mTc]Tc-labelled diphospho‑
nates. However, bone scanning is much used, and interpre‑
tation can be difficult at times. Zhao et al. developed a deep 
neural network algorithm based on over 9500 planar bone 
scans, validated it on over 1250 cases and tested it also in 
over 1250 cases. Then, a competition was held between AI 
and 3 experienced NM specialists. In the initial part, AI 
reached to an overall diagnostic accuracy of 93%. In the 
second part, the algorithm performed slightly better than 
the physicians, proving non-inferiority. Time gain was enor‑
mous: the AI took just over 11 s to analyse, whereas the 3 
physicians took on average 2 h and 15 min for the task [54]. 
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Different algorithms for this task are being tested currently, 
and the early results show that despite the differences in 
approach, outcomes are quite comparable [55]. However, 
one also has to realize that a thorough validation in case of 
bone scanning is very difficult as a gold standard is lacking. 
Also, the algorithms used should be open to the public, lest 
they can be checked and challenged by others.

Another promising field of the application of AI is in 
response evaluation with 18F-FDG-PET/CT through extract‑
ing quantitative information (“radiomics”) from the images, 
which will be discussed in more detail below [56]. Very 
interesting is the hypothesis that the extraction of radiomics 
features may endorse a histological diagnosis or even replace 
a histological diagnosis when it is difficult or often impossi‑
ble to get a biopsy [57]. A suggestion that goes beyond FDG, 
but to date, a very limited number of radiomics studies have 
considered other tracers.

Diagnosis, radiomics, response to therapy 
and dosimetry

Traditionally, the extraction of “handcrafted radiomics” 
requires manual segmentation of the region of interest. Sub‑
sequently, thousands of human-defined and curated quan‑
titative features from the ROI which for example describe 
tumour shape, intensity and texture are extracted [57–59]. 
As already mentioned in the “physics” section above, all 
of these steps can be performed by using AI. In terms of 
classification and model building, machine learning tech‑
niques have been used over the past 30 + years with variable 
levels of success and have been recently evaluated within 
the context of radiomics [60]. The objective is to identify 
those imaging features that are associated or causally related 
with a given clinical or biological endpoint. Latest evidence 
suggests that a consensus based on the results provided by 
multiple such techniques could improve a model’s predic‑
tion performance and reduce the variability of the results 
observed [61–63]. One current trend with DL involves the 
“direct model” building based on the use of identified/seg‑
mented volumes without having to explicitly extract radi‑
omics features, a process known as the use of “deep fea‑
tures” [64, 65]. Preliminary works exist extracting these 
deep features from whole body images within the region of 
interest and associated segmentation steps embedded in the 
overall process. If successful, such an approach could allow 
the elimination of the time-consuming lesion identification 
and annotation/segmentation step, facilitating the introduc‑
tion of image-derived features in the clinical workflow for 
diagnostic and therapy stratification purposes. One major 
challenge in such data-intensive AI applications is the need 
to exploit multicentre data, an essential step in bringing into 
routine clinical workflow single centre predictive and prog‑
nostic models in the future. The use of multicentre trials is 

associated with increased variability due to different image 
reconstruction protocols implemented on different manufac‑
turer equipment as well as non-standardised data acquisi‑
tion protocols. The approaches to handle such variability are 
either (i) based on allowing an AI model to learn from it or 
(ii) develop image harmonisation approaches based on AI, a 
field currently very much in the forefront of methodological 
developments [66].

Another area of application where AI could play a sig‑
nificant role is related to radionuclide dosimetry. Especially 
in children and young adults undergoing repeated scans, 
dosimetry and dose reduction are an issue. In a recent study 
by Wang et al., they showed that the introduction of AI has a 
potential to reduce the FDG-dosage up to a 1/8 dose equiva‑
lent (0.18 MBq/kg) yet providing interpretable images. SUV 
was not affected [67].

Based on a series of planar or 3D images, different dosim‑
etry methods have been developed to calculate the absorbed 
dose distribution, which in turn can be used to quantify the 
whole-body dosimetry of the therapeutic agent and to sup‑
port treatment planning [68]. Despite the potential of quanti‑
fying a companion diagnostic tracer for underpinning radio‑
ligand therapy (RLT) treatment planning, the estimation and 
extrapolation of the pharmacokinetics are associated with 
certain practical difficulties. Furthermore, the estimation 
of pretherapy pharmacokinetics normally requires multiple 
whole body dynamic scanning repeatedly for as long as pos‑
sible. Although these issues may be resolved with the devel‑
opment of total body PET systems, such protocols are cur‑
rently incompatible with routine clinical practice. Because 
of these technical limitations, pre-therapy imaging is usually 
only used to qualitatively select candidates for RLT and to 
rule out obvious risks. The patients are still treated with a 
fixed radiopharmaceutical activity [69]. AI may unveil the 
complex relationship between pre-therapy patient data, such 
as imaging, demographic data and laboratory data and the 
radiation dose distribution to be obtained during therapy. 
To illustrate this, a DL method was developed to automati‑
cally detect and segment prostate cancer lesions on 68 Ga-
PSMA PET/CT-images [70], which may support the defini‑
tion of the treatment targets for the planning. Furthermore, 
the potential of AI in predicting organ-wise or voxel-wise 
post-therapy dosimetry of radiopharmaceuticals has also 
been shown [71]. GANs have been developed to discover 
the complex relationship between pre-therapy patient data 
and post-therapy radiation dose distribution and therefore 
may predict the voxel-wise dose distribution for treatment 
planning. Finally, training of an AI dosimetry prediction 
model requires accurate dose estimation. DL methods have 
been developed to replace Monte-Carlo simulation for the 
estimation of voxel-wise dosimetry [71, 72]. Initial results 
indicate that these methods are computationally efficient to 
consider individual tissue density distributions as well as 
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heterogeneity of the concentration of the radiopharmaceu‑
tical to improve dosimetry estimation from SPECT or PET 
measurements.

In summary, using AI in NM multimodality imaging has 
the potential to play a significant role in routine diagno‑
sis but also in the more challenging personalised patient 
therapy monitoring and response assessment applications. 
Within this context, AI may play a role in the development 
of new radiotracers for imaging and therapeutic purposes 
[73]. In addition, AI can facilitate accurate voxel-wise dose 
calculations for dosimetry purposes in radionuclide therapy. 
Although the development of large axial field of view PET 
scanners may bring dynamic and parametric whole-body 
imaging to the forefront, the application of AI in this field is 
currently in its infancy, and the associated clinical interest 
remains to be demonstrated.

Challenges for transferability from research 
to clinical practice

Despite the promises of AI, some of them outlined above, 
there are also clear limitations in terms of their implementa‑
tion and most importantly in terms of their clinical accept‑
ability. A recent review by Torres-Velazquez et al. discussed 
in detail all of these challenges for the use of DL in medical 
imaging [5].

First, there is the level of performance, as well as its 
reproducibility and robustness to variable imaging proto‑
cols and devices, which depends on the quantity and on the 
quality of the available data for training of the system. In 
addition, once the training of an algorithm has been com‑
pleted, datasets that were not used in the training are needed 
to ensure validation and testing processes. Irrespective of 
the step (training, validation, testing) in the process, all 
data need to be accurately annotated since AI learns from 
this annotation and therefore depends largely on the preci‑
sion and consistency of the available data. This cannot be 
emphasized enough and is a plea for structured reporting. 
Another solution here will be the use of consensus annota‑
tion from multiple observers/operators in order to reduce 
the potential impact of a single reduced quality annotation. 
This is critical for applications such as lesion detection tasks. 
Using actual clinical progression or outcome is a solution 
for other problems, such as predicting disease progression 
and response to therapy. In addition, quality control proto‑
cols for the evaluation of such annotations should be put in 
place. Finally, in combination with standardization initia‑
tives, image-based harmonization approaches as mentioned 
above hold the potential to eliminate the impact of a ‘centre-
effect’ by bringing data from multicentre trials together in 
an efficient manner for AI training purposes.

The development of AI normally depends on the avail‑
ability of a large amount of data. Compared to other disci‑
plines, it is usually challenging to gather such large cohorts 
of patients in NM. Apart from the variations of scanners or 
imaging protocols, NM imaging and therapy have additional 
variations in radiopharmaceuticals and dosages. This large 
complexity makes NM studies susceptible to incomplete or 
missing data. As a result, it hampers extensive development 
of AI methods in NM. There are some potential ways out. 
Physiologically based pharmacokinetic modelling may assist 
the translation of different radiopharmaceuticals during AI 
development [74]. And weakly supervised deep learning 
may accelerate the learning on incomplete datasets [75].

Another issue is the variability with respect to the tar‑
geted task. Lack of variability will lead to overfitting of 
the training data and poor generalizability. The developed 
approaches will work during training but demonstrate 
reduced performance during the validation/testing steps. 
Therefore, cross validation is a conditio sine qua non when 
developing models. But beyond this extensive clinical 
testing is necessary. In general terms, a minimum of 70% 
training and 30% validation is used. In the cross-validation 
approach, the k-fold cross-validation is the one most fre‑
quently used [5]. Data augmentation can be used in certain 
cases by e.g. shifting, zooming or rotating images [76]. Be 
aware that — in tasks with a clinical endpoint — such data 
augmentation approaches may be less efficient than when 
used for more physics-oriented tasks. Another approach is 
‘transfer learning’, where the context of the specific issue 
of data quantity involves a first-level training of the AI on 
other types of available data not specific to the task in hand, 
with a fine-tuning step using the task-specific datasets. The 
same concept can be used also for domain adaptation where 
a successful network within a given task can be used in 
another domain (e.g. moving from PET to SPECT image 
segmentation).

For the testing and validation of AI algorithms, includ‑
ing adherence to international and national standards, large 
datasets are needed. This inevitably means (standardized) 
multicentre cooperation and sharing of data, certainly within 
the field of NM and molecular imaging. Given the difficulty 
in data sharing, e.g. due to the Directive 95/46/EC (General 
Data Protection Regulation) of the EU, different approaches 
can be highlighted and encouraged. One concerns the crea‑
tion of large, publicly available, open access image data‑
bases, such as for example ADNI or TCIA [77, 78], which 
preferably should be encouraged by public organisations. In 
this respect, the upcoming European Health Data Space is 
also eagerly awaited. Other variability aspects that need to 
be addressed within such publicly available repositories are 
the availability of external parties to the imaging data (such 
as demographics, omics, histopathology, outcome). Alter‑
natively, the potential training of a given model could go 
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through distributed training [79], where a model is further 
refined by exploiting local databases without the need for the 
exchange of datasets in a larger repository, hence reducing 
reglementary-related obstacles. In both cases, strict cyber‑
security protocols need to be adhered to, not only in terms 
of data but also in terms of algorithm security in order to 
ensure their widespread deployment, usage and reliability.

Explainable AI

A key dimension to ensure the use of AI is user trust from 
both the medical professional and the patient. They should 
be able to understand the AI’s answers (both in real-time 
and afterwards) and should be able to determine when to 
trust the AI and when the AI should be distrusted. This 
will be an essential element for clinical transferability. 
Current approaches to AI have a high ‘black box’ factor, 
which is a clear drawback for clinical adoption. The dif‑
ferent approaches need explainable/interpretable models 
based on DL in order for clinicians to understand, interpret 
and therefore trust such models. Different approaches have 
been proposed, and their large-scale evaluation is clearly a 
future challenge. Most of them involve the use of a retro-
propagation of information from the results to the input data 
with different visualisation possibilities [79, 80].

With this in mind, the concept of Explainable AI (XAI) 
was introduced. XAI emphasizes the need that the response 
should be understandable: why did the algorithm arrive at 
a certain conclusion? Does it make sense? The right for 
explanation is seen as a basic requirement in our society 
and is also a request for certification (CE marked and FDA 
approved). Blind reliance on AI may lead to Kafka-like 
situations, as depicted in the New York Times bestseller 
‘Weapons of Math Destruction’ by Cathy O’Neal [81]. Why 
should a patient accept receiving adjuvant chemotherapy if 
both the patient and the doctor do not understand the reasons 
for doing so?

There are 2 routes to approach this problem, viz. the route 
of the interpretable model or the route of the explainable 
model. An interpretable model provides its own explanation 
and can be intuitively understood, e.g. the risk of treatment-
induced toxicity is higher in elderly patients. In contrast, 
an explainable model does not provide its own explanation. 
These models are black-box models and are typically too 
complicated to be understood by humans. Additional tech‑
niques or visualization tools (e.g. an activation map on an 
image) are needed to understand how the model made the 
predictions. This approach is also seen as a quality assess‑
ment. For example, if an AI model concludes that a lung 
nodule is malignant but the most informative image voxels 
are outside the nodule, then the likelihood of a false positive 
finding is higher.

Another consideration is infobesity (overload of informa‑
tion) whilst typically the human brain can handle a maxi‑
mum of 5 variables to make a decision. The challenge is to 
have ‘glass box’ models that are explainable to a ‘human-
in-the-loop’, without sacrificing AI performance. There is 
also the request from users to have a bidirectional flow of 
information, rather than the AI giving a conclusion uni‑
directionally. A frequent requirement is a user interface 
allowing to ask questions on the answers/predictions of the 
AI model, to put them into context, to compare to previ‑
ous cases, etc. Methods that can provide qualitative (visual) 
feedback through the use of network visualization techniques 
using saliency/activation maps can be handy therefore to 
accompany these developments [64, 80]. This user interface 
could also be used several years later in e.g. retrospective 
evaluation of the AI performance, or in case of medico-legal 
issues.

Again, the European Union is taking up the gauntlet by 
proposing a regulatory framework for AI (https://​digit​al-​strat​
egy.​ec.​europa.​eu/​en/​polic​ies/​regul​atory-​frame​work-​ai) with 
(a.o.) the goal that Europeans can trust what AI has to offer.

Comparing performance of algorithms

As already mentioned earlier, over the past 3–4 years, there 
have been numerous DL algorithms and associated pipelines 
proposed for different tasks in NM imaging. One of the dif‑
ficulties with DL algorithms are the hundreds of parameters 
that need to be optimized but also the different types of net‑
works and their implementation details in terms of e.g. the 
number of layers and associated connections, optimizers and 
loss functions that can be varied. Consequently, it is crucial 
to compare the performance of all these various implemen‑
tations under controlled conditions. Given all the potential 
variations, it is impossible to reproduce results from the 
literature by re-using the proposed approaches. Alterna‑
tive verification methods are to be implemented, such as 
the creation of software challenges. In these challenges, a 
given dataset is made available for developers to evaluate the 
performance of their algorithms within a controlled environ‑
ment. Numerous software challenges have been organized 
throughout the years, mainly within the field of image seg‑
mentation [37], but also in other fields of interest increas‑
ingly targeting clinical endpoints (https://​grand-​chall​enge.​
org/​chall​enges/). Whereas NM has been lagging behind, it 
is the conviction of us that such challenges can and should 
be organised in a multicentre set-up. Challenges should be 
based on a predetermined categorisation of potential appli‑
cations using different factors, such as impact and potential 
utility and uptake in clinical practice. Different points may 
be investigated by such challenges, such as for example:

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://grand-challenge.org/challenges/
https://grand-challenge.org/challenges/
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1.	 Explain the need for data and associated requirements 
(volume, annotation, QC), definitions of training and 
validation datasets

2.	 Mention the dependency of data volumes needed on the 
targeted task, which also requires standardisation and 
harmonisation for the exploitation of multicentre data‑
sets

3.	 Define algorithm-related aspects like the number of 
parameters, optimisation protocols, robustness, transfer‑
ability on datasets from different instruments or body 
locations

4.	 Deal with model interpretability (white–grey box con‑
cept compared to black box), and thus with the accept‑
ability by professionals (medical physicists, physicians) 
and the public (patients and families)

5.	 Integrate established domain knowledge (e.g. PBPK 
modelling) in AI algorithms or training procedure to 
reduce the requirement of data volume and improve the 
robustness of the algorithms

6.	 Deal with training issues for implementation in clinical 
practice (computational burden, periodical updating)

When developing challenges and algorithms, it is advis‑
able to bear the best practices for algorithm development as 
recently published by Bradshaw et al. [82].

Conclusions

The time to implement AI in medicine is now. Nuclear medi‑
cine and molecular imaging are no exception to that devel‑
opment. AI shows great promise to improve image quality, 
to personalise dosages (both in diagnosis and theranostics) 
and to help in image interpretation. It opens ways to fully 
exploit the potential of NM (which by nature is a numerical 
specialty), an aspect that has gathered momentum over the 
past decade with the advent of radiomics. As such, AI has 
the potential to improve clinical workflows that will increase 
overall efficiency but also facilitate personalised medicine 
for the benefit of a patient. Here, we should not forget the 
introduction of total body scanners which cause an enor‑
mous increase of data to be handled. It seems obvious that 
AI and total body scanners are natural partners to tackle 
this problem.

In this paper, we have highlighted the current state of 
the art in AI for NM. Research in AI for NM has made 
great strides over the past couple of years as this paper has 
described. We have also highlighted areas where work needs 
to be concentrated in order to improve overall acceptability 
of AI by the NM community.

In order to move forward with clinical adoption, the 
validation of outcomes/results of individual trials/studies 
is needed, and this is where multicentre and multigroup 

cooperation is of the utmost importance. Comparing the 
performance of algorithms through challenges is needed 
considering both methodological and clinical outcomes. 
Demonstrating the potential interest of AI in NM through 
these challenges represents also an essential element for its 
adoption within our field. As with any new technology (and 
even more true for software related) developments, the field 
requires also industrial partners to be proactive in facilitating 
its clinical implementation.

Last but not least is education. The transmission of 
knowledge for the implementation of AI in NM and molecu‑
lar imaging is dearly needed. These educational programs 
should target both the scientific and clinical aspects. Such 
educational programs will ensure that current and next-gen‑
eration scientists and clinicians will become familiar and 
grow-up with AI and therefore enhance further its potential 
adoption and development.
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