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[1] A new physics-based technique for correcting inhomogeneities present in sub-daily temperature records is proposed. The approach accounts for changes in the sensor-shield characteristics that affect the energy balance dependent on ambient weather conditions (radiation, wind). An empirical model is formulated that reflects the main atmospheric processes and can be used in the correction step of a homogenization procedure. The model accounts for short- and long-wave radiation fluxes (including a snow cover component for albedo calculation) of a measurement system, such as a radiation shield. One part of the flux is further modulated by ventilation. The model requires only cloud cover and wind speed for each day, but detailed site-specific information is necessary. The final model has three free parameters, one of which is a constant offset. The three parameters can be determined, e.g., using the mean offsets for three observation times. The model is developed using the example of the change from the Wild screen to the Stevenson screen in the temperature record of Basel, Switzerland, in 1966. It is evaluated based on parallel measurements of both systems during a sub-period at this location, which were discovered during the writing of this paper. The model can be used in the correction step of homogenization to distribute a known mean step-size to every single measurement, thus providing a reasonable alternative correction procedure for high-resolution historical climate series. It also constitutes an error model, which may be applied, e.g., in data assimilation approaches.


1. Introduction

[2] Homogenized long-term climatological time series provide useful information on climate back to the preindustrial era. In recent years, climate extremes have come into focus, and consequently, homogeneously homogeneous meteorological records are required in high temporal resolution [Moberg et al., 2000; Brandsma and Können, 2006]. The number of such data sets is increasing, but still rare compared to monthly [Venema et al., 2012] or annually resolved data [Moberg et al., 2006]. Moreover, the homogenization of daily or sub-daily data is different from the homogenization of monthly or annual data as the former involves dealing with non-linear atmospheric processes that influence the distribution [Della-Marta and Wanner, 2006]. Homogenization of daily and sub-daily data has been challenged only in recent years [Aguilier et al., 2008]. In this paper, we propose a correction method for temperature that can be applied to sub-daily data. Existing methods correcting for daily or sub-daily temperature data can be grouped into three basic categories:

[3] 1. Corrections of the mean: Methods that start from monthly mean break sizes, which are then distributed to individual days. Daily corrections are computed by fitting a spline or piecewise linear function between monthly mean corrections that are preserved [Vincent et al., 2002; Begert et al., 2003].

[4] 2. Corrections of higher-order moments of the distribution: Methods that directly adjust the distribution of daily temperature based on a daily reference series [Della-Marta and Wanner, 2006; Štěpáněk et al., 2009; Toreti et al., 2010; Mestre et al., 2011]. The correction thus depends on the temperature itself.

[5] 3. Methods that incorporate basic physics such as the effects of radiation and ventilation on the temperature shield [Z’graggen, 2006].

[6] In addition, mixed approaches are possible. For instance, by making corrections dependent on weather types or similar, some physical causes for inhomogeneities are admitted, although not explicitly. While statistical corrections often deal with temperature statistics (mean\(_{\text{day}}(T)\), min\(_{\text{day}}(T)\), max\(_{\text{day}}(T)\)), physics-based correction methods require state observations \(T(t)\) because ambient conditions need to be known for the
time of observation (which is not known e.g. for \( \max_{\text{day}}(T) \)). Ideally, the corrections then do not depend on reference series anymore, but only on the physics, presuming at least a crude understanding of the error. Inhomogeneities, for example, caused by a change in measurement systems, vary with solar radiation [Peterson et al., 1998] and ambient wind speed [Hubbard et al., 2001; Lin et al., 2001; Lin and Hubbard, 2001]. Former studies on naturally or poorly ventilated thermometer screens and intercomparisons among different sensor-shield systems [Guttman and Baker, 1996; Richardson et al., 1999; Hubbard et al., 2001; Lin et al., 2001; Lin and Hubbard, 2001; Nakamura, 2005; van der Meulen and Brandsma, 2008; Brandsma and van der Meulen, 2008; Huwald et al., 2009; Harrison, 2010] show that radiative heating during daytime, IR cooling during nighttime, cloud cover, ground albedo, and wind speed are the main factors that influence the magnitude and sign of the error. Lin and Hubbard [2001] find first that radiative heating during daytime leads to the largest bias magnitudes. Low ambient wind speeds support this tendency [Nakamura, 2005; Harrison, 2010; Lin et al., 2001]. This can lead to differences between air temperature within the shield and outside a radiation shield, which may reach -0.5°C to 2.5°C [World Meteorological Organization, 2008]. Second, in accordance with Nakamura [2005], Lin and Hubbard [2001] found a non-linear relationship between the ambient wind speed and the magnitude of the bias. Accordingly, including information on at least these two well-known causes for biases in the correction procedure may result in more realistic correction magnitudes for sub-daily temperature values and in fact may be a more straightforward way to correct inhomogeneities.

Thus far, the only physics-based correction method that uses radiation and wind speed was published by Z’graggen [2006] and applied to daily maximum temperature data. Z’graggen [2006] uses monthly mean parameterized maximum global irradiance at one location depending on cloud cover and uses the long-wave radiation balance together with daily wind speed measurements as a basis for his correction. The days of a month with the same wind speed and mean radiation balance are assigned equal correction magnitudes (which allows the application to daily maximum data). However, in months with a steep annual radiation cycle this assumption may not be appropriate over a month.

In this paper, we present the background and development of an advanced semi-empirical, physics-based correction procedure for adjusting sub-daily temperature series starting from Z’graggen’s [2006] central idea. Our procedure is based on a simple energy balance model of a screen that accounts for screen and sensor geometry, net radiation at the surface of the screen (including short- and long-wave components and a snow-accumulation model for deriving albedo), and the modification of the sensible heat flux between the screen and the sensor through wind speed (ventilation). As the target of the correction is not to adjust the observed air temperature to the (unknown) true air temperature, but to adjust for differences between two systems, the model is applied to the difference between two sensor-screen systems, additionally accounting for a possible instrument offset. The approach has three parameters that need to be known or estimated, but highly correlated sub-daily, daily, monthly, or annual reference series are necessary at this step. If the three parameters are estimated from the mean break sizes determined for three observation times (morning, evening, noon), the approach will preserve the mean shift but redistribute it to single measurements based on physics. In this paper, we apply our method to an inhomogeneity in the Basel temperature series that occurred in 1966 due to a change in radiation shields (Station-history Basel, MeteoSwiss Archive). Thus, the impact is assessed on a sub-daily basis, for a specific cause of inhomogeneity, which is supposed to deliver more realistic and accurate results [Vincent et al., 2002].

This article proceeds as follows. In Section 2, we describe data we use for our radiation and correction model. We show the development of the correction model, including the radiation and snow-accumulation model, in Section 3. We present and discuss an evaluation of the resulting corrections using parallel measurements and the impact on extremes in Section 4. Concluding remarks are drawn in Section 5.

2. Data

In this study, we use sub-daily temperature series from 1956 to 1970 from Basel-Binningen, situated in the north of Switzerland (47° 33’ N, 7° 35’ E), at 316 m a.m.s.l. During the 1956–1970 period, temperature measurements were taken three times daily, at 6:00, 12:00, and 20:00 UTC with a ventilated psychrometer. Throughout this paper, times will be given in UTC unless otherwise noted. This period starts in 1956 because before 1956 a liquid-in-glass thermometer was used. The period ends in 1970 as afterwards the evening observation time was changed from 20:00 to 18:00. Until 1966, a Wild screen (Figure 1, left) served as radiation shelter, and in 1966 the Wild screen was replaced by a Stevenson screen (Figure 1, right) (Station-history Basel, MeteoSwiss Archive), which caused an inhomogeneity. In the following, we refer to the homogeneous sub-period before the break (1956–1965) as H2 and to the period after the break (1966–1970) as H1.

From 1957 to 1962 (referred to as H3), simultaneous temperature measurements were performed in the Wild and the Stevenson screen (see Figure 2). We recently discovered...
(in the Archive of the Meteorologischer Verein in Basel) and digitized the parallel measurements taken in the Stevenson screen \(T_{\text{Stev}}\) from the original handwritten observation books. The \(T_{\text{Stev}}\) morning and noon measurements were taken at the same time as the \(T_{\text{Wild}}\) measurements; the evening observation times occasionally differed, but the time was noted. We excluded evening measurements from \(T_{\text{Stev}}\) that were taken more than half an hour before or after 20:00. We further excluded eight outliers, which differ more than 3°C from \(T_{\text{Wild}}\). The occurrence of the outliers shows no systematic behavior; they occur throughout the year at different temperatures. The original record revealed ambiguous handwriting for the outliers. From different archives (MeteoSwiss, Meteorologischer Verein Basel), we collected all metadata available for Basel-Binningen to confirm the inhomogeneity on 1 January 1966 and to confirm that there were no further changes in our period of interest \((H2 + H1)\), which was also shown by Begert et al. [2005] and Kuglitsch et al. [2012]. Hence, the overall period 1956–1970 comprises only one inhomogeneity, which is the target of our study. The sub-periods before, \(H2\), and after the break, \(H1\), are considered homogeneous and sufficiently long for determining the break size.

As input for the radiation model, we use sub-daily wind speed (original Beaufort units converted to m/s), relative humidity (%), precipitation (mm), and cloud cover (octas) series from Basel-Binningen, taken at the three observation times in the period 1956–1970. Wind speed was observed (not measured) and given in Beaufort categories. Furthermore, snow height data (cm) are used to evaluate the modeled dates of snow cover from our snow-accumulation model. From the Basel-Binningen station history, we extracted information on the geometry of the observation site (local horizon for possible shading effects from buildings, for example) in our period of interest as well as times of the local sunrise and sunset over a one year period.

3. Methods

3.1. Energy Balance of the Screen-Sensor System

Our approach is similar to a simple energy balance model of the screen-sensor system. One term basically represents the heating of the screen, which is assumed to be proportional to the net radiation incident on its surface \(R_2\). The approach assumes that heat may reach the sensor in two ways, either as radiative flux from the screen or from the atmosphere (depending on the screen geometry), \(R_1\), or as sensible heat flux from the screen, \(Q_{\text{sensible}}\). However, due to the strongly linked relation of the two fluxes a clear separation and separate calculation is not possible. We further assume one part of the flux is mostly independent from wind speed \(R_1\) and the other part of the flux is further modulated by wind speed \(Q_{\text{sensible}} = R_2 * f(v)\), see Section 3.3. We express the heating of the sensor \(Q_{\text{sensor}}\) in any sensor-shield system as a combination of the two radiation terms as

\[
dQ_{\text{sensor}} = c_1 * R_1 + c_2 * Q_{\text{sensible}} = c_1 * R_1 + c_2 * R_2 * f(v),
\]

with \(c_1\) and \(c_2\) representing coefficients. The unequal screen geometries of the Wild and Stevenson screens result in unequal radiative-shielding characteristics [Müller, 1984; Nordli et al., 1997; Begert et al., 2005]. In contrast to the Stevenson screen, the Wild screen is open to the north and has no bottom, while the Stevenson screen is closed on all sides and has smaller blinds (Figure 1). Hence, the sensor in the Wild screen is directly exposed to radiative flux from the atmosphere; however, sensible heat flux from the screen may be decreased due to better natural ventilation. This leads to differing heating of the sensors, \(Q_{\text{sensor1}} \neq Q_{\text{sensor2}}\) under equal meteorological conditions.

3.2. Radiative Balance Model and Snow-Accumulation Model

In a next step, we approximate \(R_1\) and \(R_2\) separately. Information on screen geometry in addition to high temporal resolution meteorological data allows radiative fluxes to and from an object to be approximated using a simplified set of equations. In the short-wave range, we separately address direct and diffuse radiation from the atmosphere and reflected radiation from the ground. In the long-wave range we separately account for downward counter-radiation from the atmosphere and from clouds as well as upward thermal radiation from the ground.

However, several assumptions are needed to approximate the fluxes due to a lack of radiation flux measurements and detailed information on cloud cover. Important
parameterizations and assumptions for some of the components are detailed in the following: for a complete description and parameterization of all components, the reader is referred to Appendix A.

[16] To derive direct radiation \( S_p \) (equation (A3)), for cloudy conditions we assume a linear relationship between \( S_p \) and cloud cover fraction. Under cloudy conditions, uncertainties increase due to a lack of information on the relative position of the sun to the clouds and cloud properties. The transmissivity of the atmosphere (\( \tau \)) for clear sky conditions is set to a value of 0.75 [Gates, 1980].

[17] Computing the fraction of sky diffuse radiation \( S_d \), especially for cloud-covered conditions, is more complex. It depends on the albedo of the ground, the height and type of clouds, the number and size of particles in the atmosphere, and the position of the sun relative to the clouds [Campbell and Norman, 1998]. Diffuse radiation under clouds is usually one magnitude smaller than global radiation under clear sky conditions and strongly correlated with direct shortwave radiation [Paltridge and Platt, 1976]. However, the relative amount of diffuse radiation compared to direct radiation rises as the cloud cover increases [Gates, 1980].

For calculating \( S_d \), we adapt an empirical equation from Liu and Jordan [1960] (equation (A5)). For non-clear days we use a cloud modification factor \( cmf \), which attenuates \( \tau \). We calculate \( cmf \) by linearly interpolating between 0.3 (fully covered) and 0.75 for fractional cloud cover \( c \), from zero to one, being aware that this is only a rough approximation.

Thus, the relation of \( \tau \) and \( c \) for calculating diffuse radiation is not necessarily linear, as expressed by the application of the \( cmf \) in equation (A5). However, our information on clouds is limited to the cloud cover fraction only.

[18] For calculating incoming thermal radiation from the atmosphere \( L_a \), we separately account for the cloud-covered and the cloud-free fraction of the sky \( L_a = L_{a,\text{clear}} + L_{a,\text{covered}} \). We use the Stefan-Boltzmann relationship to estimate the downward long-wave counter radiation from the clear fraction of the sky \( L_{a,\text{clear}} \) (equation (A9)). For describing the emissivity of the atmosphere \( \epsilon_a \), we use the parametrization of Brutsaert [1975] (equation (A9)).

For the cloud-covered fraction of the sky, we use the emissivity of clouds \( \epsilon_c \) in the Stefan-Boltzmann relationship instead of \( \epsilon_a \), as well as cloud base temperature, \( T_c \), instead of air temperature near the ground \( T_a \). To describe \( T_c \), we calculate the temperature at the lifting condensation level [Bolton, 1980; Corti and Peter, 2009].

For \( \epsilon_c \), we use the relationship proposed by Stephens et al. [1990], \( \epsilon_c = 1 - e^{-0.75\tau_{\text{cloud}}} \), where the wavelength-dependent optical depth, \( \tau_{\text{cloud}} \), was parameterized by the short-wave optical depth for low cumulus clouds, and taken as 0.95 [Paltridge and Platt, 1976].

[19] For thermal radiation emitted from the ground \( L_{r,\text{g}} \), we also use the Stefan-Boltzmann relationship. Since no ground temperature measurements were available, we use the actual measured temperature \( T_a \) to approximate the ground temperature for days without snow cover. For snow covered days, we use a constant ground temperature of \(-2^\circ C\).

[20] We apply sky view factors [Oke, 1987; Campbell and Norman, 1998] to account for the portion of the sky or ground (source of radiation) to which the sensor or the screen surface is exposed for a given screen geometry. A detailed description of the view factors is provided at the end of Appendix A.

[21] Short-wave radiation flux is strongly influenced by ground albedo [Huwald et al., 2009], which in turn changes heavily with the presence of snow [Bonan, 2002]. To account for changing ground albedo, snow cover data are required. Since such data are rare, we applied a snow-accumulation model based on the degree-day method [Singh and Singh, 2001], resulting in daily ground albedo values. A detailed description of the model and the parameterizations is given in Appendix B.

### 3.3. Sensible Heat Flux

[22] Screen design heavily influences ventilation characteristics of a sensor-shield system. A consequence of the Wild screen open to one side is the better ventilation of the sensor due to enhanced convective heat exchange and mixing of ambient air with air within the shield [Lin et al., 2001]. Thus, ventilation can counteract a bias produced by an overheating of the screen surface due to an uncoupling of the air inside the shield from the ambient air. We introduce an attenuation term \( f(v) \) in equation (1) that modulates the sensible heat flux component (or net radiation incident on the screen surface).

At increasing wind speeds, the heat transfer rate due to convection is exponentially decreasing [Lin and Hubbard, 2001], and therefore sensible heat flux from the screen approaches asymptotically zero [Zgraggen, 2006]. We hence derive the following attenuation term \( f(v) \):

\[
  f(v) = 1 - \exp\left(-\frac{k}{v}\right),
\]

where \( v \) is the wind speed and \( k \) is a coefficient. We adopt \( k \) in a way that the shape of the curve follows the formulation suggested by Väisälä [1941, 1949] and Raunio [1950] (further applied by Brönnimann [2003]), and physical plausible model parameter estimates \( \epsilon_1 < 0 \) and \( \epsilon_2 < 0 \) (see equation (1)) can be derived. We achieve this by assigning a value of \( k = 2.6 \). For wind speeds <6 m/s (comprising 99.2% of all wind speed observations), the derived shape (see Figure 3) follows the shape of Väisälä [1941, 1949] and yields the assumed negative parameter signs. Within the range of 6 m/s to 34 m/s (comprising the remaining 0.8% of wind speed observations), the shape of the Väisälä [1941, 1949] curve and our derived curve deviate only slightly (not shown). We therefore use the same \( k \) for all wind speeds. Note, deriving a physical relationship is hardly possible as...
wind speed was observed (not measured) and is given in Beaufort categories.

3.4. Correction Model

[23] Correction approaches in homogenization do not correct for differences between a measured temperature series and the (unknown) true air temperature, but for non-climatic differences between two series (in our case two sensor-screen set-ups). For the temperature difference between the two set-ups, we assume that equation (1) can be used, with the addition of a constant.

[24] In other words, we assume that the heating in the later set-up, to which the earlier is adjusted, can be expressed in the same way as the earlier, so that the desired coefficients are simply the differences of two coefficients. Additionally, a constant offset Δc₀ needs to be introduced as changes in the set-up are often accompanied by further changes e.g. in the instrument.

\[ Δe = Δc₀ + Δc₁ \cdot R₁ + Δc₂ \cdot R₂ \cdot \left(1 - \exp\left(-\frac{k}{v}\right)\right), \quad (3) \]

with Δe being the temperature difference between the two set-ups. The three coefficients can be estimated by using three sufficiently different constraints, as will be detailed in the next subsection. In some cases, the coefficients may also be known, or they may be taken from estimations from similar cases (e.g., Δc₁ and Δc₂ may be characteristic for the change from the Wild screen to the Stevenson screen and thus applicable to other cases, although site-specific conditions may still play a role).

[25] We use the mean differences (\(ΔS_j\)) for each of the three observation times \(j\), averaged over all days \(i\) of the period under consideration, to constrain the coefficients. This results in a system of three linear equations of the form

\[ ΔS_j = Δc₀ + \sum_{i=1}^{n} Δc₁ \cdot R₁ \cdot i + \sum_{i=1}^{n} Δc₂ \cdot R₂ \cdot i \cdot \left(1 - \exp\left(-\frac{k}{v_{ij}}\right)\right), \quad (4) \]

which can be solved. As the determined coefficients represent characteristics of the measurement system, we regard them as constant for all observation times throughout a period of unchanged installation and instruments. Using the coefficients, corrections can be calculated for any weather situation. However, the transferability of the coefficients to other breaks (e.g., within the same climatic region) needs to be explored. Every single temperature value receives an individual correction based on the ambient weather conditions. At the same time, the mean step sizes (the constraints) are preserved. The method thus simply redistributes the mean error in a physically plausible way. The knowledge of the mean step size is sufficient and only the annual reference series is required. Additional constraints, combined with statistical estimations, might alternatively be used.

3.5. Systematic Application of the Model and Calculation of Step-Sizes

[26] We use two different ways to estimate \(ΔS_j\). First, we derive \(ΔS_j\) from the parallel measurements, termed \(Δp_j\). Using the “true” differences allows an assessment of the properties of the error model. Second, we use statistically estimated differences (\(Δr_j\)) with a reference series in a longer period \((H2, \text{see Figure } 2)\). This is a more realistic approach, but folds additional uncertainty (which is not due to our error model) into the results. To select an adequate reference series for deriving \(Δr_j\), we computed correlations with several nearby Swiss stations and subsequently consulted their detailed station histories for any changes in the period 1956–1970. We applied the method proposed by Peterson and Easterling [1994] to deseasonalized monthly mean series and found the station Zurich to be the highest correlated series without documented changes in our period of interest. The correlation coefficients for the morning, noon, and evening series yield 0.98 (1956–1970) for all three series.

[27] In a first step, we derive corrections in \(H3\), the period of parallel measurements, and use the mean \(Δp_j\) values (one for each of the three observation times) as constraints of equation (4) with

\[ ΔS_j = Δp_j = T_{\text{Stev}} \equiv H3 \cdot j - T_{\text{Wild}} \equiv H3 \cdot j, \quad (5) \]

Corrections derived in this way are termed \(Δe_{p, ij}\).

[28] In the process of homogenization, the most recent period is assumed to provide the most realistic values regarding the true values, where the true value, however, is not known. Hence, in the next step we correct the latter period, \(H2\) regarding the most recent period, \(H1\). Alternatively, we constrain our correction model using the reference series with

\[ ΔS_j = Δr_j = \left(\frac{T_{\text{Ref}} \equiv H2 \cdot j - T_{\text{Wild}} \equiv H2 \cdot j}{T_{\text{Ref}} \equiv H1 \cdot j - T_{\text{Stev}} \equiv H1 \cdot j}\right), \quad (6) \]

Corrections derived in this way are termed \(Δe_{r, ij}\).

[29] Table 1 presents the mean differences for \(Δp_j\) and \(Δr_j\) for the morning, noon, and evening temperature series. For \(Δr_j\), we find a negative mean shift for the noon series (−0.41°C), and positive mean shifts for the morning and evening series (+0.14°C and +0.45°C, respectively), suggesting the Stevenson screen has more effective radiation sheltering characteristics. Similar mean differences are found for \(Δp_j\).

### 4. Results and Discussion

#### 4.1. Comparison of Physics-Based Corrections With Parallel Measurements

[30] Constraining equation (4) with \(Δp_j\) yields the model parameters given in the first column of Table 2. In Figure 4,
versus the evening series shows a series (i.e., the differences after correction). in series and the in the is almost identical, series for all three observa-
tions (Figure 4, right) for all cloudi-
ness conditions.

The distributions of the \( \Delta p_{\text{H1} j} - \Delta p_{\text{H2} j} \) series are narrower than the \( \Delta p_{\text{H1} j} \) series for all three observation times (Figure 5, top) and centered on zero (Figure 5, bottom). Note, the application of a constant correction for the mean would just shift the whole distribution, higher-order distribution parameters would not be affected.

### 4.2. Correction Amounts and Impact of Physics-Based Corrections on Extreme Temperatures

For correcting the Wild temperature series before the break, we use the statistically estimated \( \Delta p_j \) values as model constraints (equation (4)) and obtain individual correction magnitudes for every single sub-daily temperature value \( \Delta e_{r \text{, H2} j} \). The corresponding estimated model parameters are presented in Table 2 in the last column.

The (e.g., instrumental) offset \( c_0 \) derived from \( \Delta p_j \) is much larger than \( c_0 \) from \( \Delta p_j \). \( c_2 \) is almost identical, \( c_1 \) differs more, indicating potential problems in determining physically consistent coefficients (although the actual corrections are almost identical). No information is available from the station history about whether the same instrument was used in the Wild screen and after the screen change in the Stevenson screen. The estimated model parameter \( c_0 \) yields an offset of 0.8°C. This suggests either a change in instruments or an offset due to small changes in the station location (or instrument height), which in complex terrain may introduce an offset. Because of the possibility of an instrument change, we cannot use \( \Delta p_j \) for obtaining final corrections, but have to rely on \( \Delta p_j \).

Figure 6 shows the physics-based corrections \( \Delta e_{r \text{, H2} j} \) versus the \( \Delta p_{\text{H1} j} \) series, over the common interval when parallel measurements were taken. \( \Delta e_r \) and \( \Delta p \) show rank correlations of 0.71 and 0.45, for the noon and the morning series, respectively, but low correlations (0.16) for the evening series. In general, we find similar correlations as for the corrections derived from \( \Delta p_{\text{H1} j} \) in Figure 4.

Figure 7 (top) presents 3D scatterplots of the resulting correction magnitudes for the whole period before the break, \( H2 \), depending on the two radiation terms. There are notable clusters due to the categorical classes of the variables cloud cover and wind speed. For noon, the error magnitudes are clearly increasing with radiation, and the sign of the error is mostly negative. For morning, the corrections are positive for low radiation fluxes and get negative at higher radiation. In the evening, at all times net radiation on the surface of the screen is negative due to the missing short-wave radiation at 20:00; corrections are positive.

Figure 7 (bottom) shows scatterplots of the physics-based corrections in \( H2 \) depending on temperature and wind speed. We find, in general, decreasing corrections at higher wind speeds, and larger corrections at increasing temperatures. However, at noon large corrections are also found on snow covered days with very low temperatures.

Large ground albedo heavily increases reflected short-wave radiation. In contrast to the Stevenson screen, the sensor in the Wild screen is directly exposed to this enhanced radiation flux, which is accounted for in the correction model. Due to the dependence on radiation, the physics-based corrections in general show an annual cycle.
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**Figure 4.** Physics-based corrections (calculated), \( \Delta e_{r \text{, H2} j} \) versus differences from the parallel measurements (observed), \( \Delta p_{\text{H1} j} \), for (left) morning, (middle) noon, and (right) evening. Pearson (corr. \( p \)) and Spearman correlations (corr.sp) are indicated. Green symbols represent clear-sky, red partly cloudy, and black fully covered conditions.
Figure 5. Histograms of the $\Delta p_{\text{H3}}$ series (red) and the $\Delta p_{\text{H3}}/C_{\text{0}}$ series (black) for (left) morning, (middle) noon, and (right) evening. (top) Absolute values. (bottom) Actual values.
Figure 8 presents the corrections as a function of the day of the year for different cloud cover classes (top row), and for different ground albedo classes (bottom row). On clear days with significant short-wave radiation (summer mornings, noon all year) and calm conditions, corrections are strongest negative. For all three observation times, fully covered days show the smallest corrections (around zero). In spring, there is a notable change in signs of the corrections for the morning measurements. This corresponds to the time when the sun is already above the local horizon at the time the measurement is taken, and the short-wave radiation components in the model are addressed. In Figure 8, our approach can be directly compared to daily corrections derived from interpolation from monthly or annual means.

Figure 6. Physics-based corrections (calculated), \( \Delta e_{HR} \) versus differences from the parallel measurements (observed), \( \Delta p_{HR} \) in the period \( H3 \), for (left) morning, (middle) noon, and (right) evening. Pearson (\( corr.p \)) and Spearman correlations (\( corr.sp \)) are again indicated. Green symbols represent clear-sky, red partly cloudy, and black fully covered conditions.

Figure 7. (top) Three-dimensional scatterplots with the physics-based corrections \( \Delta e_{HR} \) on the z-axis and radiation flux on the sensor and net radiation on the screen surface on the x- and y-axis, respectively. Red symbols denote lower \( R_2 \) values, black symbols higher \( R_2 \) values. Note that \( R_1 \) represents incoming radiation in contrast to \( R_2 \) representing net radiation. \( R_1 \) is therefore much larger. (bottom) Three-dimensional scatterplots with \( \Delta e_{HR} \) depending on temperature and wind speed, on the x- and y-axis, respectively. Red symbols denote low wind speeds, black symbols high wind speeds. One point in the bottom right panel (wind speed = 35 m/s, Temperature\(_{\text{Wild}}\) = 11.3°C, \( \Delta e_{HR} = 0.3^\circ C \)) is not shown due to graphical reasons. Results are presented for (left) morning, (middle) noon, and (right) evening.
This approach would not show any spread in the corrections across the year (due to the nature of the method).

[41] We examine further the change in the sub-daily temperature distributions by comparing the uncorrected and corrected temperature series in $H_2$ with the temperature series after the break in $H_1$. Means and standard deviations are calculated and compared using the $t$ and $F$ test, respectively. Results are presented in Table 3.

[42] Temperature series before the correction are significantly different for the morning series (Std dev) and the evening series (Mean). Due to the nature of the method after correction, there are no significant differences for the mean; however, there are also no significant differences in the standard deviations. Repeating the same statistics, but using the respective difference series to the reference series gives similar results and reveals a significant reduction of variance due to the correction, although when compared to the statistics of the target difference series in $H_1$ some significant differences in variances remain (not shown).

[43] To analyze the impact of the adjustments on extreme temperatures, the average number of days per year exceeding various temperature thresholds is given in Table 4 for the uncorrected series ($T_{Wild\ H2}$j), the series corrected for a mean shift ($T_{Wild\ H2} + \Delta T_{j}$), the physics-based corrected series ($T_{corrected\ H2}$), the Stevenson series during the period of parallel measurements ($T_{Stev\ H3}$), and the Stevenson series after the break ($T_{Stev\ H1}$). Noon, morning, and daily mean temperatures are analyzed. $T_{mean}$ was calculated according to contemporary standards using $(T_{morn} + T_{noon} + 2 * T_{eve})/4$.

Table 3. Mean and Standard Deviation ($^\circ$C) for the Wild (Uncorrected) and Physics-Based Corrected Series in $H2$, and the Stevenson Series From the Most Recent Period $H1$

<table>
<thead>
<tr>
<th></th>
<th>$T_{Wild\ H2}$</th>
<th>$T_{corrected\ H2}$</th>
<th>$T_{Stev\ H3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std Dev</td>
<td>Mean</td>
</tr>
<tr>
<td>Morning</td>
<td>7.3</td>
<td>7.5a</td>
<td>7.5</td>
</tr>
<tr>
<td>Noon</td>
<td>13.2</td>
<td>9.0</td>
<td>12.8</td>
</tr>
<tr>
<td>Evening</td>
<td>8.6</td>
<td>7.3a</td>
<td>9.1</td>
</tr>
</tbody>
</table>

$^a$Significant difference between the uncorrected Wild ($H2$) and the Stevenson series ($H1$) or between the corrected series ($H2$) and the Stevenson series ($H1$) at the 0.05 level.

<table>
<thead>
<tr>
<th></th>
<th>$T_{Stev\ H1}$</th>
<th>$T_{Stev\ H3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std Dev</td>
</tr>
<tr>
<td>Noon</td>
<td>27.6</td>
<td>2.8</td>
</tr>
<tr>
<td>Evening</td>
<td>27.6</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Figure 8. Physics-based derived corrections $\Delta T_{j}$ for (left) morning, (middle) noon, and (right) evening are presented as a function of the day of the year. Symbol colors in the top row denote different cloud cover classes (black for covered, red for partly cloudy, and green for clear sky). The different symbols indicate different wind speed classes for all six panels (see legend in top left panel). The symbol colors in the bottom row indicate different albedo classes (see bottom left panel for legend).
Comparison of the uncorrected series (\(T_{\text{Wild}}\)), the series corrected for a mean shift (\(T_{\text{Wild}} + \Delta T_{H3} \)), the physics-based corrected series (\(T_{\text{corrected}}\)), and the parallel measurements in the overlapping period (\(T_{\text{Stev}}\)) during (left) a period of consecutive hot days in the beginning of July 1957 for the noon temperature series and (right) a period of consecutive very cold days in January 1960 for the morning temperature series.

For noon and morning, the uncorrected temperature series yields the highest number of days exceeding the extreme temperature thresholds, positive and negative. The average number of days decreases for the mean adjusted series, decreases even more for the physics-based adjusted series, and the temperature series in \(H3\) and \(H1\) (note \(H3\) and \(H1\) comprise a shorter period). The average annual number of days with mean daily temperatures exceeding 20°C and 25°C is highest for the mean shift corrected series and second largest for the uncorrected series. Again, the physics-based corrected series, the Stevenson series during the period of parallel measurements, and the Stevenson series after the break show very similar results as well as the smallest numbers of average exceedance days per year.

Our findings are in accordance with the studies by Zgraggen [2006] and Della-Marta and Wanner [2006], who homogenized the 1966 break in Basel in the daily maximum temperature series. They also find a reduction of positive extremes following their corrections after the screen change.

We further examined how the corrections affect temperatures in the hottest period at noon (Figure 9, left) and the coldest period in the morning series (Figure 9, right) from the six-year period with common parallel measurements. For the hot period (eight consecutive days with noon temperatures above 30°C), physics-based corrections yield between −0.7 and −1.7°C. We find remarkably good agreements with the parallel measurements. Compared to the mean shift corrected values (Figure 9, left, green triangles), the physics-based derived corrections are clearly larger in this period. Especially for days with extreme positive temperatures, mean adjustments may not be appropriate.

In the cold period of consecutive days with morning temperatures mostly below −10°C, the agreement of the corrections with the parallel measurements is less pronounced as for the hot period. The physics-based corrections are generally positive, which is in accordance with the parallel measurements. Corrections in this period are smaller than +1°C, however being largest on clear sky days and partly cloudy days (due to the larger negative radiation balance), on 11th and 14th/15th, respectively.

5. Concluding Remarks

A physics-based technique for correcting inhomogeneities present in sub-daily temperature records is proposed. It is introduced using the case of a specific inhomogeneity, namely the change from a Wild screen to the Stevenson screen. The method implies the distribution of a calculated mean annual error to single measurements based on environmental conditions at the time of measurement that affect the energy balance of the sensor-screen system (i.e., radiation and ventilation).

The corrections lead to an improvement in the sub-daily temperature series, measured in the form of a decrease in the variance of the difference to independent parallel measurements. When comparing corrected and uncorrected series before and after the break, we find standard deviations of the uncorrected series before the break (morning 7.5°C, noon 9.0°C, evening 7.3°C) to be significantly different for the morning and evening temperatures from the series after the break (morning 7.0°C, noon 8.7°C, evening 7.2°C). After correction, the differences are not significant anymore (morning 7.2°C, noon 8.7°C, evening 7.2°C). The analyses of extreme temperatures demonstrate the importance of sub-daily correction for analyzing extremes, when the difference between different methods produces temperature differences in excess of 1°C. Comparing the average number of days per year exceeding a certain temperature threshold to parallel measurements shows a remarkable improvement in the corrected series. For noon temperatures exceeding 30°C, we find on average 3.3 days per year in the parallel measurements, compared to 6 days in the uncorrected series. After correction, the number decreases to 3.4 days.

Our method requires a crude understanding of the error and at least annually resolved reference series. The
proposed model provides a valuable approach in addition to widely used, purely statistical corrections.

[50] The corrections derived from the physics-based model depend on various meteorological observations and measurements, which may introduce additional errors. Physical properties of the environment, especially wind speed, can vary even within small areas and short time periods. Obstacles and small variations in topography can influence environmental conditions in that even the same general atmospheric conditions can lead to different ventilation properties at a nearby site. The corresponding systematic error cannot be assessed.

In addition, the transferability of the coefficients (e.g., whether the same coefficients can be used in one climatic region), and the robustness of the determination of coefficients needs to be explored. Identifying further existing parallel measurements and their accessibility will be a substantial task for future research on physical properties of inhomogeneities.

[51] Although designed for a specific cause of inhomogeneity, the model structure is general enough to be applied to other stations and situations. Moreover, the proposed model may be helpful as an error model, e.g., in the framework of data assimilation or for constructing benchmark data sets.

Appendix A: Radiation Model

[52] We introduce a simple radiation model for approximating net radiation on the surface of a Wild radiation screen (R$_2$) and incoming radiation on the temperature sensor (R$_1$). The following formulations of the particular radiative components are valid for approximating R$_2$ and R$_1$ and will be given in the following. Note that R$_2$ and R$_1$ represent net radiation and incident radiation flux, respectively. Further differ by their viewing geometries, which is accounted for with view factors (detailed at the end of this section).

[53] Radiative balance for an object can be split into solar (S) and thermal (L) radiation, as well as incoming (subscript in) and outgoing (subscript out). Net radiation (Q*) thus reads:

$$Q^* = S_{in} - S_{out} + L_{in} - L_{out}. \quad (A1)$$

[54] In the short-wave spectrum, we account for direct (S$_p$) and diffuse radiation (S$_d$) from the atmosphere and reflected solar radiation from the ground (S$_g$) [Campbell and Norman, 1998].

$$S_{in} = S_p + S_d + S_g. \quad (A2)$$

[55] To quantify S$_p$ we adapted the formulation of Bonan [2002]:

$$S_p = (1-c) S_{p0} \tau^m \cos(\psi), \quad (A3)$$

where c is the cloud cover fraction (in tenths), S$_{p0}$ is the extraterrestrial flux density perpendicular to the beam (W/m$^2$), $\tau$ is the transmissivity of the atmosphere, m is the optical air mass number, and $\psi$ is the solar zenith angle (degrees). To account for cloud-covered conditions we scale S$_p$ by the cloud-free fraction of the sky, hence assuming a linear relationship between S$_p$ and the cloud cover fraction. The optical air mass number, m, is a relative measure that accounts for the difference in path length from a light source (sun) to sea level at different solar elevations expressed as a multiple of the path length at zenith ($m = 1$). The longer the path through the atmosphere, the larger the airmass and hence the attenuation of sunlight through scattering and absorption. We adopt a formulation for m that also accounts for refraction at high solar zenith angles [Kumar et al., 1997; Kreith and Kreider, 1978]:

$$m = \left( 1 + 0.25 \sin 90 - \psi \right)^{0.5} - 0.25 \sin 90 - \psi \right) \frac{P_a}{P_0}, \quad (A4)$$

where $\psi$ is the solar zenith angle (degrees), $P_a$ is the pressure at the station (Pa), and $P_0$ is mean sea level pressure (Pa).

[56] For the fraction of sky diffuse radiation S$_d$, we adopt an empirical equation from Liu and Jordan [1960]:

$$S_d = 0.3 \left( 1 - \left( \frac{c m f - \tau}{0.15} \right) S_{p0} \cos \psi, \quad (A5)$$

where S$_d$ is diffuse radiation, $c m f$ is a cloud modification factor, and c is fractional cloud cover.

[57] Reflected radiation S$_r$ is calculated as the product of the surface albedo ($\alpha$) and global radiation (S$_g$ + S$_0$) on a horizontal surface:

$$S_r = \alpha \left( S_p + S_d \right), \quad (A6)$$

where $\alpha$ depends on the surface characteristics and differs considerably for grass and snow cover. As snow data are available for a very limited number of sites only, we set up a simple snow-accumulation model (see Appendix B) yielding daily ground albedo values.

[58] Outgoing short-wave radiation S$_{out}$ is calculated by

$$S_{out} = S_{in} \alpha_{screen}, \quad (A7)$$

where $\alpha_{screen}$ is the albedo of the screen in the short-wave band.

[59] Incoming thermal radiation (L$_{in}$) comprises

$$L_{in} = L_a + L_g \quad (A8)$$

where $L_a$ is the long-wave radiation from the atmosphere and $L_g$ is thermal radiation emitted by the ground.

[60] $L_a$ from the clear fraction of the sky (L$_{a,clear}$) is calculated as

$$L_{a,clear} = (1-c) \epsilon_0 \sigma T_a^4, \quad (A9)$$

where c is the cloud-covered sky fraction (in tenths), $\epsilon_0$ is the emissivity of the atmosphere, $\sigma$ is the Stefan-Boltzmann constant, and $T_a$ is the air temperature near the ground (K). $\epsilon_0$ is [Brutsaert, 1975]:

$$\epsilon_0 = 1.24 \left( \frac{\phi}{100 \epsilon_0} \right)^{1/7} \quad (A10)$$

where $\phi$ is the relative humidity and $\epsilon_0$ is the saturation water vapor pressure, which was calculated after the formulation of Bolton [1980].

[61] We finally compute outgoing thermal radiation L$_{out}$:

$$L_{out} = \alpha_{screen} \sigma T_a^4, \quad (A11)$$
Table A1. Sky View Factors for the Station Basel-Binningen

<table>
<thead>
<tr>
<th></th>
<th>$S_d$</th>
<th>$S_r$</th>
<th>$L_g$</th>
<th>$L_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_{	ext{sensor}}$</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>$F_{	ext{screen}}$</td>
<td>0.4</td>
<td>0.6</td>
<td>0.6</td>
<td>0.6</td>
</tr>
</tbody>
</table>

where $\epsilon_{\text{screen}}$ is the emissivity of the screen in the long-wave band (0.9 for a wooden object [Brewster, 1992; Myers, 2006]).

[62] To account for the different exposition of the screen and the sensor to the radiative components, components are multiplied by corresponding sky view factors ($F$) [Campbell and Norman, 1998]. We approximate the shape of the north-facing Wild screen as a cuboid (opened to the north and to the bottom) with a rectangular surface area ($\text{width} = 1 \text{ m} \times \text{height} = 0.5 \text{ m} \times \text{depth} = 0.5 \text{ m}$) and assume the thermometer is located in the middle of the screen. For direct solar radiation on the screen surface, the view factor is expressed as the ratio of the screen area perpendicular to the beam, to the overall surface of the screen, depending on the zenith angle and azimuth. For non-directional components (diffuse and reflected short-wave and long-wave radiation), the fraction of the emitting hemisphere (ground or atmosphere), which is “seen” by the sensor or the outer surface of the screen, is used as the sky view factor. Hence, the maximum value of any sky view factor is 1. Due to the geometry of the Wild screen, the view factors for the sensor and the screen surface yield the values summarized in Table A1.

Appendix B: Snow-Accumulation Model

[63] The snow-accumulation model is based on the degree-day method [Singh and Singh, 2001], where temperature is used as an index for snowmelt. As input, we use maximum and minimum temperatures and daily water-equivalent or precipitation sums. First, we calculated the water-equivalent of daily new snow by simply assuming that the amount of water-equivalent does fall as snow when the daily mean temperature, calculated from the average of the morning and noon temperatures, is below $0^\circ$C. As we have no information on temperatures during the precipitation event, we use equal weighting of the minimum and maximum temperatures for the calculation. The definition of a degree-day (day on which snowmelt is prevalent) is based on the calculation of an index of temperature for snowmelt. Various methods may be used for deriving index temperatures (e.g., index temperature based on the 24-hourly mean temperature, on weighted averages of the minimum and maximum temperature, on maximum temperature only). We computed the index temperature from the average of the morning measurement plus twice the noon measurement, and determine a day exceeding the threshold of 1°C [U.S. Army Corps of Engineers, 1956; Singh and Singh, 2001] as a degree-day. We chose this calculation to account for the higher weights of the maximum temperature proposed by Singh and Singh [2001], which accounts for the effect of very low minimum temperatures dropping the temperature index below zero although daytime conditions might be (partly) adequate for snowmelt.

[64] For the degree-day factor for snow in Basel, which reflects the melting rate, we adapted a value of 1.74 mm°C day, which was empirically found by the U.S. Army Corps of Engineers [1956] for similar regions and is in the range of the finding of Gartska [1964]. We take the degree-day factor as constant throughout the season, which is not necessarily the case. However, for our purpose this represents a sufficiently good approximation, as our aim is to estimate the dates with snow cover and not to reconstruct exact snow heights.

[65] To account for changing snow properties over time and as a consequence for changing snow albedo [Wiscombe and Warren, 1980], we applied a daily albedo-decreasing rate [Singh and Kumar, 1996] for consecutive days without fresh snow. We adapt the equation of Eggleston et al. [1971]

$$
\alpha_s = r \star (1 + \exp(-0.2 \times (d_i - 1)))
$$

for albedo of aging snow ($\alpha_s$), where $d_i$ is the number of consecutive days of closed snow cover after fresh snow fall. The maximum albedo for fresh snow cover is set to a value of 0.7 (with $r$ set to 0.35; for deep mountainous snowpacks $r = 0.41$ resulting in a maximum snow albedo of 0.82 [Singh and Singh, 2001]). We assume a rather low albedo because of possible impurities in the snow, decreasing snow albedo with cloud cover at low zenith angles [Wiscombe and Warren, 1980], neglecting the snowpack height, possible shadowing effects, and especially various other installed equipment and buildings on the ground.

[66] For the model, we used suitable model parameters from literature however, when a sufficiently long period is available, parameters can be calibrated. A validation of the modeled dates with snow cover from our model with a ten-year period of snow-height measurements in Basel (1956–1965) shows reasonable results. The dates of 70% of all observed snow covered days in this period could be reproduced by our model. For days without snow cover, an albedo of 0.25 (for grass [Campbell and Norman, 1998]) is used.
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