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Abstract 
O bjective. Sleep-related hypermotor epilepsy (SHE) is a focal epilepsy with seizures occurring mostly during sleep. SHE seizures present different motor 
characteristics ranging from dystonic posturing to hyperkinetic motor patterns, sometimes associated with affective symptoms and complex behaviors. Disorders of 
Arousal (DOA) are sleep disorders with paroxysmal episodes that may present analogies with SHE seizures. Accurate interpretation of the different SHE patterns 
and their differentiation from DOA manifestations can be difficult , expensive, and require highly skilled personnel not always available. Furthermore, it is operator 
dependent.  
Methods. Common techniques for human motion analysis, such as wearable sensors (e.g., accelerometers) and motion capture systems, have been considered to 
overcome these problems. Unfortunately, these systems are cumbersome and they require trained personnel for markers and sensors positioning, limiting their use in 
the epilepsy domain. To overcome these problems, recently, a lot of effort has been spent in studying automatic methods based on video analysis for the 
characterization of human motion. Systems based on computer vision and deep learning have been exploited in many fields, but epilepsy has received limited 
attention.  
Results. In this paper we present a pipeline composed by a set of 3D Convolutional Neural Networks that, starting from video recordings, reached an overall 
accuracy of 80% in the classification of different SHE semiology patterns and DOA. 
Significance. The preliminary results obtained in this study highlighted the fact that our deep learning pipeline could be used by physicians as a tool to 
support them in the differential diagnosis of the different patterns of SHE and DOA, and encourage for further investigation. 
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Highlights 
 Sleep-related hypermotor epilepsy (SHE) is a focal epilepsy with seizures occurring during sleep and with various motor characteristics 

 
 Disorders of Arousal (DOA) are sleep disorders with paroxysmal episodes that may present analogies with SHE seizures 

 
 The semiologic interpretation of SHE episodes and their differential diagnosis with DOA require costly resources and specific expertise 

 
 We implemented a machine learning pipeline based on video analysis able to discriminate among different SHE semiology patterns and DOA 

 
 Our pipeline successfully discriminated different SHE semiology patterns and DOA with a test accuracy of 80% 
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1 | INTRODUCTION 
 
Sleep-related hypermotor epilepsy (SHE) is a focal epilepsy with seizures occurring mostly during sleep. Seizure semiology in people with SHE shows wide 

heterogeneity in terms of duration and complexity, depending on the   brain regions involved. Indeed, ictal manifestations can consist in brief or sustained dystonic 
posturing but also in hyperkinetic motor patterns, sometimes associated with affective symptoms or ambulatory behaviors [1]. Seizures in SHE may have a frontal 

or an extra-frontal origin [2, 3, 4], and an accurate localization of seizure origin is of crucial importance for candidates to epilepsy surgery. Seizures in SHE have 
been classified into four clusters of semiology patterns (SP) namely: SP1, elementary motor signs; SP2, unnatural hypermotor movements; SP3, integrated 
hypermotor movements and SP4, gestural behaviors with high emotional content [4]. When dealing with people with a possible SHE, the challenge may lie not only 

in understanding where seizures originate from, but also in differentiating these manifestations from other sleep-related paroxysmal episodes, such as Disorders of 
Arousal (DOA). DOA are characterized by involuntary motor manifestations of various complexities, where bizarre and violent behaviors may occur during an 

incomplete awakening from sleep [5]. The differential diagnosis between SHE and DOA may be achieved through anamnestic collection, the use of questionnaires 
and the analysis of paroxysmal episodes recorded at home (home video-recordings) or in the laboratory (Video-Polysomnography) [6, 7, 8, 9, 10].  However, both 
the semeiologic interpretation of SHE episodes and their differential diagnosis with DOA are time consuming and may require costly examinations, resources and 

specific expertise. For these reasons, in the last few years, the promising results reached with automated and semi-automated movement analysis techniques opened 
up a new frontier in the field of SHE.  

One of the first attempts in the development of automatic systems to analyze and detect epileptic seizures (ES) was performed with the use of accelerometers [11]. 
In this direction, many studies adopted accelerometers to automatically detect ES or psychogenic nonepileptic seizures (PNES) [12, 13, 14]. The results obtained 
with the use of these sensors have been proven to be effective, but, unfortunately, they may suffer from bias due to ambiguity on the position of the accelerometers 

on the body [12]. Furthermore, the presence of wearable sensors during sleep may result in high discomfort levels. For these reasons, other techniques have been 
considered in the detection, analysis and classification of motor manifestations of various complexities [15]. A state-of-the-art methodology to analyze motion 

patterns largely used in the medical domain relies on motion capture systems and markers [16].  Chen et al. [17] used the trajectories over time of the markers 
placed all over participants bodies to classify between frontal (hyperkinetic, tonic posturing, fencing posture, tonic head turning), temporal lobe and psychogenic 
nonepileptic seizures. However, these techniques also present many disadvantages [18, 19]. In fact, markers are intrusive, they may limit natural movements and 

their location must be assigned a priori by expert operators, making the overall procedure time-consuming and operator-dependent [18].  

For these reasons, video analysis has been recently considered as a possible alternative to marker-based systems and wearable sensors to characterize human motion 

[20, 21, 22] and extract quantitative information in an automatic and less invasive modality. This option was made possible by the increasing progress - in terms of 
accuracy and performance – of deep learning algorithms in addressing video analysis [23]. Nowadays video analysis has been exploited to quantitatively analyze 
human motion [24, 25] with promising results in many fields, including the medical domain (e.g., physical rehabilitation [26, 27]). However, few studies until now 

have been performed in the epilepsy field [28, 29, 30].  
Recently, Karacsony et al. [31] combined infrared and depth videos (acquired with a stereo system) to implement a multimodal approach to differentiate between 

epileptic seizures in frontal lobe epilepsy, temporal lobe epilepsy and non-epileptic events. 
Ahmedt-Aristizabal et al. [29] proposed an approach based on two different levels. First, by using pose estimation algorithms [25] (i.e., computer vision methods 
that include the detection of semantic keypoints and the definition of the body skeleton), they detected the positions of keypoints on the body of the person in the 

scene. Starting from this information, they computed quantitative kinematic parameters (landmark-based approach) and they used them to classify seizures. In this 
first  approach, they also computed optical flow [32, 33] (i.e., a computer vision method used to detect and to characterize the direction and the intensity of moving 

parts in images) to enrich the information obtained from the pose. Secondly, they developed what they called a region-based approach, an end-to-end pipeline that 
leveraged deep learning algorithms (e.g., 2D Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM) [34]) to characterize different motion 
patterns.  

Other examples that leveraged video-based and machine learning-based systems to detect and characterize major nocturnal motor seizures were presented by 
Peltola et al. [35] and Larsen et al. [36]. In these works, the authors presented systems to automatically detect relevant epochs potentially containing seizures or 

other paroxysmal episodes obtaining promising results. 
For other video-based approaches in this field the reader is referred to [28, 30]. Unfortunately, these methods did not capture the complexity and the subtle 
differences of different types of SHE. 

In this paper, we propose an easy-to-use and effective end-to-end pipeline based on computer vision and deep learning methods as a support for physicians in 
the differential diagnosis of semeiologic interpretation of SHE episodes and DOA. In particular, among the different deep learning architectures, we focused on 

3D Convolutional Neural Networks (3D CNN) [37] for their ability to highlight both spatial and temporal information. Moreover, we addressed the multi-class 
classification by adopting a two-stage approach based on one-vs-one class classification. This allowed our architecture to focus on different features while 
comparing different pairs of classes. 

 
 

2 | MATERIALS AND METHODS 

 
2.1 | Dataset 

The video-Polysomnographic (vPSG) recordings conducted for sleep-related paroxysmal events were part of a dataset acquired by the Sleep Medicine Center, “C. 
Munari” Center of Epilepsy Surgery, Niguarda Hospital, Milan, the Sleep Medicine Unit, Neurocenter of Southern Switzerland, Regional Hospital of Lugano, 
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Lugano, Switzerland and the Child Neuropsychiatry Unit, IRCCS G. Gaslini, Genoa, Italy. The current retrospective study received the approval of the Niguarda 
Hospital ethics committee (ID 939–12.12.2013). All patients gave written consent for the use of video recordings for research and publications purposes. 

We considered only the video satisfying the following criteria: one major habitual episode recorded and people with definite diagnosis of either SHE or DOA [4, 
8]. SHE episodes were divided into four clusters of SP: 

 SP1: elementary motor signs; 
 SP2: unnatural hypermotor movements;  

 SP3: integrated hypermotor movements;  
 SP4: gestural behaviors with high emotional content. 

This categorization was performed by expert physicians and extensively described in [4] and it  was adopted in this paper as ground truth for our deep learning 

pipeline. Every SP designation was reviewed among five epileptologists (L.N., L.T., P.P., S.A.G, G.N.) in order to reach an agreement in the event of discordant 
SP categorization. 

To reduce imbalance, in this study, we considered the same number of videos for each class. The class with the lowest number of acquisitions was composed of 9 
different people. Since the dataset had 5 classes (i.e., the 4 different semiology patterns of SHE mentioned above and DOA), this resulted in a total of 45 videos, 
one for each participant (see Supplemental Table 1 for age and sex information about the participants). 

INSERT Supplemental TABLE 1 HERE 
 

The videos were analyzed retrospectively and were originally recorded to allow subsequent visual inspections by medical experts. For this reason, the videos have 

been acquired using different devices and without following a specific acquisition protocol and setup. As a consequence, they have a high variability in terms of 
spatial and temporal resolution, duration, different lighting conditions and various background settings. In particular, they had temporal resolutions varying between 

25 and 30 frames per seconds (fps), average duration ± standard deviation of 70 ± 33 seconds and [minimum, maximum] duration of [13, 149] seconds. Figure 1 

shows the setup necessary for the analysis and some examples of video-acquisition. 

INSERT FIGURE 1 HERE 

 

2.2 | Implemented deep learning pipeline 

In this study, we designed and validated an automatic video analysis pipeline leveraging deep learning algorithms. Our approach was based on a set of binary 
classifiers able to discriminate between pairs of classes (i.e., four semiology patterns of SHE and DOA). Then, we merged the results of the binary classification 
with a custom multi-class architecture taking video inputs and automatically detecting the presence of different types of SHE or DOA episodes. In the remainder of 

the section, we will describe in detail the binary classification models, their training, validation (see Figure 2) and the subsequent merging procedure (see Figure 3).  

2.2.1 | Binary classifiers training and validation 

We designed one classifier for each possible pair of classes in the dataset, resulting in a total of 10 binary classifiers, each one learning to discriminate 
betw een two classes, specifically SP1 vs SP2, SP1 vs SP3, SP1 vs SP4, SP1 vs DOA, SP2 vs SP3, SP2 vs SP4, SP2 vs DOA, SP3 vs SP4, SP3 vs DOA, SP4 vs 
DOA.  

As for the binary classification algorithm we considered a 3D Convolutional Neural Network (3D CNN): we implemented a custom version of the 3D deep learning 
architecture presented in [37] (i.e., I3D model). The latter had been proven to be effective in several application domains related with video analysis [38, 39, 40]. 
We now report more details on the binary classification method, specifically on how it  processed the input video. We split the video in temporal windows Tw 

composed by n frames each. Based on empirical considerations, we set n=25 frames. The obtained time windows were used as inputs for our classifiers. Thus, the 
designed model provided one label per each time window. The ground truth labels used for training and validation were determined by expert clinicians, following 

the study presented in [4] and they were associated with each time window. The predictions for each time window were then grouped to create a single predicted 
label for the entire video, referred to as the "video prediction" in Figure 2. To compute the final outcome of each video, following the standard procedure in machine 
learning studies, we considered the class predicted more frequently (more than 50% of the total amount of t ime windows extracted). Figure 2 shows a schematic 

description of this first part of our pipeline. 

INSERT FIGURE 2 HERE 
 

As for the training and validation of each binary classifier, we prepared the dataset according to the standard procedure usually adopted in supervised deep learning 

approaches: we divided the dataset in two groups, the training set and the test set. In supervised learning, training a deep learning architecture involves presenting 
the model with examples and adjusting the model's internal parameters to minimize the error between the model's predictions and the true labels of the examples 
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(assigned by expert physicians during the dataset preparation) [41]. After training, the test set was used only to evaluate the model's performance on completely 
new data that the algorithm did not use during training. With this procedure, we assessed the generalization performance of the algorithm on previously unseen 

videos.  

To this purpose, we built  the training set by randomly selecting 7 out of 9 videos for each class (i.e., 80% of their total amount), keeping the other 2 videos per class 

as the test set.  

The training phase involved the validation of a given model, by means of a standard machine learning procedure called leave-one-out cross-validation. Leave-one-

out cross-validation is usually adopted when the dataset is relatively small [42] to train classifiers robustly. In our case, it  was carried out as follows: among the 7 
training videos of each class, we selected 6 videos for the actual training and 1 video for the validation, and we repeated this selection for each possible left-out 
video resulting in 7 different classifiers. Therefore, in each training step, we considered 12 videos for training and 2 for validation.  

 

2.2.2 |  Multi-class merging procedure 

Given a video, we set up a merging procedure that combined the results of each binary classifier and returned a single prediction for the input video. Specifically, 

for a given input video, each of the 10 binary classifiers provided a label, with a total of 10 labels (“binary classifiers video predictions” in Figure 3). The final 
outcome of the overall multi-class procedure was computed as the label recurring most frequently in the 10 output labels. Figure 3 provides a visual representation 

of this phase. If two or more classes had the same number of occurrences, we set up a procedure that considered the higher accuracy in the time windows classification 
to decide the final outcome. However, this scenario never happened in our analysis. 

 
INSERT FIGURE 3 HERE 

 

Here again, to test our procedure, we used 2 videos for each class, those that we excluded from the training, and validation procedure and we performed each step 
of the pipeline. In this way, we adopted 10 test videos previously unseen by the network. 

 

3 | RESULTS 
The results are presented as follows. First , we presented the results for the overall procedure (merging the predictions of the binary classifiers) in two videos per 
class previously unseen by the models (test set). Then, we reported the mean validation performance of the different binary classifiers in the classification of each 
time window, highlighting the potential of the proposed methods in the classification of each binary problem; in particular we focused on: 

 accuracy: the total number of t ime windows correctly predicted for both classes; 
 sensitivity: the total number of t ime windows correctly predicted for the first class;  

Finally, we reported the performance of each binary classifier in the classification of each video, merging the predictions of the time windows. 

We tested our overall procedure on the test set composed of 10 videos, considering the 2 videos per class randomly excluded from the training and validation 

analysis. Our algorithm was able to correctly classify 8 test videos out of 10 reaching a test accuracy of 80%. In particular, one of the two misclassified videos 
belonged to DOA (ground truth label) and it  was classified as SP4. The other misclassified video belonged to SP3 and it  was classified as SP2. For this reason we 
can also affirm that we reached 90% accuracy in the classification between epilepsy and DOA. 

Table 1 reports the results of the 10 binary classifiers. Each row refers to the binary classifier applied on the pair of classes indicated in the first column. Column A 
reports the mean, the standard deviation of the validation (leave-one-out) accuracy in the classification of each time window Tw and the 95% Confidence Interval 

(C.I.). Column B reports the sensitivity values (mean and standard deviation). Column C reports the overall video accuracy reached by the binary classifiers obtained 
by combining the information of each time window Tw (i.e., we considered as final prediction the class that occurred more than 50% of the total amount of time 
windows for each video). Results showed that both accuracy (Table 1, Column A) and sensitivity (Table 1, Column B) values were above 90% in all tests apart 

from the comparison between SP2 vs SP3 and SP3 vs SP4, where we highlighted both lower mean and higher standard deviation values. In these cases the % was 
computed considering the number of t ime windows correctly predicted with respect to the total number of time windows extracted for each video. In particular, 

considering the duration of the videos reported in Section 2, we had a minimum and maximum number of time windows respectively equal to 390 and 3725. 

INSERT TABLE 1 HERE 
 

 

As for the overall video accuracy (Table 1, Column C), 100 percent of accuracy was achieved for all but two tests (SP2 vs SP3, 86%; SP3 vs SP4, 86%). Here the % 

is referred to the number of videos correctly predicted over their total number considered for the training and the validation procedures (i.e., 14 for each binary 
classifier). 

4 | DISCUSSION 
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The results obtained in this paper showed the potential of the presented pipeline in the discrimination of different SP of SHE and DOA, highlighting the possibility 
to introduce and use automatic algorithms based on 3D CNN as a tool to support the differential diagnosis performed by expert physicians. In fact, we reached 

promising results (80% of test accuracy) in the discrimination of the four different SHE semiology patterns and DOA. This result  is obtained considering 10 video 
examples previously unseen by the deep learning algorithm. This sample size is small and we plan to increase it  in the future, but it is enough to highlight the 

potential of our procedure. The presented pipeline could also be adopted as a fast, non-invasive and easy to use way to highlight possible differences in motion 
patterns to be explored and deepened with more accurate eeg-based or marker-based techniques. In this case, we used the implemented pipeline to analyze Video-
Polysomnography records acquired in the laboratory environment, but it  can be adopted without any modification to home video-recordings. 

At the beginning, we started by treating the problem as a multi-class classification problem: we trained a deep convolutional architecture (3D CNN) with all the 5 
classes at the same time. In this way, given an input video, with only one deep learning model we should be able to classify among all the different classes in our 

dataset. Due to the complexity of the problem (i.e., similar motion characteristics among different classes) and to the relatively small amount of data for this type 
of algorithms, we reached an overall mean accuracy during the test of 60%. For this reason, we implemented the procedure based on the combination of binary 
classifiers described and presented in this paper. 

In terms of overall classification accuracy, the procedure presented here is in line with the results obtained by other studies. For example, Ahmedt-Aristizabal et al. 
[29] obtained an accuracy of 68.1% to support the identification of semiology patterns adopting the landmark-based approach enriched with optical flow information 

and an accuracy of 79.6% adopting the region-based approach (i.e., the end-to-end pipeline that leveraged 2D CNN and LSTM). 

However, with respect to other works, our method presents some advantages. In fact, since it  started from the classification of different t ime windows, we could 

extract a measure related to the uncertainty of the prediction. For instance, if the number of t ime windows correctly detected was a high percentage of their total 
number we could be more confident about the final prediction with respect to a lower percentage. Also, starting from the time windows classification, it was possible 
to highlight different semiology patterns for the same video, increasing the potential of the implemented tool as it  may highlight common patterns in different SP. 

In addition, it  would be possible to consider and reason on different thresholds to assign the final video prediction (and not only the 50% threshold that we used in 
this work) to improve the overall accuracy. 

Furthermore, starting from binary classifiers that compared pairs of classes, our pipeline allowed us to focus on the complexity of each binary problem. From Table 
1, it  is possible to appreciate that there are certain binary problems that were more difficult  to perform and that were less stable (bigger standard deviation) than 
others. Interestingly, the two binary tasks that presented more uncertainty are: (a) the discrimination between SP2 vs SP3 and (b) between SP3 and SP4, the same 

that are difficult to discriminate also by expert physicians [4]. Indeed, there is a continuum between SP1 and SP4 [4], and, while the distinction between motor 
patterns belonging to SP1 (tonic/dystonic asymmetrical posture) and SP4 (hyperkinetic behavior with affective symptoms) can be easily made, a distinction between 

SP2 and SP3 and between SP3 and SP4 may not be so obvious or feasible.  

Similarly, in the merging procedure after the training and validation analysis, the two videos that were misclassified belonged to an SP3 episode that was classified 
as SP2 and a DOA episode that was classified as SP4. Indeed, both DOA and SP4 may be characterized by hypermotor manifestations of various complexities, with 

bizarre and violent behaviors and their distinction may be challenging [10]. These findings suggest that the 3D CNNs may rely on considerations similar to those 
evaluated by physicians.  

On the other hand, our pipeline is not interpretable, making it  difficult  to understand what are the specific characteristics that guided the classification (i.e., black 
box algorithm). This can be further explored by adding interpretable tools [43] that will give an idea on the steps and on the portions of the video that guided the 

3D CNN outcome. 

 

5 | CONCLUSIONS 

The preliminary results obtained in this study showed the potential of our procedure based on deep learning in the classification of SHE seizures. Moreover, this 
pipeline may represent a supporting tool for expert physicians in the final differential diagnosis among different SHE semiology patterns and DOA. Of course the 
work carried on in this paper needs to be further explored. In particular, future directions that should be considered to improve the overall procedure to make it  more 

stable and reliable are: (i) to enlarge the population involved in the analysis (internal validity); this is particularly important for generalization purposes and to 
increase the number of test videos; (ii) to test our procedure in an independent external population (external validity); (iii) to deepen the meaning behind the time 

windows classification and explore the role of the threshold that is used to assign a final prediction to each video; (iv) to design a more accurate merging procedure; 
(v) to increase the interpretability (i.e., try to understand the motivation behind the choice of the deep learning modules in the classification task) using techniques 
to understand the portions of the videos that influences the decision; (vi) to explore and deepen an approach that, starting from the estimation of the pose 

and the detection of interesting keypoints on the image plane, extract quantitative parameters that are representative of the motion patterns; (vii) to study and deepen 
the potential of optical flow algorithms. 
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FIGURE AND TABLES LEGENDS 

Figure 1. Setup (left panel) and examples of frames of different videos (right panel). 

 
Figure 2. Video classification with one binary classifier. The video is first divided in different t ime windows Tw. Each time window is then classified. The 
predictions for the Tw of the same video are grouped using the 50% threshold described above and a single prediction for the whole video is provided (“video 

prediction”). 
 

Figure 3. Testing procedure - combination of binary classifiers. Starting from a video, we reach a final outcome considering the outputs of each binary classifier. 
Each binary block is composed as described in Figure 2. 

TABLE 1. Binary classifiers’ performance. For each row, we report the mean, the standard deviation of the performance of each binary 
classifier (with leave-one-out cross-validation described in Section 2) and the 95% Confidence Interval (C.I.). SP: semiology pattern; DOA: 
disorders of Arousal. 

 

Supplemental TABLE 1. Participants information (gender and age). SP: semiology pattern; DOA: Disorder of Arousal. 
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TABLE 1. Binary classifiers’ performance. For each row, we report the mean, the standard deviation of the performance of each binary classifier (with leave-
one-out cross-validation described in Section 2) and the 95% Confidence Interval (C.I.). SP: semiology pattern; DOA: disorders of Arousal. 

 

 A B C 

Classes Mean accuracy  (standard 
deviation ) [C.I.] -% time 

windows 

Mean sensitivity  (standard 
deviation ) -% time windows 

Accuracy - whole videos 
% 

SP1 vs SP2 95% (3%) [93.9 - 96.1] 93% (3%) 100% 

SP1 vs SP3 96% (3%) [94.9 - 97.1] 95% (4%) 100% 

SP1 vs SP4 94% (5%) [92.2 - 95.8] 93% (3%) 100% 

SP1 vs DOA 97% (2%) [96.3 - 97.7] 98% (2%) 100% 

SP2 vs SP3 87% (15%) [81.6 - 92.4] 81% (17%) 86% 

SP2 vs SP4 93% (3%) [91.9 - 94.1] 94% (2%) 100% 

SP2 vs DOA 93% (4%) [91.6 - 94.4] 91% (3%) 100% 

SP3 vs SP4 82% (29%) [71.6 - 92.4] 84% (20%) 86% 

SP3 vs DOA 94% (3%) [92.9 - 95.1] 95% (4%) 100% 

SP4 vs DOA 93% (7%) [90.5 - 95.5] 92% (3%) 100% 
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