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[1] The Bern3D model was applied to quantify the mechanisms of carbon cycle changes
during the Holocene (last 11,000 years). We rely on scenarios from the literature to
prescribe the evolution of shallow water carbonate deposition and of land carbon inventory
changes over the glacial termination (18,000 to 11,000 years ago) and the Holocene and
modify these scenarios within uncertainties. Model results are consistent with Holocene
records of atmospheric CO2 and d13C as well as the spatiotemporal evolution of d13C and
carbonate ion concentration in the deep sea. Deposition of shallow water carbonate,
carbonate compensation of land uptake during the glacial termination, land carbon uptake
and release during the Holocene, and the response of the ocean-sediment system to marine
changes during the termination contribute roughly equally to the reconstructed late
Holocene pCO2 rise of 20 ppmv. The 5 ppmv early Holocene pCO2 decrease reflects
terrestrial uptake largely compensated by carbonate deposition and ocean sediment
responses. Additional small contributions arise from Holocene changes in sea surface
temperature, ocean circulation, and export productivity. The Holocene pCO2 variations
result from the subtle balance of forcings and processes acting on different timescales and
partly in opposite direction as well as from memory effects associated with changes
occurring during the termination. Different interglacial periods with different forcing
histories are thus expected to yield different pCO2 evolutions as documented by ice cores.

Citation: Menviel, L., and F. Joos (2012), Toward explaining the Holocene carbon dioxide and carbon isotope records: Results
from transient ocean carbon cycle-climate simulations, Paleoceanography, 27, PA1207, doi:10.1029/2011PA002224.

1. Introduction

[2] The Holocene is the last warm period of the glacial/
interglacial cycles that characterize the climate over the past
million years [Jansen et al., 2007]. Reconstructions of
atmospheric CO2 (pCO2) [Indermühle et al., 1999; Monnin
et al., 2001] based on Antarctic ice cores reveal significant
and well quantified variations over this current interglacial.
Atmospheric CO2 decreased by about 5 ppmv in the early
Holocene (11,000 to 7,000 years before present (11 to 7 ka
B.P.)) and increased by 20 ppmv during the late Holocene
before the recent, much larger and faster anthropogenic
pCO2 rise. The Holocene variations are also relatively small
compared to the glacial/interglacial range of 170 to 300
ppmv of the last 800,000 years (800 kyr) [Lüthi et al., 2008].
[3] The goals of this study are (1) to investigate and

quantify the mechanisms involved in the Holocene carbon
cycle changes with the Bern3D Earth System Model of
Intermediate Complexity, (2) to test the robustness of the

results obtained with the mass balance approach by Elsig
et al. [2009], and (3) to further constrain the magnitude of
land carbon uptake and release during the last deglaciation
and the Holocene. A multiproxy approach is invoked and the
intention is to simultaneously reproduce records of atmo-
spheric CO2 and d13C as well as the spatiotemporal evolu-
tion of d13C of dissolved inorganic carbon (d13CDIC) [e.g.,
Oliver et al., 2010] and carbonate ion concentration
([CO3

2�]) in the deep sea [Yu et al., 2010a, 2010b]. Marine
processes considered here include calcium carbonate com-
pensation of terrestrial carbon uptake and release, shallow-
water carbonate deposition, changes in sea surface temper-
ature (SST), ocean circulation, marine productivity and
related ocean-sediment interactions in response to glacial/
interglacial reorganizations. We rely on scenarios from the
literature to prescribe the evolution of shallow-water car-
bonate deposition [Milliman, 1993; Kleypas, 1997; Vecsei
and Berger, 2004] and of land carbon stock changes [Elsig
et al., 2009; Yu et al., 2010; Menviel et al., 2011] and
modify these scenarios within uncertainties. The focus of
this study is on marine processes and we do not model ter-
restrial carbon changes explicitly nor do we address terres-
trial processes such as human land use changes [e.g., Kaplan
et al., 2010; Stocker et al., 2011], but we do briefly assess
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which net terrestrial stock changes are consistent with the
available information.
[4] Broecker et al. [2001] detail how land carbon uptake

during the last deglaciation (18 to 11 ka B.P.), or in the early
Holocene, causes a long-term, multimillennial adjustment of
the calcium carbonate (CaCO3) cycle that forces pCO2 to
rise. The timescale of this carbonate compensation mecha-
nism is of the order of 5000 years [Broecker and Peng,
1987; Keir, 1988; Archer et al., 1997; Tschumi et al.,
2011]. The mechanism works as follows: Terrestrial uptake
depletes atmospheric CO2 and through air-sea gas exchange
the oceanic content of dissolved inorganic carbon (DIC =
[CO2] + [HCO3

�] + [CO3
2�]), whereas the alkalinity is

unaffected by air-sea exchange. As a result, [CO3
2�] increa-

ses despite the DIC decrease, which leads to a better pres-
ervation of CaCO3 in sediments. The calcite saturation
horizon and the lysocline temporary deepen inducing
enhanced CaCO3 burial. The precipitation of CaCO3 can be
approximatively described by the following net equation:

Ca2þ þ 2HCO�
3 ¼ CaCO3 þ CO2 þ H2O ð1Þ

Assuming the weathering input of DIC and alkalinity to the
ocean has not changed, the enhanced CaCO3 precipitation
causes a DIC and alkalinity decrease in the ocean in a 1:2
ratio, and an increase in the ocean partial pressure of CO2.
As a result, the atmospheric CO2 increases. The carbonate
compensation mechanism does not have a significant impact
on atmospheric d13C [Tschumi et al., 2011], nor does it
explain the CO2 rise during the glacial termination (18–
11 ka B.P.).
[5] Complementary, it is suggested that an increase in

carbonate deposition on shelves and in shallow-waters [Keir
and Berger, 1985; Milliman, 1993; Walker and Opdyke,
1995; Kleypas, 1997; Opdyke, 2000; Vecsei and Berger,
2004] contributed to the Holocene pCO2 changes by up to
40 ppmv [Ridgwell et al., 2003; Kleinen et al., 2010].
Indeed, the net deposition of shallow-water carbonate leads
to a release of CO2. The disintegration of glacial ice sheets
during the last glacial termination induced a sea level rise of
about 120 m [Fairbanks, 1989; Peltier, 2004]. As the sea
level rose, exposed continental shelves were flooded and the
area of production of shallow-water carbonate increased.
Available data on shelfal carbonate production during the
deglaciation suggest that shallow-water carbonate produc-
tion was strongest during the early Holocene (10–6 ka B.P.)
[Montaggioni, 1988; Ryan et al., 2001; Spalding et al.,
2001; Vecsei and Berger, 2004]. Uncertainties in the rate
of shallow-water carbonate deposition are substantial and
current estimates vary between 0.65 and 1.7 GtC/yr
[Milliman, 1993; Kleypas, 1997; Vecsei, 2004].
[6] The Holocene pCO2 variations provide a benchmark

to challenge our mechanistic understanding of carbon cycle
processes during warm periods. A range of studies attempted
to quantitatively explain Holocene pCO2 changes and con-
tributing processes in the past 12 years [e.g, Indermühle
et al., 1999; Broecker et al., 2001; Brovkin et al., 2002;
Ridgwell et al., 2003; Joos et al., 2004; Schurgers et al.,
2006; Brovkin et al., 2008; Kleinen et al., 2010; Stocker
et al., 2011]. These studies suffered, in general, from a
lack of constraints to firmly attribute the reconstructed pCO2

changes to individual terrestrial and marine mechanisms.

[7] Only recently a high quality record of the stable carbon
isotope signature of atmospheric CO2 (d13CO2) became
available [Elsig et al., 2009], providing a strong constraint
on mechanisms. Elsig et al. [2009] used their data in a mass
balance inversion with a reduced form model [Joos and
Bruno, 1996] to quantify terrestrial and oceanic carbon
fluxes. However, no mechanistic model simulations are, to
our knowledge, yet available that explain simultaneously the
atmospheric CO2 and d13CO2 evolution presented by Elsig
et al. [2009]. In addition, recent reconstructions of the spa-
tiotemporal changes in deep [CO3

2�] [Yu et al., 2010b,
2010a] and deep ocean d13CDIC [Carter et al., 2008;
McCave et al., 2008] provide additional benchmarks for our
simulated results.
[8] A number of caveats apply to the mass balance cal-

culation by Elsig et al. [2009] adding uncertainties to their
net-fluxes. Changes in SST over the Holocene might have
somewhat influenced pCO2 and its d13C signature [Joos
et al., 2004; Brovkin et al., 2008]. Circulation and marine
productivity changes during the Holocene are generally
thought to be relatively minor, except during the 8.2 ka
event. However, no discernible imprint on atmospheric CO2

[Indermühle et al., 1999] is recorded for this rapid and well
documented climate variation. A wild card is by how much
the large reorganizations in ocean circulation and in the
marine carbon cycle during the glacial/interglacial transition
(18 to 11 ka B.P.) influenced the pCO2 and d13CO2 evolu-
tion over the Holocene.
[9] This leads us to a number of guiding questions. Can we

mechanistically explain the ocean air-sea fluxes that con-
tributed to the atmospheric CO2 and d13CO2 evolution? Are
the mass balance estimates of Elsig et al. [2009] compatible
with results from more mechanistic, process-oriented ocean
models? Can the magnitude of land carbon stock changes be
further constrained given a range of plausible deglacial-
Holocene climate-carbon cycle evolutions? Can recon-
structed changes in d13C of atmospheric CO2 and of deep
ocean DIC be quantitatively and concomitantly simulated?

2. Model and Experimental Setup

2.1. Bern3D+C Ocean Carbon Cycle Model

[10] The model used in this study is the Bern3D+C ocean
carbon cycle model, which comprises an atmospheric, a
terrestrial, an oceanic and a sedimentary reservoir. The
physical ocean model, with a horizontal resolution of 36 �
36 grid boxes and 32 unevenly spaced layers, is a three-
dimensional frictional geostrophic balance ocean model
[Müller et al., 2006], which has been further developed from
the three-dimensional rigid-lid ocean model of Edwards et
al. [1998] as updated by Edwards and Marsh [2005]. The
atmospheric model is an Energy Balance Model (EBM),
which details are described by Ritz et al. [2011]. The single-
layer energy balance includes a hydrological cycle and has
the same temporal and horizontal resolutions as the ocean
model. The time-varying incoming insolation is calculated
as a function of latitude using the algorithm of Berger
[1978]. The marine biogeochemical cycle model is a 3-
dimensional global model of the oceanic carbon cycle, fully
coupled to the physical ocean model [Parekh et al., 2008;
Tschumi et al., 2008]. The prognostic state variables con-
sidered in the model are dissolved inorganic carbon (DIC),

MENVIEL AND JOOS: HOLOCENE CO2 PA1207PA1207

2 of 17



total alkalinity, 13C, 14C, phosphates (PO4
3�), organic pro-

ducts, oxygen, silica and iron. New production is a function
of temperature, light, phosphate and iron following Doney
et al. [1996]. The competition between opal and calcite
producers is modeled following the formulations of the
HAMOCC5 model of Maier-Reimer et al. [2005]. 13C
fractionation occurs during marine photosynthesis [Freeman
and Hayes, 1992] and the formation of calcium carbonate
[Mook, 1988]. The air-sea gas exchange is implemented
following OCMIP-2 [Orr and Najjar, 1999; Najjar et al.,
1999], but applying a linear relationship between wind
speed and gas exchange rate [Krakauer et al., 2006]. Air-
sea 13C exchange is subjected to kinetic fractionation
[Siegenthaler and Muennich, 1981]. 14C is represented as
a fractionation-corrected concentration. The sedimentary
component represents sediment formation, redissolution,
remineralization as well as sediment diagenesis in the top
10 cm beneath the seafloor in the pelagic ocean [Heinze
et al., 1999; Gehlen et al., 2006]. The accumulation of
opal, CaCO3 and organic matter is calculated on the basis of
a set of dynamical equations for the sediment diagenesis
process [Tschumi et al., 2011]. The land carbon is repre-
sented by the 4-boxes model of Siegenthaler and Oeschger
[1987].
2.1.1. Model Performances and Spin-Up
[11] Model performance with respect to individual model

components is to some extent described in the literature.
Tschumi et al. [2011] discuss the pre-industrial performance
of the ocean-sediment components. The coupling of the
ocean-sediment modules to the EBM leads to slight changes
in ocean circulation and tracer distribution. A description of
the initialization of the model and of the pre-industrial
performances with the EBM can be found by Ritz et al.
[2011]. The modeled temperature, salinity and phosphate

distributions obtained in our pre-industrial run are similar to
the ones shown by Ritz et al. [2011] and are thus in rea-
sonable agreement with observations. Under pre-industrial
conditions, the simulated export fluxes amount to 13.5 GtC/
yr for organic matter, 1.2 GtC for CaCO3 and 107 Tmol Si/
yr for opal, in agreement with other modeling studies [Jin
et al., 2006].
[12] A model state for the LGM was obtained by forcing

the model transiently with the time-varying changes in
insolation [Berger, 1978], ice sheet extent as well as radia-
tive changes due to the varying atmospheric CO2 [Lüthi
et al., 2008] and CH4 content [Loulergue et al., 2008]
starting from the last interglacial (125 ka B.P.) [Ritz et al.,
2011]. The ice sheet extent forcing uses the LGM ice sheet
mask from Peltier [1994], which is scaled over the glacial
inception on the global ice volume (benthic d18O stack
[Lisiecki and Raymo, 2005]). The LGM SST field, d13C
averaged over the Atlantic basin and deep [CO3

2�] are shown
in the auxiliary material as anomalies relative to the prein-
dustrial state. The LGM d13C anomalies are compared to the
paleo data compiled by []. Sensitivity simulations (not
shown) strongly suggest that the modeled LGM biogeo-
chemical state does not have a strong impact on the results
presented for the Holocene.

2.2. Experiments Performed

[13] A number of factorial experiments were performed to
disentangle the influence of individual mechanisms on
atmospheric CO2, d

13C of CO2 and DIC, and deep ocean
carbonate concentration as detailed in Table 1 and Figures 1,
2, and 3. We also run a range of experiments with combined
forcings as summarized in Table 2 and in the auxiliary
material.1

2.2.1. Shallow-Water Carbonate Deposition, SWC
[14] Shallow-water carbonate deposition is not modeled

explicitly but prescribed as an external flux as coastal areas
are not resolved in our coarse resolution model. To mimic
shallow-water carbonate deposition, alkalinity and DIC are
uniformly removed from the surface ocean in a 2:1 ratio and
at a rate consistent with the prescribed deposition scenario
(Table 1). These experiments start from the pre-industrial
state.
[15] Vecsei and Berger [2004] (Figure 1, black line) sug-

gest a total shallow-water carbonate deposition on coral
reefs, on isolated banks, and on continent attached platforms
of 378 GtC (0.315 � 1017 molC) over the last 14 kyr. Vecsei
and Berger [2004] label their total production as well as the
doubling of production at 8 ka B.P. as conservative esti-
mates. Indeed, production by shallow submerged reef is
not taken into account. As the scenario suggested by Vecsei
and Berger [2004] is much smaller than previous esti-
mates [Milliman, 1993; Kleypas, 1997; Ryan et al., 2001]
and as Vecsei and Berger’s [2004] scenario might underes-
timate the shallow-water carbonate deposition for the last
8 kyr, another scenario (R1) is designed (Figure 1, red line),
in which the total shallow-water carbonate deposition
amounts to 1244 GtC (1.04 � 1017 molC) over the last
14 kyr. This corresponds to an average CaCO3 deposition of
12 TmolC/yr over the last 8000 years, in agreement with the

Table 1. Setup of Factorial Simulations Performed in This Studya

Simulation Prescribed Forcing (Scenario Acronym)

Shallow Water Carbonate Deposition
SWC1 Prescribed deposition of 0.315 � 1017 molC [after Vecsei

and Berger, 2004] (VEC)
SWC2 Deposition following Vecsei and Berger [2004] during

18–8 ka B.P., constant deposition of 0.144 GtC/yr during
8–0 ka B.P. (R1, 1.04 � 1017 molC)

Land Carbon Inventory Changes
LU1 404 GtC (404 + 0 + 0) uptake during the termination after

Menviel et al. [2011] (LOV)
LU2 254 GtC (0 + 290-36) uptake during the Holocene after

Elsig et al. [2009] (ELS)
LU3 658 GtC (404 + 290-36) uptake during the past 18 kyr

(LOV-ELS)

Radiative Forcing
DG1 Orbital, greenhouse gases and ice albedo forcing (DEGL)
DG2 As DG1, but with fixed SST in the biogeochemical model
DG3 As DG1, but without sediment module
DG4 As DG1, but with fixed SST in the biogeochemical model

and without sediment module

aThe labels VEC, LOV, ELS, and DEGL denote forcing scenarios from
the literature. The numbers in parentheses indicate the land carbon
inventory changes in GtC during three periods: the termination (18 to
11 ka B.P.), the early Holocene (11 to 5 ka B.P.), and the late Holocene
(5 ka B.P. to preindustrial). The preindustrial, climatological sea surface
temperatures are prescribed to compute the CO2 solubility in simulations
DG2 and DG4.

1Auxiliary materials are available in the HTML. doi:10.1029/
2011PA002224.
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estimate by Opdyke [2000] and the model forcing applied by
Ridgwell et al. [2003], but lower than the forcing applied by
Kleinen et al. [2010]. Overall, there is substantial uncer-
tainties in the magnitude and timing of shallow-water car-
bonate deposition with the estimates of Vecsei and Berger
[2004] likely providing a lower limit and scenario R1 pro-
viding a high estimate.
2.2.2. Land Carbon Uptake and Release Scenarios, LU
[16] Our setup of the Bern3D+C does not include a com-

prehensive terrestrial carbon cycle model as the focus here is
on marine processes. In the control set up, fluxes across the
different land reservoirs and the atmosphere are set constant.
To simulate changes in the terrestrial carbon, we therefore
modify these fluxes following a given scenario of terrestrial
carbon change.
[17] A range of data-based and model studies estimate the

magnitude or the evolution of terrestrial organic carbon
inventories over the past 20 kyr [e.g., Curry et al., 1988;
Duplessy et al., 1988; Bird et al., 1994; Francois et al.,
1998; Beerling, 1999; Kaplan et al., 2002; Joos et al.,
2004; Elsig et al., 2009; Menviel et al., 2011]. Most esti-
mates suggest an increase in land carbon in the range of

300 to 700 GtC over the last 18 kyr, compatible with the
increase in deep ocean d13C of DIC of about 0.3 permil.
Some authors however argue that terrestrial carbon storage
was larger at the Last Glacial Maximum (LGM) than during
the more recent preindustrial period [Zeng, 2003; Zimov
et al., 2009], a trend that is apparently in conflict with the
reconstructed whole ocean d13C signal.
[18] Menviel et al. [2011] performed a transient simulation

of the last deglaciation, including millennial-scale events
such as Heinrich event 1 (H1), the Bølling-Allerød, the
Antarctic Cold Reversal (ACR) and the Younger Dryas
(YD) with the Earth System Model of Intermediate Com-
plexity LOVECLIM. The changes in terrestrial carbon as
simulated with LOVECLIM are linearly reduced over the
period 18 to 11 ka by 230 GtC to account for carbon losses
associated with the flooding of exposed and vegetated
shelves during the deglacial sea level rise [Joos et al., 2004;
Montenegro et al., 2006]. This scenario for the land carbon
release during the termination (LOV) displays a glacial/
interglacial terrestrial carbon change of 404 GtC. In this
study, the LOV scenario serves as a reference for

Figure 1. Response to changes in shallow-water carbonate deposition. Time series of anomalies in
(a) atmospheric CO2 (ppmv), (b) atmospheric d13CO2 (permil), (c) deep [CO3

2�] in the Caribbean
Sea (mmol/kg) and (d) scenarios for coral reef growth (bottom, GtC/yr) used for experiment SCW1
(black) and SCW2 (red). The grey line represents atmospheric CO2 anomalies (ppmv) (Figure 1a) as
recorded in EPICA Dome C ice core [Monnin et al., 2001], atmospheric d13CO2 anomalies (permil)
(Figure 1b) as recorded in EPICA Dome C ice core [Elsig et al., 2009] and deep [CO3

2�] anomalies
(mmol/kg) (Figure 1c) in the Caribbean Sea as deduced from B/Ca data [Yu et al., 2010b].

MENVIEL AND JOOS: HOLOCENE CO2 PA1207PA1207

4 of 17



terrestrial carbon changes during the last glacial termina-
tion (18–11 ka B.P.).
[19] Using a mass balance inverse calculation from EPICA

Dome C atmospheric CO2 and d13CO2 records, Elsig et al.
[2009] estimate a terrestrial carbon uptake of 290 � 36 GtC
during the period 11–5 ka B.P. and a release of 36 � 37 GtC
thereafter (5 ka B.P. to 1560 AD). The uncertainties represent
one standard deviation from a Monte Carlo analysis consid-
ering uncertainties in the input data only. Here, this recon-
struction is used as our Holocene scenario (ELS) to force the
Bern3D and to test its agreement with marine proxy data. In
simulation LU1, LU2, and LU3, the land scenario LOV and
ELS are applied separately and in combination (Figure 2 and
Table 1) starting from the pre-industrial state.
[20] An alternative scenario to LOV-ELS is designed to

explore a broader range of possible land carbon develop-
ments in combination with other forcings. Model results

from LOVECLIM are combined with estimates of peat car-
bon uptake. At the end of the Younger Dryas, LOVECLIM
simulates a rapid increase in the land carbon inventory of
160 GtC, which is not supported by proxy data. In scenario
LOV2 this rapid post-YD increase is suppressed. Thereby,
we implicitly assume that vegetation regrowth after the
cessation of this northern hemisphere cold period progressed
not as rapidly as simulated by LOVECLIM. Recent studies
highlighted the possible role of carbon uptake by northern
peatlands during the Holocene [Tarnocai et al., 2009; Wang
et al., 2009; Yu et al., 2010; Yu, 2010], a process not
explicitly considered in current model studies and in
LOVECLIM. Here, a linear carbon uptake of 550 GtC over
the last 12 kyr due to peatland growth is included in the
LOV2-YU scenario as guided by the results of Yu et al.
[2010]. As LOVECLIM simulates a carbon release of
�65 GtC over the last 8 ka, in agreement with previous

Figure 2. Response to changes in land carbon stocks. Time series of anomalies in (a) atmospheric CO2

(ppmv), (b) atmospheric d13CO2 (permil), (c) deep [CO3
2�] in the Caribbean Sea (mmol/kg) for experi-

ments LU1 (dashed green), LU2 (dashed red) and LU3 (blue). (d) Prescribed land carbon changes
(GtC/yr). The grey line represents atmospheric CO2 anomalies (ppmv) (Figure 2a) as recorded in EPICA
Dome C ice core [Monnin et al., 2001], atmospheric d13CO2 anomalies (permil) (Figure 2b) as recorded in
EPICA Dome C ice core [Elsig et al., 2009] and deep [CO3

2�] anomalies (mmol/kg) (Figure 2c) in the
Caribbean Sea as deduced from B/Ca data [Yu et al., 2010b].
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results [Wang et al., 2005], the total land carbon uptake
over the last 10 ka in scenario LOV2-YU amounts to
485 GtC. We consider this scenario as an illustrative upper
limit case for Holocene carbon uptake and not as realistic. It
neglects carbon release by anthropogenic land use [Kaplan
et al., 2010; Stocker et al., 2011] and is in conflict with
the mass balance estimate of Elsig et al. [2009].
[21] Finally, scenario LOV2-ELS2 is a slight modification

of scenario LOV-ELS. Early Holocene land upake is
increased from 290 to 325 GtC, consistent with the uncer-
tainty band given by Elsig et al. [2009].
[22] The atmospheric CO2 increase during the deglacia-

tion can impact the land carbon uptake by stimulating

photosynthesis [e.g., Joos et al., 2004]. Scenarios LOV and
LOV2-YU explicitly include this process called the CO2

fertilization effect. The scenario ELS represents the sum of
all the processes impacting land carbon changes during the
Holocene and thus implicitly includes the CO2 fertilization
effect.
2.2.3. Radiative Forcing From Greenhouse Gases, Ice
Albedo, and Orbital Variations, DG
[23] Simulations DG1 to DG4 are tailored to provide

estimates of the influence on the Holocene carbon cycle of
deglacial changes in SST, ocean circulation and related
changes in the cycles of organic matter, calcite and ocean-

Figure 3. Response to changes in orbital, greenhouse gas, ice sheet and albedo forcing. Anomalies of
(a) atmospheric CO2 (ppmv), (b) atmospheric d13CO2 (permil) and (c) deep [CO3

2�] in the Caribbean Sea
(mmol/kg) for experiments DG1 (black), DG2 (dashed red), DG3 (dashed blue), DG4 (dashed green). DG2
illustrates the variations induced by the carbonate compensation mechanism, DG3 represents the varia-
tions induced by changes in SST, circulation and other biogeochemical effects and DG4 illustrates the var-
iations induced by circulation and other biogeochemical effects, while DG1 include all these mechanisms.
The grey line represents atmospheric CO2 anomalies (ppmv) (Figure 3a) and d13CO2 (Figure 3b) as
recorded in EPICA Dome C ice core [Monnin et al., 2001; Elsig et al., 2009] and deep [CO3

2�] anomalies
(mmol/kg) (Figure 3c) in the Caribbean Sea as deduced from B/Ca data [Yu et al., 2010b]. (d) Time series
of the maximum overturning stream function in the North Atlantic (Sv, blue) and the globally averaged
SST anomalies (°C, black) for experiment DG1.
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sediment interactions. The following experiments start from
the LGM state.
[24] In simulation DG1, the model is transiently forced

from the LGM to the pre-industrial state by prescribed
changes in insolation [Berger, 1978], ice sheet extent
[Peltier, 1994] as well as the radiative effect of atmospheric
CO2 [Monnin et al., 2001] and atmospheric CH4 content
[Loulergue et al., 2008]. Freshwater input in the ocean due
to melting ice sheets is not taken into account in simulations
DG1–DG4. The contributions of individual mechanisms to
the changes simulated in DG1 are quantified by simulations
DG2 to DG4 in which SST is kept at pre-industrial values in
the biogeochemical part of the model (DG2 and DG4) and/or
the sediment module is turned off (DG3 and DG4) (Table 1).
2.2.4. Freshwater Forcing Scenarios for the
Representation of Abrupt Ocean Circulation Changes
During the Last Termination
[25] The oceanic circulation most likely varied in response

to freshwater input due to ice melting. As detailed in section
2 of Text S1, a number of freshwater experiments have been
carried out to investigate the sensitivity of Holocene carbon
cycle changes to deglacial circulation changes.
2.2.5. Model Simulations With All Forcings Included
[26] Simulations S1 to S5 are run with combined forcings

as summarized in Table 2. Simulation S1 is forced by the
original carbonate deposition history from Vecsei and
Berger [2004] and the vegetation scenario LOV-ELS. To
explore the impact on atmospheric CO2 and d13CO2 of a
different land carbon scenario, simulations S2 and S4 are
forced with the LOV2-YU scenario. As the shallow-water
carbonate deposition scenario suggested by Vecsei and
Berger [2004] most likely represents a lower bound esti-
mate, simulations S3 and S4 are forced with the upper bound
estimate scenario R1. Finally, to get a close match with
observations, we force simulations S5 with slightly modified
land carbon uptake (LOV2-ELS2) and shallow-water car-
bonate deposition (VEC) scenarios.

3. Results From Factorial Simulations

3.1. Shallow-Water Carbonate Deposition

[27] We start discussion with results from the two factorial
simulations in which only the shallow-water carbonate

deposition is varied (Table 1 and Figure 1). Simulated
changes in atmospheric CO2, d13CO2, and deep ocean
[CO3

2�] scale close to linear when the shallow-water car-
bonate deposition history is varied in simulations SWC1 and
SWC2.
[28] The original Vecsei and Berger [2004] scenario leads

to an atmospheric CO2 increase of 14 ppmv (Figure 1 and
Tables 3 and 4). Compared to observations, the slope of the
atmospheric CO2 increase after 6 ka B.P. is much smaller. In
addition, atmospheric CO2 never decreases in contrast to the
ice core record. In experiment SCW2, atmospheric CO2

increases by 42 ppmv. The slope of the atmospheric CO2

between 8 and 6 ka B.P. is much larger than the one recor-
ded in EPICA ice core. The pCO2 increase per unit car-
bonate deposited is equivalent to the one obtained by
Ridgwell et al. [2003] but is about 30% higher than the
one reported by Kleinen et al. [2010], likely due to their use
of a 2-dimensional ocean model.
[29] The impact on atmospheric d13CO2 of shallow-water

carbonate deposition is relatively small but not negligible,
especially for the high shallow-water carbonate deposition
scenario (R1) (Figure 1b). In experiments SCW1 and SCW2,
d13CO2 increases by respectively 0.02 permil and 0.09 per-
mil. Freeman and Hayes [1992] showed that as atmospheric
pCO2 rises, the fractionation factor of 13C during marine
photosynthesis increases and thus the d13C of the organic
matter produced decreases. Therefore, through a greater
atmospheric CO2, the deposition of shallow-water carbonate
leads to a decrease in the d13C signature of marine organic
matter and therefore to an increase in d13CO2. In addition,
the stock of organic matter in the sediments increases lead-
ing to a higher signature of d13CDIC and thus to an increase
in d13CO2. In SCW1 and SCW2, the d13CO2 trend is posi-
tive from 6 to 0 ka B.P., at odds with reconstructions. In
addition, shallow-water carbonate deposition cannot explain
the strong (�0.15 permil) d13CO2 increase at 8 ka B.P.
[30] The deep [CO3

2�] in the Caribbean Sea decreases by
5 mmol/kg in SCW1 and by 21 mmol/kg in SCW2. The slope
of the deep [CO3

2�] decrease between 7 and 4 ka B.P. in
SCW2 is in close agreement with the reconstructed [CO3

2�]
from B/Ca data [Yu et al., 2010b] (Figure 1c). However, the
youngest B/Ca data is at 3 ka B.P. and at a value much
higher than the one reconstructed for 4 ka B.P. It is thus not

Table 2. Simulations Including a Combination of Forcingsa

Shallow Water Carbonate
(�1017molC) Land Carbon (GtC)

Radiative
Forcing

S1 VEC (0.315) LOV-ELS (658 = 404 + 290-36) DEGL
S2 VEC (0.315) LOV2-YU (715 = 246 + 280 + 189) DEGL
S3 R1 (1.04) LOV-ELS (658 = 404 + 290-36) DEGL
S4 R1 (1.04) LOV2-YU (715 = 246 + 280 + 189) DEGL
S5 VEC - 18–8 ka B.P. (0.375) LOV2-ELS2 (535 = 246 + 325-36) DEGL

VEC*1.1 - 8–6 ka B.P.
VEC*2 - 6–3 ka B.P.
VEC*1 - 3–2 ka B.P.
VEC*0.5 - 2–0 ka B.P.

aLiterature references and further explanations of the acronyms for individual forcings are provided in Table 1. The
shallow water carbonate deposition history of Vecsei and Berger [2004] (VEC) is modified in simulation S5 by scaling
the original deposition rate by a constant factor during individual periods; total carbonate deposition in 1017 molC is given
in parentheses. Land carbon inventory changes for the past 18 kyr, the termination (18 to 11 ka B.P.), the early Holocene
(11 to 5 ka B.P.), and the late Holocene are given in GtC. LOV2 used in simulation S2, S4 and S5 is identical to the land
carbon uptake scenario LOV [Menviel et al., 2011] except that uptake is reduced between 12 and 11 ka B.P. ELS2 is a
variant of the Holocene land carbon scenario ELS [Elsig et al., 2009].
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possible to know the deep [CO3
2�] trend in the Caribbean

Sea between 4 and 0 ka B.P.
[31] In brief, coral reef growth and other shallow-water

carbonate deposition during the last glacial termination and
the Holocene probably contributed significantly to the
Holocene evolution of atmospheric CO2 and deep ocean
[CO3

2�], but cannot explain the reconstructed d13CO2 varia-
tions nor the early Holocene pCO2 decrease.

3.2. Land Carbon Uptake and Release

[32] Next, we discuss the factorial simulations where land
carbon inventories are changed either during the glacial
termination or the Holocene or during both periods
(Figure 2). A substantial land carbon uptake over the tran-
sition of 400 GtC as applied in simulation LU1 causes an
almost linear increase in pCO2 of 8 ppmv over the Holocene
in response to carbonate compensation, a strong decrease in
d13CO2 between 11 and 10 ka and a slight decrease there-
after. Deep ocean [CO3

2�] decreases over the Holocene by
about 5 mmol/kg.
[33] Simulations that include the Holocene uptake and

release scenario from Elsig et al. [2009] (simulations LU2,

LU3) match the reconstructed Holocene d13CO2 variations.
In contrast, the simulated pCO2 decrease in the early Holo-
cene is larger than reconstructed.
[34] Deep ocean [CO3

2�] increases during the period of
land uptake and decreases thereafter due to ongoing car-
bonate compensation. For the combined scenario of Menviel
et al. [2011] and Elsig et al. [2009] (LOV-ELS, simulation
LU3), [CO3

2�] in the deep Caribbean Sea increases by
18 mmol/kg over the transition and the early Holocene when
land carbon is prescribed to increase by 694 GtC. The
recovery from this perturbation is slow as indicated by the
slight negative trend in [CO3

2�] after 6 ka B.P. (Figure 2c).
[35] Another interesting metric is the change in the aver-

age oceanic d13CDIC. On millennial timescales, these chan-
ges are indicative of the amount of organic carbon that is
transferred to inorganic carbon or vice versa. Generally,
changes in the average d13CDIC are interpreted as a change in
the carbon storage on land by assuming that the organic
matter pool in the ocean remained unchanged [Shackleton,
1977; Bird et al., 1994]. In the factorial experiments with
land carbon changes only, the perturbation in the atmosphere
and ocean go in parallel. The total oceanic d13CDIC increases

Table 4. Same as Table 3 but for the Period 7–0 ka B.P.

Changes From 7 to 0 ka B.P.

D pCO2

(ppmv)
D d13CO2

(permil)
D [CO3

2�]
(mmol/kg)

Simulated Changes Compared to Proxy-Based Reconstructions
Simulation S1 +19.6 �0.01 �16
Simulation S5 +19.4 0 �16
Reconstructions +20 �0.04 �10

Attribution to Individual Processes
Shallow-water carbonate deposition (SCW1/VEC) +4.8 +0.014 �3.6
Land uptake during termination (LU1/LOV) +5 �0.02 �4.3
Land uptake during Holocene (LU2/ELS) +5.3 �0.04 �0.7
Sediment interactions related to radiative forcing (DG2-DG4) +5 +0.017 �5.6
Changes in CO2 solubility (DG1-DG2) +1.6 +0.026 +0.5
Changes in circulation and export production without sediment

interactions (DG4)
�0.4 +0.01 +1.1

∑ +21.3 +0.007 �12.6

Table 3. Summary of Results Illustrating the Different Contributions to Changes in Atmospheric CO2, d13CO2 and Deep CO3
2�

Concentrations Over the Period 10–7 ka B.P.a

Changes From 10 to 7 ka B.P.

D pCO2

(ppmv)
D d13CO2

(permil)
D [CO3

2�]
(mmol/kg)

Simulated Changes Compared to Proxy-Based Reconstructions
Simulation S1 �3.1 +0.12 �1
Simulation S5 �5 +0.14 �1
Reconstructions �5 +0.19 �1.5

Attribution to Individual Processes
Shallow-water carbonate deposition (SCW1/VEC) +3.8 +0.008 �1.6
Land uptake during termination (LU1/LOV) +3.3 �0.02 �5.2
Land uptake during Holocene (LU2/ELS) �14.8 +0.14 +7.1
Sediment interactions related to radiative forcing (DG2-DG4) +2.5 +0.02 �0.9
Changes in CO2 solubility (DG1-DG2) +1 +0.01 0
Changes in circulation and export production without sediment

interactions (DG4)
�0.3 �0.036 �0.1

∑ �4.5 +0.12 �0.7

aThe attribution to mechanisms is for simulation S1 and based on published forcing scenarios. The estimates for atmospheric CO2, d
13CO2 and deep

[CO3
2�] are from Monnin et al. [2001], Elsig et al. [2009] and Yu et al. [2010b].
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by 0.35 permil over the past 18 ka in simulation LU3 forced
with the combined LOV-ELS scenario. For comparison,
data-based estimates of whole ocean d13CDIC changes are of
about 0.3 permil [Duplessy et al., 1988; Curry et al., 1988].
A total carbon uptake since the LGM of 658 GtC, as pre-
scribed in the LOV-ELS scenario (simulation LU3), is
compatible with the proxy-based d13CDIC change, but may
correspond to an upper bound.
[36] In conclusion, land uptake over the termination con-

tributes to the evolution of Holocene pCO2 and deep ocean
[CO3

2�] through the carbonate compensation mechanism, but
its potential to affect atmospheric d13C is largely restricted to
the termination and the first one or two millennia thereafter.
On the other hand, the carbon fluxes reconstructed by Elsig
et al. [2009] with their simplified mass balance/box model
approach appear to explain most of the atmospheric d13C
variations over the last 9 kyr also in the Bern3D model. As
already highlighted by these authors, additional processes
such as shallow-water carbonate deposition are required to
close the Holocene pCO2 budget.

3.3. Radiative Forcing From Greenhouse Gases, Ice
Albedo, and Orbital Variations

[37] In this section, we discuss results from simulations
DG1 to DG4 (Figure 3) in which radiative forcing from
CO2, CH4, ice albedo, and orbital parameters are varied over
the termination and the Holocene (Table 1). These simula-
tions allow us to quantify the total changes induced by these
forcings as well as to attribute the simulated changes to
specific mechanisms.
[38] Due to the greater radiative forcing, the simulated

globally averaged SST increases by 2.6°C over the last
18 kyr and by 0.25°C over the past 10 kyr (Figure 3). In
addition, the strength of the AMOC increases from 11.5 Sv
(18 ka B.P.) to peak at 16 Sv in the early Holocene and to
decrease by about 1 Sv thereafter. The changes in the
physical climate system undoubtedly affect the carbon cycle
in the Holocene. Simulated atmospheric CO2 increases by
9.4 ppmv between 10 and 0 ka B.P. and with an approxi-
mately constant rate of 1 ppmv per kyr (simulation DG1,
Figure 3). About a quarter of this increase is due to a
decrease in the solubility of CO2 related to the Holocene
SST increase (2.6 ppmv, DG1–DG2). Three quarter of the
CO2 increase are related to the long-term response of marine
sediments to the changes simulated over the glacial termi-
nation (7.5 ppmv, DG2–DG4). This long-term sediment
adjustment is due to variations in the ocean-sediment fluxes
of CaCO3, organic matter, and opal during the transition. On
the other hand, Holocene changes in circulation and export
productivity have a small influence on pCO2 (�0.7 ppmv,
DG4). Simulated marine export production increases by 9%
until 10 ka B.P., but changes only slightly (�1%) during the
last 10 kyr.
[39] Atmospheric d13CO2 increases by about 0.05 permil

during the last 7 kyr, mainly because of the global mean SST
increase. Simulated d13CO2 changes are small over the early
Holocene due to offsetting effects of the different contrib-
uting factors. Deep ocean [CO3

2�] increases by 25mmol/kg
during the transition and decreases by about 5 mmol/kg
during the Holocene, primarily due to ocean-sediment
interactions.

[40] The modeled globally averaged SST increase of
0.2°C from 6 to 0 ka B.P. is in good agreement with an
alkenone-based reconstruction compiled in the GHOST
database [Kim et al., 2004; Kim and Schneider, 2004] as
well as with other modeling studies. Results from the PMIP2
experiments suggest a global SST increase of 0.2°C between
6 and 0 ka B.P. in the MIROC3.2 model and a 0.1°C
increase in the NCAR CCSM model. In Bern3D+C, the
reduced solubility due to the greater SST leads to an atmo-
spheric CO2 increase of about 2 ppmv for the past 6 kyr,
comparable to an earlier study [Joos et al., 2004]. This is in
contrast to the suggestion of Brovkin et al. [2008] that a
negative SST trend in the North Atlantic dominates the
global signal and causes atmospheric CO2 to decrease. These
authors applied reconstructed SST changes from the
GHOST database north of 30°S in the CLIMBER-2 and
CLIMBER-3a model and obtained an atmospheric CO2

decrease of 6 and 1 ppmv, respectively. However,
CLIMBER-2 is a zonally averaged model, CLIMBER-3a
was only run for 300 years, and the Southern Ocean was
excluded from the study due to a lack of data.
[41] In conclusion, changes in greenhouse gases forcing,

ice albedo and orbital parameters cause major changes in
circulation, marine productivity and SST over the glacial
termination. This, in turn, leads to a substantial increase in
pCO2 over the Holocene due to the long adjustment time-
scales of marine sediments as further evidenced by the
declining trend in deep ocean [CO3

2�]. Adding the impact of
SST driven CO2 outgassing yields a Holocene pCO2

increase of 10 ppmv. This signal of the glacial termination
has not yet been included in earlier model studies addressing
Holocene pCO2 variations.

4. Results From Model Simulations
With Multiple Forcings

[42] As detailed in Table 2, we perform five experiments
with all the forcings included, in which we test two shal-
low-water carbonate deposition (lower limit:VEC and
upper limit: R1) and three land carbon changes scenarios
(LOV-ELS and LOV2-YU and LOV2-ELS2).

4.1. Simulations With Scenarios From the Literature

[43] As seen in Figure 4 (blue line), a good match with the
various proxy records is obtained when the Bern3D is forced
with land carbon changes as suggested by Menviel et al.
[2011] and Elsig et al. [2009] (LOV-ELS), shallow-water
carbonate deposition as suggested by Vecsei and Berger
[2004] (VEC) as well as deglacial changes in greenhouse
gases, ice albedo, and orbital parameters. The main differ-
ence between the simulated atmospheric CO2 in experiment
S1 and the EPICA Dome C ice core record is the magnitude
of the atmospheric CO2 decrease between 10 and 7 ka B.P.
While the atmospheric CO2 measured in EPICA Dome C
[Monnin et al., 2001] decreases by about 7 ppmv, the
atmospheric CO2 simulated in experiment S1 decreases by
only 4 ppmv. Tables 3 and 4 provide an attribution of the
simulated changes in S1 to individual mechanisms for the
early Holocene (10 to 7 ka B.P.) and the past 7 kyr,
respectively.
[44] When the Bern3D is forced with the shallow-water

carbonate deposition suggested by Vecsei and Berger [2004]
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(VEC) and a land carbon change that takes into account peat
buildup during the Holocene as suggested by Yu et al.
[2010] (LOV2-YU, simulation S2, red line in Figure 4),
then the simulated atmospheric CO2 only increases by 1 ppmv
during the last 8 kyr. In addition, the slope of the atmospheric
d13CO2 increase in the last 7 kyr is much greater than the one
recorded in EPICA Dome C ice core.
[45] Simulation S3 (green line in Figure 4), forced with the

high shallow-water carbonate deposition scenario (R1) and
the LOV-ELS terrestrial carbon scenario, leads to a 55 ppmv
pCO2 increase over the last 8 kyr, which clearly overesti-
mate the observed 20 ppmv late Holocene increase. In
addition, the strong deposition of shallow-water carbonate
applied leads to a 38 mmol/kg decrease in deep [CO3

2�] in the
Cariaco basin in disagreement with the deep [CO3

2�] inferred

from B/Ca data [Yu et al., 2010b]. On the other hand, as the
d13CO2 is mainly influenced by changes in terrestrial carbon,
the simulated d13CO2 in S3 is in good agreement with
observations.
[46] Experiment S4, forced with the high shallow-water

carbonate deposition scenario (R1) and the terrestrial carbon
scenario including Holocene peat build up (LOV2-YU)
overestimates the atmospheric CO2 increase and the d13CO2

increase of the last 7 kyr by 13 ppmv and 0.2 permil
respectively. If we perform an additional experiment (not
shown) forced with the terrestrial carbon scenario LOV2-YU
and a shallow-water carbonate deposition scenario as sug-
gested by Vecsei and Berger [2004] until 8 ka B.P. followed
by a constant deposition of 0.11 GtC/yr, then we can rec-
oncile the simulated atmospheric CO2 with the EPICA

Figure 4. Responses to combinations of forcings. Anomalies of (a) atmospheric CO2 (ppmv), (b) atmo-
spheric d13CO2 (permil), (c) deep [CO3

2�] in the Caribbean Sea (mmol/kg) and (d) deep d13CDIC for experi-
ments S1 (blue), S2 (red), S3 (green) and S4 (black). The grey line represents atmospheric CO2 anomalies
(ppmv) (Figure 4a) and d13CO2 (Figure 4b) as recorded in EPICA Dome C ice core [Monnin et al., 2001;
Elsig et al., 2009], deep [CO3

2�] anomalies (mmol/kg) (Figure 4c) in the Caribbean Sea as deduced from
B/Ca data [Yu et al., 2010b]. Time series of the land carbon changes applied: LOV-ELS (blue) and
LOV2-YU (black) (Figure 4d).
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Dome C ice core record. However, the slope of the simu-
lated d13CO2 increase is similar to the one obtained in
experiment S4. We perform a Monte Carlo analysis on the
d13CO2 from EPICA Dome C ice core to estimate the mean
and standard deviation of the linear trend over the last 7 ka.
The probability density function obtained indicates a mean
d13CO2 slope of 0.0012 permil/ka over the last 7 ka with a
mean standard deviation of 0.0011 permil/ka. With a mean
slope of 0.036 permil/ka, experiment S4 clearly falls outside
of the 2 standard deviation confidence interval. Even by
taking into account the uncertainties associated with the
EPICA Dome C ice core reconstructions, we cannot rec-
oncile scenario S4 with observations.
[47] Simulations S1–S4 show that the Holocene atmo-

spheric CO2 variations result from a fine balance between
shallow-water carbonate deposition and land carbon chan-
ges. The combination of the shallow-water carbonate depo-
sition suggested by Vecsei and Berger [2004] and the
changes in land-atmosphere carbon fluxes suggested by
Elsig et al. [2009] lead to a good agreement with observa-
tions and can thus serve as a baseline. A greater shallow-
water carbonate deposition than the one suggested by Vecsei
and Berger [2004] has to be compensated by a greater land
carbon uptake than the one inferred from the mass balance
suggested by Elsig et al. [2009]. However, atmospheric
d13CO2 is mainly influenced by terrestrial processes and
gives another strong constraint on terrestrial carbon changes:
a strong land carbon uptake will lead to an overestimation of
the atmospheric d13CO2 changes during the Holocene.

4.2. Toward Explaining the Ice Core and Marine
Proxy Records

[48] An even better agreement with the ice core data is
achieved by slightly adjusting the land carbon (LOV-ELS)
and carbonate deposition (VEC) scenarios in simulation S5.
Then, the Bern3D model is able to simulate the recon-
structed evolution in atmospheric CO2 and d13CO2 during
the entire Holocene within the uncertainties of the ice core
data (Figure 5, blue line).
[49] The LOVECLIM results of Menviel et al. [2011] as

applied in S1 suggest a 150 GtC land uptake between 11.8
and 11 ka B.P., implying a fast growth of the terrestrial
vegetation after the YD. To account for a possible slower
increase in the land carbon storage at the end of the YD, the
land carbon uptake is almost suppressed between 11.8 and
11 ka B.P. in simulation S5. In turn, the uptake during the
early Holocene is increased by 35 GtC. Shallow-water car-
bonate deposition is modified as detailed in Table 2. The
total deposition is increased by �25% over the last 8 kyr to
promote a somewhat larger late Holocene pCO2 increase in
the model. The modifications are well within uncertainties of
the literature-based estimates. We conclude that the Holo-
cene variations in pCO2 and d13CO2 are explained by the
subtle combination of a range of processes including land
carbon changes, shallow-water carbonate deposition, marine
sediment adjustments to earlier land carbon changes and to
changes in the marine carbon cycle over the glacial termi-
nation as well as SST changes driven by orbital variations,
greenhouse gases and ice albedo forcing.

Figure 5. (a) Atmospheric CO2 and (b) d13CO2 anomalies as simulated in experiment S5 compared to
the EPICA Dome C ice core record [Monnin et al., 2001; Elsig et al., 2009].
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