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Abstract

This dissertation investigates the gas transport and clay behavior within the context of deep
geological disposal of nuclear waste. The repository for spent fuel and high-level waste can
generate substantial amounts of gas through processes such as anaerobic corrosion of carbon
steel, radiolysis of water, and radioactive decay in the waste. Likewise, gas production can
occur in low and intermediate-level waste repositories due to chemical degradation of organic
waste materials and corrosion of metals. If these gases cannot sufficiently escape from the
vicinity of the repository, a localized build-up of gas pressure could compromise the integrity
of the barriers and the safety design of the repository. Therefore, a thorough understanding of
gas transport mechanisms and processes is crucial for assessing the repository’s performance.
Diffusion is the primary mechanism governing solute and fluid transport in these clays due to
their low permeability. While experiments can provide valuable transport parameters for de-
signing the barrier materials, they may not fully capture the long-term evolution of transport
processes and specific subsurface conditions. Consequently, numerical and computer simu-
lations become indispensable for determining the transport mechanisms and exploring the
behavior of the system beyond the limits of experimental detection. These simulations offer
the opportunity to explain experimental results, probe scales, and processes that are below the
detection limit of experiments, and enhance our understanding of the transport mechanisms
involved.

Gas diffusion simulation in fully saturated Na-montmorillonite (Na-MMT) was performed and
the effects of pore size, gas species, and temperature were investigated. Classical molecular dy-
namics simulations were utilized to study the diffusion coefficients of various gases (CO2, H2,
CH4, He, Ar). The findings indicate that the diffusion coefficients are influenced by the pore
size, with H2 and He demonstrating higher mobility compared to Ar, CO2, and CH4. The be-
havior of gases is affected by the confinement and the structuring of water molecules near the
clay surface, as evidenced by density profiles and radial distribution functions. The obtained
diffusion coefficients for different gases and slit pore sizes were parameterized using a single
empirical relationship, enabling their application in macroscopic simulations of gas transport.
Considering the long-term desaturation and resaturation process, the study extends to simulate
gas diffusion in partially saturated Na-MMT and investigates the partitioning of gas molecules
between the gas-rich and water-rich phases. Classical molecular dynamics simulations were
employed to explore the impact of gas-filled pore widths, temperature, gas mean free path, gas
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size, and gas molecular weights on diffusion coefficients and partitioning coefficients. The re-
sults demonstrate that the diffusion coefficient in the gas phase increases with larger gas-filled
pore widths and eventually converges asymptotically towards the diffusion coefficient in the
bulk state. Partitioning coefficients were found to be strongly dependent on temperature and
gas molecular weights. Furthermore, non-equilibrium molecular dynamics simulations were
conducted to investigate the mobility of gases in a pressure-driven flow within a partially sat-
urated Na-MMT mesopore. The results reveal the presence of slip boundary conditions at the
microscale, which challenges the assumptions made in continuum models. To predict the dif-
fusion coefficient and dynamic viscosity of the gas, a Bosanquet-type equation was developed
as a function of the average pore width, gas mean free path, geometric factor, and thickness of
the adsorbed water film.

Na-montmorillonite, being a swelling clay, undergoes changes in its swelling behavior when
exposed to different chemical species like gas due to variations in chemical potential. These
alterations can subsequently impact the hydraulic properties and transport mechanism of the
clay. Consequently, we investigated the influence of gas presence on the swelling pressure
of Na-MMT. To achieve this, classical molecular dynamics simulations were employed as a
methodology to examine the effect of gas on swelling pressure. The findings indicate that gas
molecules cause an increase in the swelling pressure of Na-montmorillonite, with an approx-
imate rise of 3 MPa. The specific behavior observed is influenced by factors such as the dry
density and the characteristics of the gas species. Additionally, the analysis includes a com-
prehensive exploration of structural transformations occurring within the clay interlayer, pro-
viding insights into the discrepancies observed between experimental and simulated curves,
particularly at high levels of compaction.

The thesis delves into pore-scale modeling to determine diffusion coefficients of water in com-
pacted porous smectite clay structures. This exploration is motivated by the limitations inher-
ent in conventional approaches used to obtain transport parameters, which tend to oversim-
plify the intricate porous nature of clay media by treating them as a continuum. This oversim-
plification neglects the behaviors occurring at smaller scales. To overcome this limitation, the
thesis employs various techniques such as random walk simulations, lattice Boltzmann mod-
eling, and large-scale molecular dynamics simulations to investigate transport mechanisms.
These advanced modeling techniques take into account local diffusivities within the represen-
tative elementary volume, allowing for a more accurate understanding of transport phenom-
ena. By considering local diffusivities, particularly near chemically reactive clay surfaces, this
approach sheds light on the significance of accurately comprehending transport phenomena
in porous materials. By overcoming the limitations of conventional approaches, the thesis
provides valuable insights into the diffusion coefficients of water within compacted porous
smectite clay structures.

This thesis offers a comprehensive exploration of gas transport and clay behavior, focusing on
their relevance to deep geological disposal of nuclear waste and energy storage. By establishing
connections between simulations conducted under fully saturated and partially saturated con-
ditions, examining the influence of gases on swelling pressure, and incorporating pore-scale
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modeling, this research provides valuable insights into diffusion, swelling, and pore-scale pro-
cesses. These findings contribute to the development of effective barrier materials and enhance
our understanding of waste management strategies in complex geological environments. The
knowledge gained from this study has practical implications for improving the safety and effi-
ciency of deep geological disposal systems and advancing energy storage technologies.
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Chapter 1: Introduction
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1.1 Background and significance

Radioactive waste is generated as a by-product of nuclear energy production, as well as the
result of industrial, research, and medical applications. The primary concern associated with
radioactive waste is the potential threat it poses to humans and the environment if not ade-
quately disposed of. International experts agree that a deep geological repository represents
the safest option for long-term storage. This strategy has been adopted by Switzerland and
written into its legislation [26].

The prolonged hazard posed by radioactive waste underlines the necessity for a long-term
storage solution. Given its potential to contaminate the environment and jeopardize the well-
being of future generations, appropriate disposal is imperative [24, 26, 49, 50]. Consequently,
effective radioactive waste management constitutes a pressing concern for modern societies
and the nuclear industry.

In Switzerland, the safe disposal of radioactive waste has been a priority for several decades
[48]. In 1972, the country’s parliament passed the Nuclear Energy Act, which set the framework
for the safe use of nuclear energy [15, 102]. In 2006, the Swiss Federal Council approved the
Sectoral Plan for Deep Geological Repositories, which outlines the criteria and procedures for
selecting sites for deep geological repositories [25].

The selection of a site for a deep geological repository is a complex process that involves exten-
sive geological and technical investigations. The criteria for selecting a site include factors such
as the geology of the area, the stability of the rock formations, the hydrology of the area, and
the distance from potential human settlements. Once a site is selected, and after obtaining the
construction license, a deep geological repository can be constructed, which mainly involves
excavating tunnels and chambers in the deep underground. In 2022, Nagra proposed Nördlich
Lägern as the candidate location for the building of the repository.

The Swiss deep geological repository concept relies on a combination of natural and engineered
barriers to ensure the safe storage of radioactive waste over hundreds of thousands of years
[26, 76, 77]. In a high-level waste (HLW) repository, the spent nuclear fuel and high-level waste
from the preprocessing is first encapsulated in robust containers that are designed to isolate the
waste with an expected durability of at least 10’000 years. The containers are then foreseen to
be placed in deep underground tunnels, where they are surrounded by a layer of compacted
clay, which acts as a natural barrier to prevent the migration of radioactive materials. The
surrounding host rock formations also provide the next element of defense. Although low-level
and intermediate-level waste (LLW/ILW) may have low levels of radioactivity, it is still crucial
to manage and dispose of it properly to avoid any potential risks. The disposal approach for
LLW/ILW differs slightly from that of high-level waste (HLW). The waste is first encapsulated
in a cementitious form and then placed inside a stainless steel container. This container is
subsequently embedded in a cementitious backfill and stored within the host rock.

Among several challenges during the design of deep geological repositories, gas generation,
and transport has to be considered thoroughly. Gas production can occur in the LLW/ILW
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due to a variety of processes such as anaerobic corrosion of carbon steel, radiolysis of water,
radioactive decay in the waste, chemical degradation of organic waste materials, and corrosion
of metals [82, 93, 108]. Studies have shown that these processes can lead to the generation of
complex gas mixtures containing species such as hydrogen (H2), carbon dioxide (CO2), and
methane (CH4) [114]. It is essential to prevent the accumulation of these gases in the near-field
of the repository as they may compromise the integrity of the barriers and the overall safety of
the repository. However, conducting experimental studies to investigate the transport mecha-
nisms of these gases in the repository environment is extremely challenging. Therefore, mod-
eling can be a very valuable complementary tool to simulate and predict the behavior of gases
in the repository and can support resolving open questions about the transport mechanisms.

It is imperative to understand and investigate the behavior and characteristics of the gases,
including their composition, production rates, and migration mechanisms. Such studies will
aid in the accurate prediction and modeling of gas transport and fate in the repository and the
design and optimization of appropriate gas relief measures.

1.2 Properties of clay minerals

Clays are natural rocks primarily composed of fine-grained phyllosilicates formed through the
chemical weathering and alteration of parent rock material [22]. They have diverse physical
and chemical properties, making them significant in several geological processes, such as soil
formation, sedimentation, and diagenesis.

Clay minerals have a high surface area-to-volume ratio, giving them a large capacity for ad-
sorbing and exchanging ions and molecules, affecting the mobility and availability of solutes,
metals, and contaminants in natural systems [3, 12, 31, 70, 78]. Their swelling and shrinking
behavior impact the macroscopic properties of argillaceous rocks such as porosity, hydraulic
conductivity, and mechanical properties, depending on factors such as the type of clay min-
eral, ionic strength and pH of the surrounding solution, and degree of compaction [9, 41].

Clays comprise layers of silicate minerals arranged in a sheet-like structure held together by
electrostatic forces, facilitating the exchange of cations between them. This gives clays a high
cation exchange capacity (CEC), depending on various factors such as the type of clay mineral,
pH and ionic strength of the solution, and the type and concentration of cations present [12, 31,
70].

Moreover, clays’ physical and chemical properties are responsible for several crucial processes
in natural systems, such as retention, sorption, and self-sealing [3, 78, 85, 99]. They are efficient
at retaining water and solutes, affecting the transport of metals and contaminants in soils and
groundwater systems, and can adsorb and retain pollutants, making them useful in remediat-
ing contaminated soils and waters.

Clays’ swelling and self-sealing properties make them essential in applications such as geotech-
nical engineering, reducing permeability, and improving the stability of soil and rock forma-
tions [9, 41, 64, 113, 115]. Overall, clays’ unique physical and chemical properties make them
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significant materials in a wide range of geological and environmental systems.

In various European countries, gas transport is being evaluated through clayey potential host
rocks, including Boom Clay (Belgium and Netherlands), Callovo-Oxfordian claystone (France),
Boda claystone (Hungary), and Opalinus Clay (Switzerland), as well as engineered clayey ma-
terials, such as granular Wyoming sodium bentonite, FEBEX bentonite, Czech bentonite, and
their sand mixtures [2, 52, 56, 100]. Clay formations exhibit unique physicochemical proper-
ties that render them a suitable candidate for deep geological disposal of radioactive waste.
Decades of research and development have underscored these advantageous properties of
clays, including:

• Extremely low water permeability: Clays possess low permeability, resulting in almost
negligible advective water transport. As a result, the repository is well protected against
potential water ingress [9, 113].

• Diffusion dominated transport: Owing to restricted water movement, transport in clays
is primarily diffusive, meaning that the chemical species migrate primarily based on their
concentration gradient, and therefore the transport of radionuclides through this medium
is significantly delayed [12, 31, 52, 53, 59, 70].

• Retention capacity: Clays exhibit robust retention capacity for many radionuclides and
chemical contaminants, resulting in considerable retention of the inventory in the vicinity
of the source [3, 78].

• Buffer effect: Clays show significant buffering effects regarding chemical perturbations.
Therefore, the thickness of the chemically perturbed clay around the disposal facility is
minimal [74, 112].

• Self-sealing capacity: Clays exhibit a high degree of self-sealing, with fractures and fis-
sures closing relatively quickly in the presence of water, especially relevant for those gen-
erated by excavation activities [6, 85, 99].

• Stability: The selected clay host rocks have remained unchanged for millions of years,
maintaining their favorable properties. During the last few million years, migration of
natural chemical species through these clay host rocks has remained primarily diffusive
[41, 64, 115].

• Homogeneity: Radionuclide and chemical contaminant transport properties in the se-
lected clay host rocks remain uniformly homogeneous almost throughout their entire
thickness [68, 79, 105].

• Lateral continuity: Clays are typically present within simple geological structures that
have significant lateral extent, providing a thick barrier and facilitating large-scale char-
acterization [42, 79, 80].

The specific qualities of clays are particularly important in the context of geological disposal
systems. These properties, such as low permeability, diffusive transport, retention capacity,
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and self-sealing, can significantly delay the migration of radionuclides and chemical contami-
nants from the disposal site. This delay, coupled with the buffering effect and stability of clay
formations, provides a robust barrier against the release of radionuclides into the environment.
Furthermore, the vertical homogeneity and lateral continuity of clay host rocks facilitate the
characterization and monitoring of the disposal facility. Therefore, considering the advantages
of clay formations, they remain a suitable candidate for deep geological disposal of radioactive
waste, and understanding these properties is crucial to ensure the safety of such facilities.

1.3 Gas transport in clays

Under the repository conditions, and considering fully water-saturated conditions, the dis-
solved gases can be transported by diffusion as well as by advection. Additionally, gases may
have the ability to sorb onto mineral phases or materials. However, if the production rate sur-
passes the solubility limits, a distinct gas phase may form and be transported through host rock
and engineered barriers based on their characteristics.

Several variables, including the hydraulic and mechanical properties of the rock matrix, the gas
pressure at the source, and the hydromechanical state of the rock, can affect the gas migration
through rock formations with low permeability. Based on gas concentrations and pressure gra-
dients, the microstructural framework of the Opalinus Clay can be considered to understand
four different mechanisms of gas migration [72]: advection and diffusion of dissolved gases,
the visco-capillary flow of gas and water, dilatancy-controlled gas flow, and gas transport in
tensile fractures. These phenomenologically informed procedures might be useful in explain-
ing how gas moves through rocks with low permeability. These processes are well described
in the study of Marschall et al. [72] as shown in Figure 1.1.

The relevant processes associated with gas transport from a deep geological repository can be
summarized as follows:

• Gas generation processes: Within a deep geological repository, gas can be produced from
a variety of waste products, which can affect how the gas is transported afterward. The
gas-generating materials, environmental conditions, and waste packaging are just a few
of the variables that affect the quantity, the gas species, and the rate of gas production.
Processes including radiolysis, microbiological activity, and chemical reactions can all re-
sult in the formation of gas [82, 93, 108, 114]. The amount of gas produced is significantly
influenced by environmental factors, including water, oxygen, and certain ions, which
accelerate metal corrosion, pH, and temperature [82].

• Gas consuming reactions: Certain chemical reactions can result in a decrease in the over-
all amount of gaseous molecules. Gas sorption is a phenomenon that may take place on
engineered barrier materials, as well as their corresponding degradation products, and
on specific mineral phases [72]. This process can lead to the removal or reduction of
gaseous molecules from a system. It is important to note that the sorption capacity and
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FIGURE 1.1: "Classification and analysis of gas transport processes in Opalinus
Clay: a) phenomenological description based on the microstructural model con-
cept; b) basic transport mechanisms; c) geomechanical regime; and d) effect of
gas transport on the barrier function of the host rock." Reproduced with permis-

sion [72].

mechanisms can vary depending on the type of material or mineral phase involved, as
well as the specific gas species and environmental conditions [4].

• Gas solubility: The solubility of gaseous species in aqueous systems depends on pre-
vailing temperature and pressure conditions [28]. Low gas quantities can be dissolved in
aqueous phase until the solubility limits are reached. Gas exsolution can occur when the
pressure and temperature of the groundwater vary, causing the solubility of the gas to
decrease, until it exceeds its saturation point [118]. This can result in bubbles of gas (gas
phase) forming and accumulating in the pores and fractures of the rock around the waste
canister, or even within the canister itself.

• Advection and diffusion of dissolved gases: Advective groundwater flow, diffusion of
dissolved gas, and solubility of a gas in porewater are the three essential factors that
govern the movement of gas dissolved in porewater [72]. Several parameters, includ-
ing Henry’s coefficient, diffusion coefficient, tortuosity, accessible porosity, and hydraulic
conductivity, can have an impact on transport behavior. In highly connected porous me-
dia, advective transport is likely to be the predominant mechanism for gas transport,
whereby gases are transported at the velocity of the groundwater flow. Conversely, in
low-permeable media such as clay rocks, gas diffusion becomes the dominant transport
mechanism.
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• Visco-capillary flow of gas and water: Visco-capillary two-phase flow is a complex fluid
dynamic phenomenon that occurs when two immiscible fluids (in this case, gas and wa-
ter) flow through a porous medium, such as clay formations. This type of flow is influ-
enced by both the viscous and capillary forces that exist in the fluid. When the rate of gas
generation surpasses the solubility limit of gas in water, a gas phase is formed in the pore
space. The mobility of this gas phase is then characterized by the displacement of pore
water as a result of an increase in gas pressure in the pore space. Understanding subsur-
face gas migration in geological formations and in deep geological repositories requires
knowledge of this process.

• Dilatancy-controlled gas flow: This mechanism manifests at elevated gas pressures,
where small pores can expand under the influence of gas pressure. Additionally, pre-
existing pores can merge to form flow channels. This process is facilitated in rocks that
exhibit a stress state conducive to tensile deformation. When the gas pressure surpasses
the minimum principal stress, pores and pre-existing microfractures can undergo dila-
tion without fracturing, enabling gas flow. In dilatancy-controlled flows, visco-capillary
forces still govern the gas flow, but the transport properties of the rock depend on the
degree of rock deformation.

• Gas transport in tensile fractures: As gas pressure increases if the system is unable to
dispel the gas by the above-mentioned processes, a macroscopic tensile fracture can be
developed, if the sum of the minimum principal stress and the rock’s tensile strength is
exceeded by the gas pressure [72]. As a result, the fracture propagates almost instantly in
what appears to be a single-phase flow process. When the gas pressure inside the fracture
drops below the minimal primary stress value, the propagation stops. In low-tensile
strength rocks, a macroscopic fracture is formed only when there is a rapid buildup of
gas pressure.

The gas transport mechanisms in a deep geological repository are intricate and multifaceted.
Gas can be generated through diverse processes within the repository, while chemical reactions
can lead to a reduction in the overall concentration of gaseous molecules. The solubility, ad-
vection, and diffusion of gas in porewater play essential roles in the movement of dissolved
gas. Additionally, the transport of gas in tensile fractures, visco-capillary flow, and dilatancy-
controlled gas flow are critical mechanisms that must be considered to understand subsurface
gas migration in geological formations and deep geological repositories. Accounting for these
processes can aid in predicting and mitigating potential risks associated with gas transport
from a deep geological repository.

Gas diffusion in clays

In low-permeability, saturated porous clay media, when the gas generation rate is low, the pri-
mary mode of gas transport is through the diffusion of dissolved gas in the porewater of the
clay. In the event that the diffusive flux is exceeded by the rate of gas generation, the pore
water within the disposal gallery will become oversaturated, resulting in the formation of a
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free gas phase. Furthermore, it is anticipated that the host rock will undergo local desatura-
tion during the repository construction phase, and a certain duration of time will be necessary
for the repository to regain complete saturation (of the order of about 102 in HLW and 104 in
LLW/ILW [65, 66]). Under such conditions, gas diffusion will transition from that of dry pores
to that of partially saturated ones. It is crucial to understand and account for these phenom-
ena as they can have significant implications on the safety and effectiveness of the repository,
particularly in regard to gas migration and potential impacts on the surrounding environment.

Gas diffusion is a process in which particles move from regions of high concentration to regions
of low concentration, driven by the concentration gradient until equilibrium is established. The
kinetic theory of gases can be used to explain this process, which asserts that gases consist of
numerous small particles being in constant, stochastic motion [17]. As a result, gas particles
regularly collide with each other, exchanging energy and momentum. Such collisions result in a
net movement of gas particles from regions of high concentration to those of low concentration,
as gas particles dissipate. The rate of gas diffusion is influenced by multiple factors, such as
temperature, pressure, and concentration of the gas [43, 54, 60, 69, 109]. The size and shape of
molecules, as well as the presence of other gases or particles that can interact with or hinder
gas molecule motion, may also impact gas diffusion [92, 94].

Fick’s diffusion law is a fundamental equation that is commonly used to describe the behav-
ior of diffusive processes [29]. The first and second laws of Fick’s diffusion law provide a
mathematical description of the relationship between the diffusion flux and the concentration
gradient, as well as the influence of diffusion on the time variation of the concentration.

The first law of Fick’s diffusion law relates the diffusion flux to the concentration gradient. In
three dimensions, this law can be expressed mathematically as:

Jdi f f = −
(

Dx
dC
dx

+ Dy
dC
dy

+ Dz
dC
dz

)
(1.1)

where Jdi f f is the diffusion flux, Dx, Dy, Dz is the diffusion coefficient in the x,y and z dimen-
sions respectively. C is the concentration in the units of amount of substance per unit volume

(mol/m3).
dC
dx

,
dC
dy

,
dC
dz

are the concentration gradient in the three dimensions. The negative

sign indicates that the diffusion flux is directed from regions of high concentration to regions
of low concentration. This law is valid for both homogeneous and heterogeneous systems.

The second law of Fick’s diffusion law predicts the influence of diffusion on the time variation
of the concentration. In three dimensions, this law can be expressed mathematically as:

∂C
∂t

= Dx
∂2C
∂x2 + Dy

∂2C
∂y2 + Dz

∂2C
∂z2 (1.2)

where t is the time in seconds (s).
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The diffusion coefficient (D) is a fundamental parameter that establishes the proportionality
relationship between the concentration gradient and the material flux. The diffusion coeffi-
cient is usually expressed in units of m²/s or cm²/s, and it depends on various factors such as
temperature, pressure, and the chemical properties of the diffusing species and the medium
[43, 54, 60, 69, 109]. The diffusion coefficient is a crucial parameter in the transport of gases in
deep geological repositories. The diffusion coefficient is used to predict gas behavior, estimate
migration time, and optimize barrier systems to limit gas migration.

Numerous experimental approaches have been devised to understand diffusive phenomena
and ascertain transport coefficients of gases in clay materials [8, 40, 52, 53, 73, 90, 101]. Among
these methodologies are: the outgassing of clay samples or boreholes, calculating diffusion
coefficients using the concentration profile as a natural tracer, and laboratory studies based on
the single or through diffusion methodology.

In order to determine the diffusion coefficient, the outgassing method measures the concentra-
tion of gas emitted from a clay sample [8, 40, 101]. This technique has been used in studies, such
as in situ tests on Opalinus Clay and the degassing of natural gases in a borehole [101]. Based
on a He gas concentration profile as a natural tracer derived from outgassing wells or samples
of the Opalinus Clay, the method has been utilized to compute the pore diffusion coefficient
[8].

In many laboratory investigations, the in-diffusion or through-diffusion method is employed
to obtain the gas diffusion coefficients[52, 53, 59, 88]. This method was used to determine the
diffusion coefficient after monitoring the concentration of downstream gas after the gas had
flowed from an upstream reservoir filled with gas [59]. The through-diffusion method has
been used to quantify helium molecular diffusion through water-saturated rocks, however, a
number of inaccuracies were observed due to porosity changes and anisotropic effects [88]. A
double through-diffusion technique was developed to determine the apparent gas diffusion co-
efficient for dissolved He and Ar in Boom Clay, Opalinus Clay, and Callovo Oxfordian Clay, in
order to get more accurate results [52]. A double-through diffusion test is an efficient approach
for determining gas diffusion coefficients since it facilitates the simultaneous measurement of
two gases in a single experiment.

The study of gas phase diffusion in unsaturated porous materials has been extensively inves-
tigated through field and experimental methods [5, 58, 106]. However, investigations on gas
diffusion in partially saturated porous clay systems have been limited, primarily due to the
challenge of maintaining a predetermined saturation level of moisture within the sample. The
temperature-dependent CO2 diffusivity and permeability characteristics of two exemplary dry
clay materials have been investigated by Wesenauer et al. [106]. The results were modeled
with the mean transport-pore model and Darcy’s law. The diffusivity of the clay material was
affected by the variation in the pretreatment temperature. It was also shown that temperature
dependence is only marginally affected by surface diffusion. At temperatures higher than 400
◦C, the phenomena of CO2 surface diffusion appears to be a property of natural clays.
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It should be noted that in diffusion experiments, two different transport parameters can be
obtained, as described by Jacops et al. [51]: the apparent diffusion coefficient and the capacity
factor. These two parameters can be used to derive the effective diffusion coefficient and pore
diffusion coefficient. The definitions of these parameters are as follows:

• Pore diffusion coefficient (Dp):This refers specifically to the rate of diffusion through the
pores of a porous medium. It is affected by factors such as the size and shape of the pores,
the concentration of the molecules, and the interactions between the molecules and the
pore walls.

• Effective diffusion coefficient (De f f ): This refers to the overall rate of diffusion through
a porous medium, taking into account all the pathways available to the molecules or
particles. It is affected by factors such as the porosity of the medium, the size and shape
of the pores, and the interactions between the molecules and the medium.

• Apparent diffusion coefficient (Dapp): This is the observed diffusion coefficient when
measuring the movement of molecules or particles through a porous medium. It is af-
fected by both the effective diffusion coefficient and the pore diffusion coefficient. The ap-
parent diffusion coefficient takes into consideration the retention of the diffusing species
by chemo-physical interactions with the solid phase, e.g. gas sorption processes. It can
be calculated experimentally by measuring the rate of diffusion of a molecule or particle
through the medium and comparing it to the rate of diffusion in a free solution.

• Capacity factor (CF): The capacity factor provides a measure of the retention capacity of
a porous medium with respect to a diffusive fluid. It reflects the ability of the medium to
retain the solute.

The mathematical relationships between the transport parameters are given by:

G =
D0

Dp
=

D0

RDapp
=

ηD0

De f f
(1.3)

where D0 is the diffusion coefficient of solute in the gas phase or in water, Dp is the pore dif-
fusion coefficient, Dapp is the apparent diffusion coefficient, De f f is the effective coefficient, R
is the retardation factor, η is the accessible porosity. The capacity factor, CF = ηR, and G is the
geometric factor. The geometric factor is a dimensionless measure that characterizes the im-
pact of porous structure geometry on mass transport rates, particularly for diffusion in porous
media. It considers the effects of tortuous pathways and pore size variations (constrictivity) on
solute transport.

1.4 Numerical modeling and simulations of gas transport in porous
clays

Numerical modeling of gas transport in porous clays involves using mathematical equations
and computer simulations to study how gases move through clay formations. The modeling
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process typically involves developing mathematical models that describe the transport of gases
through the porous clay matrix, taking into account factors such as the permeability of the
clay, the properties of the gas, and the geometry of the porous media. These models can be
solved using numerical methods, such as finite element or finite difference methods, which can
accurately simulate the complex behavior of gases in porous media. Numerical modeling can
also be used to investigate the impact of various factors on gas transport, such as changes in
temperature, pressure, and fluid saturation. This information can be used to develop better
strategies for managing gas migration in subsurface environments.

Numerical modeling of gas transport in nuclear repositories is essential because it provides
a more comprehensive understanding of the complex processes occurring in these systems.
While experimental results are crucial and provide valuable data, numerical modeling allows
the simulation of a wider range of conditions, scenarios, and timescales that might not be pos-
sible to investigate experimentally. Additionally, numerical models can help us identify the
critical parameters that influence the gas transport processes, which is challenging to achieve
solely through experiments. Furthermore, numerical modeling can help to interpret and un-
derstand experimental results by providing a framework to test hypotheses and validate obser-
vations. By combining both experimental results and numerical modeling, we can improve our
confidence in predicting the behavior of gas transport in nuclear repositories, which is crucial
for ensuring the safe and reliable management of nuclear waste.

The finite element or finite volume discretization approach on a continuum scale is often used
for numerical modeling of reactive transport processes at the repository scale. In order to
achieve this, the computational domain is partitioned into small voxels (elements or volumes)
that are many orders of magnitude larger than the pore diameter. Transport characteristics
are homogenized and smoothed out within these voxels, and macroscopic parameters includ-
ing porosity, tortuosity, diffusivity, and permeability are used to describe the pore space. This
method, however, neglects the small-scale geometrical properties and heterogeneities of porous
materials, which may cause numerical results to be dependent on spatial grid discretization.

To overcome this limitation, three approaches can be used. Firstly, well-defined laboratory
experiments can be conducted to provide the missing information. Secondly, pore-level solvers
can be coupled with macroscopic ones in a multiscale simulator to account for pore geometry
and connectivity. Thirdly, appropriate correlations can be extracted from pore-level simulations
to provide the necessary microscopic feedback.

Pore-level simulations require an explicit representation of pore geometry and connectivity.
Representative structures can be generated computationally or obtained via X-ray/ion-beam
microtomography techniques. The diffusivity of molecular species in nano-pores can be ob-
tained through molecular dynamics simulations. These effective pore scale diffusion coeffi-
cients can be used by pore-level methods, such as random walk, Brownian dynamics, and
Lattice Boltzmann, to account for pore space connectivity and mineralogical heterogeneities.
This approach can obtain sample-specific effective transport parameters for macroscopic sim-
ulations.
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1.4.1 Molecular dynamics simulation

Molecular dynamics (MD) simulations are computational tools that allow for the study of the
equilibrium and non-equilibrium behavior of molecules over time. These simulations rely on
the integration of Newton’s equations of motion to simulate the motion of atoms and molecules
within a system. The equation of motion takes into account the mass of the molecule, poten-
tial energy, force on the molecule, position of the reference particle, and distance between the
reference molecule and neighboring molecules. Newton’s equation is given by:

Mk
d2Rk

dt2 = −∂V(Rn)

∂Rk
= fk(Rn) (1.4)

where Mk is the mass of the molecule, V is the potential energy, fk is the force on the molecule,
Rk is the position of the reference particle and Rn is the distance between the reference molecule
and the neighboring molecules.

To conduct MD simulations, force potentials are required to describe intermolecular interac-
tions within the system. These force potentials, also known as force fields, typically consist
of mathematical functions that describe the potential energy between atoms or molecules as
a function of their positions and orientations. Different types of force potentials used in MD
simulations include empirical, semi-empirical, and ab initio potentials. Empirical force fields
are commonly used due to their computational efficiency and ability to accurately capture the
behavior of various substances at a wide range of conditions.

The total potential energy (U) in an MD simulation can be described as the sum of Van der
Waals energy (υLJ), Coulombic energy (υCoulomb), and bonded interaction (υBonded) potential
term. The Van der Waals energy is represented by the Lennard-Jones (LJ) energy and distance
parameters. The Coulombic energy is dependent on the charges of the atoms and their distance
apart, with the Lorentz-Berthelot combination rules used to predict interatomic interactions
between unequal atomic species. The total potential energy is mathematically written as:

U = υLJ + υCoulomb + υBonded (1.5)

with

υLJ(rij) = 4ϵij

[(
σij

rij

)12

−
(

σij

rij

)6
]

(1.6)

υCoulomb(ri,j) =
QiQj

4πϵ0rij
(1.7)

υBonded =
1
2 ∑

bonds
ki,j(ri,j − req)

2 (1.8)



1.4. Numerical modeling and simulations of gas transport in porous clays 13

where atoms i and j are rij apart, ϵij and σij are the Lennard-Jones (LJ) energy and distance pa-
rameters, respectively. Qi is the charge of atom i, Qj is the charge of atom j and ϵ0 is the vacuum
permittivity. ki,j is the harmonic force constant and req is the equilibrium bond distance.

Molecular dynamics simulation code

Numerous molecular dynamics codes have been developed for molecular dynamics simula-
tions. Specifically, for the present study, two such codes were implemented:

• LAMMPS: The LAMMPS package [84] was employed to conduct the simulations. LAMMPS
is an open-source classical molecular dynamics code with a focus on materials model-
ing. The acronym LAMMPS stands for Large-scale Atomic/Molecular Massively Parallel
Simulator. This software is suitable for simulating particles at various scales, including
atomic, meso, or continuum levels, and can serve as a parallel particle simulator.

• GROMACS: GROMACS [7] (GROningen MAchine for Chemical Simulations) is a widely
used open-source software package for molecular dynamics simulations of biomolecules,
such as proteins, lipids, and nucleic acids. It is designed to perform a range of simulation
types, including energy minimization, equilibration, and production runs, with support
for a variety of force fields and algorithms. GROMACS is particularly well-suited for
high-performance computing environments, with scalable parallelization and optimiza-
tion for different hardware architectures. The software is freely available under the GNU
Lesser General Public License (LGPL) and is actively maintained by a large community
of developers and users.

Molecular dynamics simulations have been widely used to study fluid, solute, and gas inter-
actions, as well as transport mechanisms [13, 14, 33, 38, 44, 55, 57, 98, 120]. These simulations
involve modeling the behavior of individual atoms and molecules over time to understand
how they interact with each other and their surroundings. In fluid systems, molecular dy-
namics simulations have been used to study phenomena such as viscosity, diffusion, and flow
behavior [13, 14, 57, 98, 120]. In solute systems, simulations can help predict solubility, parti-
tioning, and adsorption behavior [16, 33, 55, 91]. In gas systems, simulations have been used
to study gas dynamics, coordination, and mobility. Overall, molecular dynamics simulations
provide a powerful tool for investigating complex interactions and transport phenomena in
fluid, solute, and gas systems.

1.4.2 Random walk simulations

Random walk (RW) simulations are a valuable tool for effectively studying the diffusion of
chemical species within clays. These simulations provide insights into the intricate network
of pores and channels, enabling a better understanding of the complex behavior of particles
in a porous clay medium at the pore scale. By tracking the random movements of molecules
within the clay’s porous structure, random walk simulations capture the heterogeneous nature
of pore-scale diffusion. To enhance the accuracy and applicability of these simulations, they
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can be combined with other modeling techniques. For example, coupling random walk simu-
lations with computational fluid dynamics (CFD) techniques allows for a more comprehensive
analysis of coupled diffusion and advection processes [23, 30, 75]. By integrating CFD, it be-
comes possible to simulate the flow of fluid within the porous medium, providing a deeper
understanding of the transport behavior of substances. One of the significant advantages of
random walk simulations is their ability to account for the complex and tortuous diffusion
paths within the porous clay medium. With its wide range of pore sizes, shapes, and connec-
tivity, the clay medium poses challenges for accurately predicting diffusion behavior. Random
walk simulations overcome this challenge by incorporating probability distributions that re-
flect the likelihood of particles traversing different types of pores [21, 39, 62, 63]. This capability
is instrumental in assessing the effective diffusion properties of substances within the porous
medium.

In a random walk method, particles known as random walkers move stochastically with ran-
dom displacements and directions defined by a probability distribution function. If these
random walkers encounter impermeable boundaries, specific reflection conditions are imple-
mented. By applying appropriate statistical treatment, the random walk model can reproduce
Fick’s equation, which describes diffusion. Figure 1.2 illustrates a 2-dimensional system where
a domain (Si,j) within the material is examined, with ’i’ and ’j’ representing the dimensions in
the x and y directions, respectively.

FIGURE 1.2: Illustration of the motion of random walkers and the number of
random walkers per box.

By considering the number of particles entering and leaving the domain, we can establish a
mass balance equation. Assuming the probability of particle movement or exiting the domain
as p = Rp∆t, we can express the mass balance equation after a time step of ∆t as follows:

Ni,j(t + ∆t) = Ni,j(t) + Rp∆t(−2Ni,j(t)− 2Ni,j(t) + Ni−1,j(t) + Ni+1,j(t) + Ni,j−1(t) + Ni,j+1(t))
(1.9)
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To simplify and further analyze this equation, we can rearrange the terms and introduce ∆x2

and ∆y2, representing the step distances in the x and y directions within the system, respec-
tively:

Ni(t + ∆t)− Ni(t)
∆t

= (Rp∆x2)
(Ni+1,j(t)− 2Ni,j(t) + Ni−1,j(t)

∆x2 +

(Rp∆y2)
(Ni,j+1(t)− 2Ni,j(t) + Ni,j−1(t))

∆y2

(1.10)

This equation represents the discrete form of a partial differential equation with respect to
Nx,y(t), which denotes the number of particles at position x, y at time t. Therefore, we can
express it as:

∂N
∂t

= (Rp∆x2)
∂2N
∂x2 + (Rp∆y2)

∂2N
∂y2 (1.11)

Alternatively, if we describe the system in terms of the number of particles per box, represented
as Ci,j(t) = N/Vb (where Vb is the volume per box), we can derive the diffusion equation as
follows:

∂C
∂t

= Dxx
∂2C
∂x2 + Dyy

∂2C
∂y2 (1.12)

Here, Dxx and Dyy denote the effective diffusion coefficients in the x and y directions, respec-
tively. When Dxx equals Dyy, the diffusion coefficient can be expressed as:

∂C
∂t

= De

(
∂2C
∂x2 +

∂2C
∂y2

)
(1.13)

where De is the effective diffusion coefficient.

1.4.3 Lattice Boltzmann modeling

Lattice Boltzmann Modeling (LBM) is a computational fluid dynamics method used to simulate
single and multiphase fluids at the pore scale. It is a relatively new approach compared to
traditional computational fluid dynamics (CFD) methods such as finite difference and finite
element methods. This technique has proven to be effective in replicating the behavior of real
fluids in various applications. The Lattice Boltzmann Modeling approach offers a diverse range
of dynamic phenomena that can be simulated with relative ease, such as unsteady flows, phase
separation, evaporation, condensation, cavitation, solute and heat transport, buoyancy, and
surface interactions [11, 19, 20, 27, 36, 45, 67, 83, 87, 89, 95, 97, 103, 110, 116, 119]. Furthermore,
persistent metastable states can be effectively achieved using this method [96].

The LBM method is based on the Boltzmann equation, which describes the behavior of a gas as
a function of its velocity distribution function. The conceptual framework of the model is based
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on a particle perspective, in which collisions, streaming, and interactions between particles,
as well as between particles and surfaces, are considered the fundamental components. The
Boltzmann equation is solved on a lattice, hence the name Lattice Boltzmann Modeling.

Model concept

Boltzmann proposed that a gas can be viewed as a collection of particles that interact with each
other according to classical mechanics. However, due to the vast number of particles involved,
a statistical treatment is necessary. In the lattice Boltzmann framework, the gas molecules ki-
netics is simplified to two basic operations: streaming of fictitious particles through space
and colliding at specific grid locations on the lattice. The Boltzmann distribution function de-
scribes the probability distribution of particle velocities in a gas at thermodynamic equilibrium,
and it is derived based on the assumption that the gas particles undergo random collisions with
each other at their maximum entropy state. In a gas, the particles are in constant motion and
undergo collisions with each other. These collisions result in the exchange of energy between
the particles, which causes the particle velocities to be distributed according to the Boltzmann
distribution. At thermodynamic equilibrium, the probability of finding a particle with a given
velocity is described by the Boltzmann distribution function (1.14).

f (v) =
[

m
2πkbT

]3/2

4πv2exp
(
− mv2

2kbT

)
(1.14)

where f (v) is the Maxwell-Boltzmann equilibrium distribution function for velocity (v). The
mass of the particle is denoted as m, T denotes the temperature and kb is the Boltzmann con-
stant.

Lattice Boltzmann models take Boltzmann’s initial conceptual view of gas kinetics and simplify
it even further, allowing for the simulation of fluid behavior using even fewer parameters. In-
stead of considering an infinite number of possible particle positions and momenta, the lattice
model reduces them to just a few discrete positions and momenta. This is achieved by dis-
cretizing time and space into a regular Cartesian grid, where particles at a given time step exist
within the nodes of the lattice. In the 2D model case, the number of possible momentum vari-
ations is also significantly reduced, to just 8 directions, 3 magnitudes. The model is referred to
as D2Q9, given its two-dimensional nature and the inclusion of nine discrete velocities [86]. By
reducing the complexity of the fluid dynamics problem, Lattice Boltzmann models are able to
simulate fluid behavior with high accuracy while requiring less computational resources than
traditional methods which aim at solving the Boltzmann Equation. In a typical dimensionaliza-
tion, the LBM models utilize the lattice unit (lu) as the fundamental measure of length, and time
steps (ts) are employed as the unit of time. This approach provides a standard framework for
LBM simulations, facilitating comparison and reproducibility of results across different studies.

The typical Lattice Boltzmann Method (LBM) implementation simplifies the Boltzmann colli-
sion integral by a relaxation to equilibrium, namely the BGK approximation of the Boltzmann
equation [46]:
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∂ f
∂t

+ ξ · ∇ f + F · ∇ξ f = − f − f eq

τ
(1.15)

where the single-particle distribution function in the phase space (x, ξ, t) is represented by
f (x, ξ, t), while the corresponding Maxwell-Boltzmann distribution function is denoted as f eq(x, ξ).
Here, x refers to the position vector, ξ represents the microscopic velocity, F(x, t) is a body force,
and τ is the relaxation time.

The lattice BGK method (i.e. the fully discretized Boltzmann equation with the BGK collision
operator [10]) employs a discrete distribution function, fi, to represent the velocity distribution
of fictitious particles of the fluid. This distribution function satisfies the Lattice Boltzmann
equation as follows [46]:

fi(x + ei∆t, t + ∆t) = fi(x, t)− 1
τ
( fi(x, t)− f eq

i (x, t)) + Si(x, t) (1.16)

where fi(x, t) denotes the velocity distribution function related to the discrete velocity direction
i, f eq

i is the equilibrium distribution function (Maxwell-Boltzmann distribution function), τ is
the relaxation time and Si(x, t) is the source term added to the standard Lattice Boltzmann
equation.

Equation 1.16 can be decomposed into two distinct parts that are performed in succession:

• The first part is collision (or relaxation)

f ∗i (x, t) = fi(x, t)− ∆t
τ
( fi(x, t)− f eq

i (x, t)) (1.17)

where f ∗i represents the distribution function after the collision and fi.

• The second part is streaming (or propagation)

fi(x + ci∆t, t + ∆t) = f ∗i (x, t) (1.18)

The equilibrium distribution function f eq
i (x, t) can be calculated as [71]:

f eq
i (x, t) = ωiρ

[
1 +

ei · u
c2

s
+

(ei · u)2

2c4
s

− (u)2

2c2
s

]
(1.19)

with

ρ = ∑
i

fi (1.20)

and
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u =
1
ρ ∑

i
fiei (1.21)

In Equation (1.16) and (1.19), the ei denote the discrete velocities, and ωi represent their re-
spective weights listed in Table 1.1. The macroscopic density and macroscopic velocity vector
are denoted by ρ and u respectively. Discrete velocity models are typically denoted as DnQm,
where n refers to the number of dimensions in space, and m indicates the total number of
velocities.

TABLE 1.1: Summary of weighting coefficients and sound speeds

Model wi c2
s

D2Q7 1/2 (i=0), 1/12 (i=1, ... , 6) c2/4
D2Q9 4/9 (i=0), 1/9 (i=1, 2, 3, 4), 1/36 (i=5, 6, 7, 8) c2/3
D3Q15 2/9 (i=0), 1/9 (i=1, ... , 6), 1/72 (i=7, ... , 14) c2/3
D3Q19 1/3 (i=0), 1/18 (i=1, ... ,6), 1/36 (i=7, ... , 18) c2/3

Figure 1.3 illustrates the widely used 2D and 3D discrete velocity models, namely D2Q7, D2Q9,
D3Q15, and D3Q19. Specifically for the D3Q19 model [107], the discrete velocities are given in
Table 5.10. In the Table 5.10, the discrete velocities are multiplied by the parameter c, which is
the lattice speed and is defined as c = ∆x/∆t

TABLE 1.2: D3Q19 discrete velocities

e0 e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 e14 e15 e16 e17 e18

0 1 -1 0 0 0 0 1 -1 1 -1 1 -1 1 -1 0 0 0 0
0 0 0 1 -1 0 0 1 1 -1 -1 0 0 0 0 1 -1 1 -1
0 0 0 0 0 1 -1 0 0 0 0 1 1 -1 -1 1 1 -1 -1

In conclusion, Lattice Boltzmann modeling is a computational technique that has been widely
used to simulate fluid transport in porous media, including porous clay materials [1, 18, 32, 34,
35, 37, 81, 104, 111, 117]. In the context of shale gas extraction, the Lattice Boltzmann method
has been applied to study the transport of fluids in the nanopores of shale rocks, which is
crucial for the productivity of gas wells [104, 117]. The technique has also been used to inves-
tigate the geochemical reactions that occur in clay materials during CO2 sequestration, which
can provide important insights into the long-term stability of geological CO2 storage sites [35].
Furthermore, Lattice Boltzmann modeling has been employed in geotechnical engineering to
investigate the flow of fluids through compacted clay liners [61], which are commonly used
as barriers to prevent contamination of groundwater. In addition to these applications, Lattice
Boltzmann modeling with coupled chemical reaction can also be used to simulate fluid trans-
port in clay-based porous media for geochemical applications such as the diffusion, adsorption,
and desorption of contaminants in soils and sediments [1, 18, 37, 81, 111]. By accurately simu-
lating fluid transport in porous clay materials, the Lattice Boltzmann method can help to under-
stand the mechanisms of transport and facilitate the development of efficient and sustainable
solutions for various practical problems in geoengineering and environmental science.
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FIGURE 1.3: "Discrete velocity models (a) D2Q7 (b) D2Q9 (c) D3Q15 (d) D3Q19."
Reproduced with permission [47]

1.5 Aim of the thesis

The aim of this thesis is to investigate the behavior of gas diffusion in nuclear waste reposi-
tories, focusing on the interaction between gas molecules and the surrounding clay materials.
This will be achieved by using molecular dynamics (MD) simulations to gain a molecular-level
understanding of the diffusion process and then upscaling to pore scale simulations to predict
the macroscopic behavior of gas diffusion in porous clay materials.

To achieve the aim of this thesis, the following objectives have been set:

• Investigate the effects of various factors such as pore size, gas types, temperature, and
surface interactions on the mobility of dissolved gases in smectites under saturated con-
ditions.

• Examine the dynamics of gas diffusion and flow in partially saturated smectites to un-
derstand the changes in gas diffusion as the clay material undergoes decreasing levels of
saturation.
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• Study the impact of gas molecules on the mechanical properties of Na-montmorillonite
by analyzing its swelling pressure in the presence of gas.

• Upscale gas diffusion in porous clay materials from molecular dynamics to pore scale us-
ing the random walk and lattice Boltzmann method to predict the macroscopic behavior
of gas diffusion in nuclear waste repositories.

• Estimation of effective sample scale diffusivities in saturated and partially saturated pore
geometries for relevant gases and thermodynamic conditions.

The ultimate goal of this thesis is to develop a comprehensive understanding of gas diffusion
in nuclear waste repositories and provide insights into the design and construction of safe and
effective nuclear waste disposal systems. By achieving the specific objectives outlined above,
this thesis aims to contribute to the scientific knowledge of gas diffusion in clay materials and
provide a foundation for future research in this field. Additionally, this thesis aims to develop a
computational model that can be used to simulate gas diffusion in real-world scenarios, helping
to inform future nuclear waste repository design and safety assessments.

1.6 Motivation and outline

In a geological system, a hierarchy of scales exists, comprising the molecular scale, pore-scale,
and large geological/continuum scale, with each scale corresponding to different pore sizes.
The Geological Scale is of interest in achieving the ultimate goal of gas transport in a deep ge-
ological repository. Molecular Dynamics can be used to study diffusion at the molecular scale,
while Pore Scale Modelling can be employed to investigate fluid transport through diffusion
and advection. Continuum numerical modeling can simulate large geological scales, where the
complex porous media is represented by a continuum and averaged over all the properties of
the media within a certain volume.

In material studies, a certain Representative Elementary Volume (REV) is usually selected. The
REV is the smallest volume that can yield a measurement representative of the whole. At
smaller sampled volumes, there are fluctuations in material properties, while at larger vol-
umes, properties become constant. In continuum modeling, domains are typically discretized
into smaller volumes, and the smallest volume represents the REV. Thus, continuum models
are unable to capture complex behavior below the REV, as the properties within the REV are
averaged.

Therefore, to obtain a more realistic understanding and prediction of gas transport in a deep
geological repository, a comprehensive approach spanning across multiple scales (from the
molecular to the continuum scale) is necessary. However, transitioning from the microscale to
the continuum scale has been a great challenge over the years.

The main focus of this thesis is to gain a better understanding of diffusion in porous clay media.
To achieve this, two kinds of simulations were performed: molecular dynamics and pore-scale
simulations. The molecular dynamics simulations investigate diffusion within small pores,
while the pore scale simulation examines the effect of porosity, connectivity, and arrangement
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of particles on microscopic diffusion. The microscopic transport parameters obtained from
the pore scale simulation can be used in other models at the continuum scale. To obtain a
more comprehensive understanding of diffusion in porous clay media, an upscaling method is
applied in pore-scale simulations which incorporate behaviors occurring below the REV. This
approach considers both the pore-scale properties and complexities, as well as the local clay
interaction properties (i.e., the local diffusive coefficients obtained from molecular dynamics
simulations). The successful validation of this approach for water diffusivity was achieved
through a comparison of the 3D simulations of water transport in complex porous geometry
obtained by molecular dynamic simulations (including full interatomic interactions) with the
upscaling approach, using random walk simulation of non-interacting particles and lattice-
based representation of pore geometry [21].

It should be noted that during the construction phase of the repository, it is expected that the
host rock will undergo local de-saturation, necessitating a temporary re-saturation period es-
timated to range between 103 − 104 years before achieving full saturation. Therefore, different
degrees of saturation are expected to occur in the pores. According to Kelvin’s equation, big
pores are expected to desaturate first, followed by small pores as relative humidity reduces.
Our model is expected to capture the flow of gases at different saturation states. To better
understand diffusive transport, we aim to answer the following questions: (a) What is the pref-
erential diffusion pathway of gas in porous clay media, interlayer or micropore, and how does
the diffusion coefficient vary with pore size and geometry? (b) In the context of gas transport
in porous clay media, what is the spatial distribution and partitioning of gas phases, and how
do they relate to the complex pore geometry and interlayer/micropore structures?

This thesis presents a comprehensive investigation of the transport properties of gas in smec-
tite clay. In Chapter 2, equilibrium molecular dynamics simulation was applied to understand
the diffusion mechanism of dissolved gases in a smectite clay nanopore. The influence of pore
size, gas species, and temperature on the molecular scale diffusive transport was further ex-
plored. In Chapter 3, equilibrium molecular dynamics was applied to understand the diffu-
sion of gases in a partially saturated smectite clay nanopore and how gas partitions between
the gas-rich phase and the water phase in the nanopore. Furthermore, non-equilibrium molec-
ular dynamics was applied to investigate the dynamics of viscous gas flow in the nanopore.
It has been shown by studies that the dissolution of solutes in saturated porous clay materials
can change the swelling behavior of the clay materials, which, in turn, can change the porosity
and thereby change the transport properties. Therefore, in Chapter 4, an equilibrium molecu-
lar dynamics methodology was implemented to study the influence of dissolved gases on the
swelling pressure of smectite clay. Finally, in Chapter 5, an upscaling approach was performed
where local diffusion coefficients were implemented in a random walk and lattice Boltzmann
simulations to understand pore scale diffusivity.
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Abstract

In a nuclear waste repository, the corrosion of metals and the degradation of organic material
in the waste matrix can generate significant amounts of gases. These gases should be able to
migrate through the multi-barrier system to prevent a potential pressure build-up that could
lead to a loss of barrier integrity. Smectite mineral particles form a tortuous pore network con-
sisting of larger inter-particle pores and narrow interlayer pores between the platelets of the
smectite minerals. These pores are normally saturated with water, so one of the most impor-
tant mechanisms for the transport of gases is diffusion. The diffusion of gases through the
interparticle porosity depends on the distribution of gas molecules in the water-rich phase,
their self-diffusion coefficients, and the tortuosity of the pore space. Classical molecular dy-
namics simulations were applied to study the mobility of gases (CO2, H2, CH4, He, Ar) in
Na-montmorillonite (Na-MMT) under saturated conditions. The simulations were used to es-
timate the gas diffusion coefficient (D) in saturated Na-MMT as a function of nanopore size and
temperature. The temperature dependence of the diffusion coefficient was expressed by the Ar-
rhenius equation for activation energy (Ea). The predicted D-values of gases were found to be
sensitive to pore size, as the D-values gradually increase with increasing pore size and asymp-
totically converge to the gas diffusion coefficient in bulk water. This behavior is also observed
in the self-diffusion coefficients of water in Na-MMT. In general, H2 and He exhibit higher D
values compared to Ar, CO2, and CH4 The predicted Ea values indicate that the confinement
affects the activation energy. This effect is due to the structuring of the water molecules near
the clay surface, which is more pronounced in the first two layers of water near the surface
and decreases thereafter. Atomic density profiles and radial distribution functions obtained
from the simulations show that the interaction of the gas with the liquid and the clay surface
influences mobility. The Obtained diffusion coefficient for different gases and slit pore size
were parameterized with a single empirical relationship, which can be applied to macroscopic
simulations of gas transport.

2.1 Introduction

Deep geological disposal of nuclear waste is considered worldwide to be the most reliable and
sustainable long-term solution, which makes it possible to ensure the long-term safety of peo-
ple and the natural environment from possible radiotoxic effects [24, 41]. The most advanced
repository concepts are based on the ’multi-barrier system’, where a combination of natural
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and engineered barriers with specific functions are used together to ensure integral repository
safety [25, 66].

Significant amounts of gas may be generated in the repository for spent fuel and high-level
waste due to anaerobic corrosion of carbon steel, radiolysis of water, and radioactive decay in
the waste [71, 85, 106]. Similarly, chemical degradation of organic waste materials in low and
intermediate-level waste repositories and corrosion of metals can also produce large amounts
of gas mainly H2, CO2 and CH4 [108]. If these gases cannot escape from the near field of the
repository at a sufficient rate, a local gas pressure build-up may compromise the integrity of the
barriers and the safety design of the repository [34]. Therefore, understanding the gas transport
mechanisms and processes is critical to assessing the performance of the repository.

The increasing demand for energy over the years has led to the demand for gas storage in
geological reservoirs. For example, geological storage of CO2 gas has been considered as a
sustainable option for sequestration of anthropogenic CO2 emissions [13, 38, 56]. Over the
years, H2 storage in underground aquifers has been considered a viable solution for renewable
energy storage [76, 81, 92]. These trapped gases have the potential to migrate into and through
the water-saturated pore space of the sealing geological medium (caprock), a phenomenon
called caprock leakage [4, 53, 88]. Therefore, understanding gas transport through such systems
is crucial for quantifying the efficiency of the geological sealing medium.

Several European countries considered claystone formations (argillaceous; Boom Clay, Callovo-
Oxfordian Claystone, Opalinus Clay, Claystone Formation of Boda) as potential host rocks for
geological disposal. Furthermore, clayey materials are foreseen to be used for engineered barri-
ers in most repository concepts currently under development. Claystones are low-permeability
materials consisting of a stack of smectite and illite particles forming a polycrystalline aggre-
gate mixed with secondary phases (e.g. carbonate cement, sulphates, etc.) and accessory miner-
als [19]. These minerals form a complex pore network consisting of larger inter-particle pores
and narrow nanopores between platelets of smectite minerals. Due to the small size of the
pores, the hydraulic conductivity of argillaceous rocks is very low, and radionuclide transport
is limited to the diffusive mechanism.

Gas transport through low-permeability rock formations is governed by the hydraulic and
mechanical properties of the rock matrix, as well as the gas pressure at the source and the
hydromechanical state of the rock [58]. Phenomenological considerations guided by the mi-
crostructural conceptualization of the Opalinus Clay suggest that gas migration can be driven
by four (4) different mechanisms depending on the gas concentrations and pressure gradi-
ents: Dissolved gas advection and diffusion, the visco-capillary flow of gas and water flow,
dilatancy-controlled gas flow, gas transport in tensile fractures [58]. Other gas transport mech-
anisms that have been studied over the years are capillary invasion, conduit opening, and
volume flow [15, 53].

During the repository construction phase, the host rock is expected to be locally de-saturated
and a temporary re-saturation period of the order of 103 − 104 years will be required until
the host rock becomes fully re-saturated with water. During the re-saturation phase, the water
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content in the host rock (degree of saturation), especially in clayey rock, is one of the critical pa-
rameters controlling the transport of gas and solutes. The temperature gradient can contribute
to the gas fluxes due to a phenomenon called thermodiffusion or Sorret effect [18, 62, 77].

It is evident that an assessment of the gas transport mechanism in clay materials under satu-
rated, partially saturated, and de-saturated conditions is necessary. It can be anticipated that
the larger pores become unsaturated first either due to thermally induced storage effects or
due to gas production. Interlayer nanopores, on the other hand, remain water-filled even at
very low water potentials [16, 29]. Large gas-saturated pores are therefore unconnected and
gas transport under such conditions is dominated by molecular diffusion and thus depends on
the distribution of gas molecules in the water-rich phase, their self-diffusion coefficients, and
the tortuosity of the pore space. This makes the diffusive mobility of gases in the host rock to
be one of the most important parameters controlling gas discharge in disposal systems with
engineered barriers.

Diffusion in argillaceous rocks

Three main approaches are followed to obtain a mechanistic understanding of the diffusive
transport of gases in argillaceous rocks. While some have explored this topic experimentally,
others follow theoretical and numerical simulations for understanding gas transport. Many
experimental methods described in the literature for determining the gas diffusion coefficients
in saturated porous media are often very complex or limited to specific gases [43].

Over the years, three different approaches have been used to experimentally determine gas dif-
fusion coefficients: Outgassing clay samples or boreholes, calculating the diffusion coefficient
based on the concentration profile as a natural tracer and performing laboratory experiments
based on the single diffusion or through diffusion technique.

The outgassing method involves measuring the concentration of gas released from a clay sam-
ple stored in a vacuum vessel or introduced into a borehole [5, 30, 98]. The diffusion coefficient
is then derived from these measurements. Gomez-Hernandez [30] performed diffusion of He
gas in an in situ in and out-diffusion experiment on Opalinus Clay in the Mont Terri under-
ground laboratory. However, there were some uncertainties associated with the porosity used,
which was assumed to an influence by the EDZ of the well. Vinsot et al. [98] studied the de-
gassing of natural gases (CO2, light alkanes, He, N2) dissolved in pore water into a borehole
using two experiments conducted in 2004 and 2009 at the Mont Terri URL. The evolution of
the gas content in the injection interval was followed over many years and provided data for
calculating diffusion from the natural concentration of the gases [98]. Bensenouci et al. [5]
also applied this technique to calculate the pore diffusion coefficient based on a He gas concen-
tration profile as a natural tracer obtained from outgassing wells or samples of the Opalinus
Clay.

Measurements of diffusion coefficients for naturally occurring gases based on their concen-
tration profile are subject to large uncertainties [5, 59, 78]. In addition, the method has the
disadvantage that it is only applicable to naturally occurring gases in the clay, which limits the
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study to Ar, He, CH4 [43]. Uncertainties arise from the difficulty of handling the samples to
perform laboratory experiments in the initial state, where the samples may outgas or absorb
gas from the atmosphere [43]. According to Mazurek et al. [59], outgassing of noble gases from
rock core samples requires more sophisticated equipment, as sampling, gas generation, and
analysis are very demanding, and the gases are also prone to leakage at different stages.

The in-diffusion or through-diffusion technique is a widely used method for determining the
diffusion coefficients of gases in laboratory experiments. [42, 43, 51, 75]. Kroos and Schaefer
[51] applied a through-diffusion apparatus by allowing gas to flow from an upstream gas-filled
reservoir and then observing the composition of the gas downstream (the reservoir was initially
free of a diffusant) and calculating the diffusion coefficient using the time-lag approach. Re-
bour et al. [75] also performed a similar experiment, but the upstream reservoir was filled with
gas dissolved in water. Numerous errors occurred in both experiments, including the reduc-
tion of sample size to compensate for gas and atmospheric pressure, the change in porosity,
and the influence of anisotropic effects. [51, 75]. Therefore, a more accurate apparent gas dif-
fusion coefficient for dissolved He and CH4 in Boom Clay was experimentally determined by
developing a double diffusion method [43]. This method was later extended by the double-
through diffusion method to measure the apparent diffusion coefficients of He and Ar in Boom
Clay, Opalinus Clay and Callovo-Oxfordian Clay [42]. Unlike the classical through-diffusion
test, the double through diffusion test consists of 2 dissolved gases (one in each reservoir on
each side of the sample) that can diffuse simultaneously but in opposite directions. [42, 43].
The advantage of this method is its versatility, which allows the measurement of two gases in
a single experiment.

Over the years, there have been a number of numerical studies of gas transport in rocks. [1,
2, 28, 29, 36, 45, 93, 110, 112]. However, most of these studies have focused on macroscopic
models (particularly the transport of oil and gas in shale rocks). Bourg and Sposito [11] have
done extensive work on the diffusion of noble gases in ambient liquid water using molecular
dynamics simulations, as data on the diffusion coefficients of minor noble gas isotopes were
essentially unavailable.

Molecular dynamics simulations have been widely used to study solute, fluid, and clay surface
interactions [3, 10, 11, 16, 17, 20, 31, 90]. To date, however, few MD simulations have been
used specifically to study the behavior of dissolved gases in hydrated clay systems. While a
significant portion of these studies has focused on gas dynamics and coordination, only a few
studies have specifically investigated the mobility and effect of different gas types in hydrated
clay systems [7, 21, 73]. Gadikota et al. [28] investigated the adsorption of different gas types in
clay interlayer nanopores. Using their simulation, they also measured the diffusion coefficient
for gases in a 6 Å wide interlayer nanopore. However, the influence of nanopore size, gas type
(size, shape, structure) and temperature on the mobility of gases in water-saturated clays is not
well known.



2.2. Models and Methods 37

Recently, the ability of molecular dynamics to predict the elemental and isotopic kinetic frac-
tionation of noble gases due to molecular diffusion in geological fluids has been used to im-
prove the understanding of the transport mechanisms of gases in aqueous phases [37, 103]. In
the studies of Hoang et al. [37] , they found that the elemental fractionation of noble gases
can be quantitatively estimated by the square root relation for the main noble gas, not only in
water, as previously shown in the literature using experiments and molecular simulations, but
also in oil and in gas. In the study by Wanner et al. [103] , molecular dynamics simulations have
shown that the mass of the diffusing species is the decisive control factor for diffusion-induced
isotopic fractionation and not the molecular volume, as assumed in previous studies.

In this work, classical molecular dynamics simulations have been applied to gain a mecha-
nistic understanding of the mobility of various gases in smectite minerals, particularly Na-
montmorillonite, under fully saturated conditions. In particular, the effects of temperature,
pore size, gas type, and surface interactions on gas mobility have been investigated. The ob-
tained data on the local pore-specific mobility of gases are necessary to further investigate an
upscaling approach to gas mobility in polycrystalline rocks by multiscale numerical simula-
tions.

2.2 Models and Methods

2.2.1 Simulation setup

The simulation setup consists of a model clay structure in which the nanopore between the
layers is filled with water (Figure 2.1). The clay studied is sodium montmorillonite with the
structural formula Na0.5[Al3.5Mg0.5]Si8O20(OH)4. The system was setup according to a proto-
col used by Churakov et al. [16]. The clay particle consists of parallel stacks of TOT layers,
which can be thought of as di-octahedral sheets (O) occupied by Al and Mg, sandwiched be-
tween two tetrahedral sheets (T) occupied by Si [16]. Isomorphous substitutions of Mg2+ for
Al2+ in the octahedral sheets were randomly distributed with the constraint that adjacent sub-
stitutions were not allowed. Therefore, for the sake of simplicity of the model, substitutions
were considered only in the octahedra sheet. These cation substitutions lead to a permanent
structural charge on the TOT layers, which is compensated by Na+ occupying the macropore
between the TOT layers. In total, 24 isomorphous substitutions were present in the system
in each configuration to obtain a mean basal surface charge density (about -0.1 Cm−2) typi-
cal of montmorillonite [89]. The interlayer nanopore of the clay was then filled with 48 Na+

counterions to compensate for the negative structural charge of the clay.

Two TOT layers of Na-MMT were aligned in the XY plane of the supercell to obtain a nanopore.
The initial dimensions of the simulation supercell were 31.32 × 36.12 × 47.46 Å3. Several
system configurations with interlayer nanopore sizes ranging from 1.0 to 2.6 nm (Figure 2.1)
were set up to investigate the effects of nanopore size on gas mobility. The interlayer nanopore
of each structure is then solvated with water, resulting in systems with different hydration
states. Finally, some of the water molecules are replaced by gas molecules, corresponding to
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a molar ratio of 0.01. In this work, 5 types of gases (CO2, CH4, He, Ar, H2) were studied by
individual simulations.

FIGURE 2.1: A snapshot from MD simulation of Na-montmorillonite, at variable
interlayer nanopore distances (Å). Oxygen atoms are red. Hydrogen atoms are
white. Silica atoms are yellow. Aluminium atoms are green. Magnesium atoms
are black. Sodium atoms are blue. The carbon atom of Methane is pink and the

Hydrogen atom of Methane is light green.

2.2.2 Simulation details

The interatomic interactions were described with the CLAYFF model [22] for clay atoms, the
SPC/E water model [6], and the Smith-Dang model of Na+ [87]. Gas molecules were described
with the EPM2 model of CO2 [35], the TKM-AA model of CH4 [94], the noble gas interaction
parameters of Bourg and Sposito for Ar and He [11], the spherical H2 model of Mondal and
coworkers [63]. Several models have been proposed for hydrogen [63, 80, 86]. The simple
spherical H2 model used in this study has been shown to predict well the diffusion coefficient
of H2 in water [28]. Ning et al. [68] successfully used a combination of the TKM-AA potential
of CH4 and the TIP4P2005 of water to predict the lattice parameters of hydrates. Gadikota et
al. [28] have accurately predicted the diffusion coefficient of Ar, He, CO2 using the noble gas
interaction parameters for Ar and He and the EPM2 model for CO2 respectively. The chosen
interatomic potentials (Table S1) are suitable for accurate prediction of the structure and dy-
namics of water and gases in bulk water [10, 28, 40, 80, 104] and of water in smectite interlayer
nanopores at standard temperature and pressure [12, 39]. The total potential energy can be
written as:

Etotal = EVDW + ECoul + Ebond (2.1)

with

EVDW = 4ϵij

[(
σij

rij

)12

−
(

σij

rij

)6
]

(2.2)

ECoul =
qiqje2

4πϵ0rij
(2.3)
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where atoms i and j are rij apart, ϵij and σij are the Lennard-Jones (LJ) energy and distance
parameters, respectively. Interatomic interactions between unequal atomic species were pre-
dicted using the Lorentz-Berthelot combination rules. qi is the charge of atom i, qj is the charge
of atom j, e is the elementary charge of an electron, ϵ0 is the vacuum permittivity. Ebond, the
bonded interaction potential term, is used only for the hydroxyl groups of the clay layer, which
is considered harmonic.

The simulations were carried out with the LAMMPS package [74]. For each system, energy
minimization was performed before the MD runs, followed by equilibration in the NPzT en-
semble (using the Noose-Hoover thermostat and the barostat for pressure coupling) for 1 ns
to relax the clay layers in the z-Direction (normal to the surface) and produce a fully saturated
system in the nanopore region [61, 69, 70]. The final snapshot of the equilibrated configuration
and average cell size for each system was used for the production of 10 ns long trajectories
(with a time step of 1 fs) in the NVT ensemble at temperatures of 300, 350, 375 K using the
Noose-Hoover thermostat [69, 70]. Sampling accuracy was evaluated by splitting each simu-
lation trajectory into two 5-ns blocks and treating each block as an independent replicate. The
water molecules were kept rigid using the SHAKE algorithm [79]. The clay atoms were kept
fully flexible, while the CO2 and CH4 molecules were kept rigid using the rigid-body algo-
rithm [46]. Short-range interactions were calculated using the Lennard-Jones and the short-
range Coulomb potentials with a cutoff of 10 Å. The long-range electrostatic interaction was
calculated using the particle-particle particle-mesh solver (PPPM). The simulation results were
analyzed to determine the diffusion coefficients, activation energies, radial distribution func-
tions, atomic density distribution, and immersion energies of gases and water in the interlayer
nanopore.

The diffusion coefficients D were derived from the slope of a plot of the mean square displace-
ment ⟨l2⟩ using the Einstein relation:

D =
1

2n
lim
t→∞

d⟨l2⟩
dt

(n = order o f dimension) (2.4)

The asymptotic long time limit in eq 2.4 was approximated by calculating the slope ⟨l2⟩ versus
t for the probe time scale τ = 100 ps, which is consistent with the convergence tests performed
by Bourg et al. [12]. The ⟨l2⟩ was calculated in all three dimensions in the bulk aqueous system
(n =3). In the clay nanopore, only the x and y components of the trajectory were used (n =2),
and they describe the two-dimensional diffusion parallel to the interlayer nanopore.

Correction for system size dependence

The estimation of the diffusion coefficient in molecular dynamics simulations with periodic
boundary conditions is known to depend on the system size [107]. This dependence was first
analyzed for bulk water, followed by simulations of dissolved gases in water, which were nec-
essary to check the force potential parameters value. This artifact can be corrected with the
relation of Yeh and Hummer [107]:
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D = DPBC +
kBTξ

6πηL
(2.5)

where DPBC is the diffusion coefficient predicted using periodic boundary conditions, D is the
corrected diffusion coefficient in the limit L → ∞, kB is the Boltzmann constant, ξ ≈ 2.837 is
the self term for a cubic lattice at 298 K and η is the viscosity of the medium.

Activation energy of diffusion

From the D0 and D values we can evaluate the temperature dependence of diffusion by pre-
dicting the activation energy of diffusion of gases using the Arrhenius equation:

D = D0e−Ea/RT (2.6)

where D is the gas diffusion coefficient (m2/s); Ea is the activation energy; R is the gas con-
stant ((8.314 JK−1mol−1)); T is the absolute temperature (K); and D0 is the pre-exponential
factor. Subtracting two diffusion coefficients at two temperatures and writing the equation in
logarithm can get rid of the pre-exponential factor and yields a new equation without a pre-
exponential term:

ln
D2

D1
= −Ea

R

(
1
T2

− 1
T1

)
(2.7)

Similar to the work of Holmboe et al. [39], we have a corrected value for the activation energy
of diffusion (Ea) with the relation in eq 2.6 to account for the fact that our force field models
underestimate Ea in bulk water by a factor ∆Ea:

Ea = Ea,MD + ∆Ea (2.8)

where Ea,MD is the uncorrected activation energy predicted by the MD simulations. This cor-
rection was calculated for water and all gases and the corrections were applied to the activation
energy values obtained from the MD simulations in clay.

Stokes-Einstein radius

The Stokes-Einstein radius (also known as the hydrodynamic radius) of a solute is the radius
of a hard sphere diffusing at the same rate as the solute. It is closely related to the mobility
of the solute and takes into account not only the size but also the effects of the solvent. This
parameter was used to establish a relationship between the diffusion coefficients of gases from
MD simulations and experiments.

D0 =
kBT

6πηRs
(2.9)
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where D0 is the diffusion coefficient in bulk water, kB is the Boltzmann constant, η is the vis-
cosity of water, Rs is the hydrodynamic radius and T is temperature.

2.2.3 Model assumptions and uncertainties

As a compromise between computational efficiency and statistical uncertainty, the concentra-
tion of all gases in the simulations was set to a dilution of 1%. This concentration is higher than
the typical gas solubility measured in bulk water at ambient conditions [105]. However, the
recent studies of Benazzouz et al. [4] , indicate that the solubility of methane and ethane in-
creases under confinement and becomes comparable with the concentration used in this study.
The molar ratio of 1% has been widely used in previous molecular dynamics simulations and
provides a good agreement with the experimental data [28, 44]. In fact, gas concentration in
the simulations is low enough that the direct interaction and collision between gas molecules
is negligible. Furthermore, no accumulation of gases was observed when analyzing the trajec-
tories, which means that the particles are well dispersed in the water phase and no gas phase
nuclei are formed. This simulation setup thus provides a good estimate of the diffusivity of gas
molecules in natural systems.

The use of periodic boundary conditions is known to influence the obtained diffusion co-
efficients in bulk simulation [39, 84]. Simmonin et al. [84] investigated the finite-size ef-
fects of a Lennard-Jones fluid under confinement and derived a hydrodynamic correction due
to finite-size effects in the systems with periodic boundaries. Holmboe et al. [39] , on the
other hand, investigated the effects of finite size on the diffusion of water and Na ions in Na-
montmorillonite and found that finite size has no effect on the diffusion of water and Na ions
in Na-montmorillonite, unlike the bulk system. Accordingly, the finite-size corrections were
applied only to the diffusion coefficients in bulk and not to the diffusion coefficients in Na-
montmorillonite.

For simplicity, only octahedral substitutions were considered in this study. It should be noted
however that in natural montmorillonite, Al can also substitute for Si in the tetrahedral sheet,
albeit the substitutions predominate in the octahedral sheets. Gas molecules are neutral and
thus have weaker interaction with structural substitution compared to the strongly polar sol-
vent molecules and ions. The influence of surface charge on gas diffusion can appear only
indirectly due to the interaction of the ions with the mineral surface. Liu et al. [54] studied
the influence of layer charge distribution on the thermodynamic and microscopic properties of
Cs-smectites. It was found that the layer charge distribution has a significant influence on the
mobility of interlayer species and the preference for ion-binding sites. In contrast, Ngouana et
al. [67] studied the effects of differently distributed Al/Si and Mg/Al substitutions in the tetra-
hedral and octahedral Cs-montmorillonite clay layers on aqueous species mobility, swelling
behavior, and interlayer structure. They found that only minor differences were observed be-
tween the Cs-montmorillonite models studied, except for a higher charge density of the clay
layers and/or interlayer cations. We expect that the effect for Na montmorillonite used in this
study is less pronounced since Na forms outer sphere complexes and this have lower integra-
tion with the surface compared to Cs forming inner sphere complexes and thus tightly bind to
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the substitution sites [16, 50], We argue therefore that the influence of the layer charge distribu-
tion on the mobility of uncharged gas species in our system is small.

2.3 Results and discussion

2.3.1 Diffusion in bulk liquid water

In order to verify our model parameters and thus accurately determine the influence of clay
particles on the diffusion coefficient and activation energy of water and gases, we first exam-
ined the ability of our MD simulations to reproduce the values of the self-diffusion coefficient
(D0) and activation energy (Ea) values of bulk water and dissolved gas molecules. Figure 2.2
shows the DPBC of bulk water as a function of inverse simulation cell size (L−1) for systems
with 512, 1331, 3375, 6859 water molecules.

FIGURE 2.2: DPBC values for bulk water as a function of inverse simulation cell
size (for simulations with 512, 1331, 3375, and 6859) at different temperatures.
The size-corrected diffusion coefficient D0 is determined by linear regression

(black dashed line) to 1/L = 0.

The dashed line illustrates the linear regression of the plotted data for each temperature. A
size-corrected D0 value was obtained by extrapolating the DPBC against L−1 values by linear
regression to 1/L = 0. Holmboe et al. [39] applied a similar method to MD simulations of
water and compared the size dependence of the D0 values from the extrapolated fit with that
obtained from the Green-Kubo method. They performed separate simulations from the fitted
data and obtained an SPC/E viscosity (η) for each temperature by applying the Green-Kubo
relations to the autocorrelation function of the stress tensor elements. It was concluded that
eq 2.5 accurately predicts the size dependence of D0 at 298 K, but slightly overestimates the
temperature dependence of this size dependence.

In this simulation, a corrected D0 value of 2.92 ± 0.03 × 10−9 m2/s was obtained for water at
ambient conditions. This value overestimates the D0 value from experiments [95]. (2.65 × 10−9
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m2/s) by about 21%. This is consistent with the studies of Tsimpanogiannis et al. [95], who
performed a critical review of the classical molecular studies of bulk water. In their studies,
they calculated the deviation of the relative self-diffusion coefficient from the experimental
value at ambient conditions for different force fields. They calculated that the deviation of the
SPC/E water model is about 30% from the experimental values.

It was also found that the resulting D0 values from the SPC/E water model from this work
underestimate the Ea values of the bulk water by ∆Ea = 4.9 kJ mol−1 (about 30% deviation), as
shown in Table 2.1. This is probably because most interatomic potentials used in MD simula-
tions have been parameterized to describe the system of interest at a particular temperature,
and sometimes perform poorly when applied at very different temperatures because of the
temperature dependence of viscosity. To determine if this effect is solely due to the SPC/E
model underestimating the temperature dependence of viscosity (η), the calculated η values
from the MD simulation were compared to the experimental values. The results show a less
significant deviation of the simulated η values from those of the experiment (at least at temper-
ature > 350 K), as shown in Figure 2.3. Therefore, viscosity alone cannot fully account for the
deviation between experimentally measured and predicted Ea values.

Studies by Yeh and Hummer [107], Holmboe et al. [39], and Medina et al. [60] show that the
viscosity of the SPC/E water model is insensitive to the size of the simulation cell. However, the
difference in Ea could be due to the fact that the water density of SPC/E from MD simulations
was not equated with the experimentally measured bulk density of water. The density of the
SPC/E water was then compared to the experimental density and it can be seen from Figure
2.3 that the SPC/E water model in our simulations underestimates the density of the water by
0.82 - 5.8% (with increasing temperature). The observed underestimation of the density could
explain the corresponding underestimation of the activation energy for diffusion.

FIGURE 2.3: Comparison of the density of the SPC/E water model from this
study (green markers) and the experimental water density (red line) [83]. The
right-hand axis indicates our simulated (black markers) and the experimental
(blue line) shear viscosities [47]. Red and yellow circles represent shear viscosities

predicted by other MD studies [39, 60].
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TABLE 2.1: MD simulation predictions of the self-diffusion coefficients D
(10−9 m2/s) and activation energy of diffusion (kJmol−1) values for dissolved

gas in bulk water

He H2 CO2 Ar CH4 H2O
T [K]
300 8.52 ± 0.53 6.35 ± 0.26 2.64 ± 0.06 2.86 ± 0.10 2.61 ± 0.08 2.95 ± 0.01
350 16.11 ± 0.7 11.05 ± 0.78 5.11 ± 0.11 6.32 ± 0.31 5.59 ± 0.15 6.41 ± 0.05
375 20.79 ± 1.28 13.61± 0.44 6.57 ± 0.21 8.95 ± 0.34 6.96 ± 0.23 8.44 ± 0.11

Ea,MD 11.13 ± 0.00 9.54 ± 0.00 11.41 ± 0.00 14.16 ± 0.00 12.44 ± 0.04 11.58 ± 0.12
Ea,EXP 11.70 a 16.06 a 19.51 a 19.81 a 18.36 a 16.50 b

a Boudreau (1997) [9]. and Jähne et al. (1987). [44]. b Ioannis et al. (2019) [95].

The predicted diffusion coefficients and activation energy of diffusion of gases in bulk water
are shown in Figure 2.4 and Table 2.1. The results are in general agreement with the experi-
mental data [9, 44]. An average deviation of about 26% is observed and could be related to the
inability of the SPC/E-gas model to accurately predict the experimental value of the diffusion
coefficient. For example, Moultos et al. [64] have done extensive work on the diffusivity of
CO2 gas by combining different CO2 and H2O force field models. In their work, they have a
D0 value of 2.7 ± 0.5 10−9m2/s for CO2 in the SPC/E-EPM2 model at 1 bar and 298.15 K. This
is in agreement with the experimental value of the diffusion coefficient. This agrees with the
value predicted in this work (2.80 ± 0.30 10−9m2/s at 1 bar and 300 K). They concluded from
their work that the combination of the TIP4P/2005 H2O model with the EPM2 CO2 model (ap-
proximately 2% deviation) accurately predicts the experimental diffusion coefficient of CO2 in
bulk water. In this study, the rigid SPC/E water model for H2O was chosen because it is able to
reproduce the D-value of bulk water, the vapor-liquid equilibrium, and the swelling behavior
of clays [12, 26, 27, 32, 57].

As expected, the D0 values increase with increasing temperature (Table 2.1). The directly pro-
portional relationship between the diffusion coefficient and temperature is a well-known con-
cept from a theoretical and experimental understanding of diffusion [33, 52, 55]. Furthermore,
the D0 values were fitted to the Stokes-Einstein relation (eq 2.9). Figure 2.4 shows that D0

generally decreases as the size (hydrodynamic radius) of the gas molecule increases, and it
asymptotically reaches zero. It can also be seen that MD deviates slightly from the experiment,
which represents the overestimation of the MD simulation compared to the experiment. Simi-
lar to water, the Ea values for gases are also underestimated with an average deviation of about
30%. A correction value is calculated according to eq 2.8 which is added to the Ea values from
the MD simulations gases in clay.

2.3.2 Pore size effect on the diffusion of gases

To investigate the dependence of the mobility of gases in Na-MMT interlayer nanopores on
pore size and temperature, a series of simulations were performed for 5 gases (He, H2, CO2,
Ar, CH4) at 7 different nanopore sizes (with an average increase in base distance of about 0.265
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FIGURE 2.4: Self-diffusion coefficients of gas solutes in bulk water as a function
of the solute hydrodynamic radius from MD predictions from our results and
other results obtained from experiments and previously reported MD predictions

[28, 44].

nm). Simulations were performed at temperatures 300, 350, and 375 K. Table S2 in the Support-
ing Information shows all simulation results representing the diffusion coefficient of gases as a
function of nanopore size and temperature. In the results, an increase in the D value of gases
with increasing temperature is observed in the clay nanopore. This is similar to the behavior
observed in the bulk simulations, experimental and theoretical studies. However, for different
pore sizes, the D value of the gases increases at different rates. For example, when the temper-
ature increases from 300 to 350 K, the D value for He gas increases from 2.59 × 10−9 to 5.18 ×
10−9 m2/s for a pore size of 1.0 nm, an increase of about 2 times, while it is only about 1.5 times
higher for a pore size of 2.6 nm.

It is also observed that the self-diffusion coefficient of He at a pore size of 1.0 nm, for example, is
2.59 ± 0.14 10−9 m2/s at 300 K. However, when the pore size is increased to 2.6 nm at the same
temperature, an approximately 3-fold increase in diffusivity is observed with a resultant value
of 7.46 ± 0.67 10−9 m2/s at 300 K. A similar increase is observed in all other gas simulations
with an average factor of about 2.5 times. It can be concluded that the diffusion coefficient
of gases confined in Na-MMT increases with increasing pore size and shows different rates at
different temperature-pore size pairs. This relationship is also supported by other previous
studies [48, 100, 109]. For example, Wang et al. [100] reported in their MD simulation that the
self-diffusion of CH4 in Ca-MMT increases with increasing interlayer pore size in the range of
1.8 - 50 nm. Experimental diffusion methods used by Yuan et al. [109] on a shale rock also
show that gas diffusion is higher in micrometer-sized pores than in nanometer-sized pores.
Furthermore, Kim et al. [48] concluded in their experimental studies that the Knudsen diffusion
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TABLE 2.2: D0, f and kc fitting parameters from the fit of the MD simulation using
eq 2.8

He H2 CO2 Ar CH4

T [K]
300 9.85 7.02 2.58 2.91 2.22

D0, f 350 15.86 12.58 5.05 64.44 4.57
375 18.82 15.14 6.25 6.81 8.80
300 0.67 0.69 0.74 0.71 0.71

kc 350 0.68 0.73 0.76 0.71 0.71
375 0.67 0.71 0.75 0.70 0.70

coefficient of gas increases with increasing pore radius. Wang et al. [101, 102] sufficiently
characterized the pressure-driven flow behavior of hydrocarbons and carbon dioxide in shale
nanopores by the slip-corrected Poiseuille equation and derived that the slip length depends
exponentially on the pore size.

A power curve given by eq 2.10 was fitted to the MD simulation results to model the behavior
of the diffusion coefficient of gas as a function of pore size:

D = D0, f −
kc

h
D0, f (2.10)

where h is the pore width (expressed as pore diameter in nm) of the clay, D0, f is the diffusion
coefficient in bulk water from the fit, and kc is a fitting parameter relating to the clay surface.
D f ,0 and kc values from the fit are listed in Table 2.2.

Figure 2.5 shows the results for the diffusion of gases in Na-MMT at temperatures of 300, 350,
and 375 K, fitted with eq 2.10. The D0, f values obtained from the fitting agree with the D0

values measured in the bulk MD simulations. kc values range from 0.67 - 0.76 nm with an
average of 0.71 nm. A similar trend in diffusion behavior with respect to pore size is observed
for all gases, with the D value increasing with increasing pore size. It is also observed that
for the same pore size, the size of the gas affects the diffusion coefficient in a similar way
as observed in the bulk simulations. For example, it can be observed that He gas with the
smallest size is the fastest (black curve in Figure 2.5) and CH4 gas with the largest size is the
slowest (blue curve in Figure 2.5).

Gadikota et al. [28] studied the hydrophobic solvation of gases (CO2, CH4, H2, noble gases) in
interlayer clay nanopores. In their simulation, the predicted diffusion coefficient of the studied
gases at ambient conditions is about 1.5 times larger than the values obtained in this work for a
2W hydrated layer system. This difference can be attributed to the charge of the clay layer used
in their studies and also to the fact that their clay layer was simulated as a rigid body. In this
work, the clay layer was simulated as a fully flexible body. Nevertheless, the D value for CH4

from the MD simulation of Hu et al. (2021) (0.43 × 10−9 m2/s) is close to the value determined
in this work (0.49 × 10−9 m2/s ) for a 2W hydrated layer system. In the study by Myshakin
et al. [65], they give simulation values for the diffusion of CO2 in hydrated Na-MMT. They
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(a) (b) (c)

FIGURE 2.5: Diffusion coefficient of gases in saturated Na-MMT as a function of
pore size fitted with eq 2.10 at temperatures (a) 300 K (b) 350 K and (c) 375 K.

obtained a D value of 0.82 ± 0.05 10−9 m2/s, which agrees with the value obtained in this work
(0.60 ± 0.10 10−9 m2/s) for a 2W hydrated layer at 300 K and 1 bar. The slightly lower value can
be attributed to the different concentrations of CO2 in the hydrated nanopore in the two studies
(molar ratio of 0.2 in their work and 0.01 in this study). From their work, they deduced that
the diffusion coefficient for CO2 increases with increasing concentration due to the associated
expansion of the interlayer nanopore.

To investigate the influence of the clay layer on the diffusion of the interlayer species, the diffu-
sion coefficients of the gas in the clay layer nanopore were normalized by the diffusion coeffi-
cient of the gas in the bulk water (D0) predicted by our MD simulation. The normalized values
could then be fitted to the function in eq 2.11 by a simple rearrangement of eq 2.10.

D
D0

= 1 − kc

h
(2.11)

The curve in Figure 2.6 represents an average value for all temperatures and follows the con-
clusion of Wang et al. [102], that the ratio at different temperatures almost converges to a single
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curve as a function of pore spacing, indicating an empirical correlation. Due to the limited
transport space, diffusion of entrapped species through the clay layers is hindered. Therefore,
the diffusion coefficients of gases are slower under confinement than in bulk. As the size of the
nanopores increases, the D of the gases shows a monotonically increasing trend and asymp-
totically approaches the value of the bulk. However, this behavior is different for all gases, so
that H2 approaches the bulk value faster than, for example, CH4. This shows that the effect of
confinement is different for different gases. One could argue that this difference could be due
to the nature of the interactions between the gas, liquid, and clay layer. This will be further
investigated in the next sections.

From the fit, we could derive a more robust equation relating the diffusion coefficient to the
pore size for all types of gases by inculcating macroscopic variables. To achieve this, eq 2.11
was further expanded by applying Bourg et al. [12] formulation which connects molecular
scale diffusion to continuum scale (eq 2.12). With this formulation, we are able to calculate the
apparent diffusion coefficient of gases in clay medium for variable pore sizes as described by
eq 2.13.

Da =
qnano

G
D0 (2.12)

Da =
D0

G

(
1 − kc

hav

)
(2.13)

where Da is the apparent diffusion coefficient of the gas, D0 is the diffusion coefficient of the
gas in bulk water, qnano is the relative diffusion coefficient (D/D0) from MD simulation, G is
the geometric factor and hav is average pore width.

In most diffusion experiments, a single effective or pore diffusion coefficient is given, which
is an average sum over all pore sizes. These simple formulations, such as eq 2.11 and eq 2.13,
are useful for testing theories and explaining experimental results by providing a microscopic
view. In addition, they provide a basis for easy incorporation into an up-scaling framework,
such as Lattice Boltzmann, which can be advantageous in linking nanoscale simulations with
macroscale measurements.

Comparison of MD simulation with experimental investigations

In general, direct experimental measurement of gas diffusion coefficients in clay nanopores is
not possible [28]. Therefore, a direct one-to-one mapping of simulation to experimental data
is not easily achieved. The reason is that the experimental measurements are performed at a
macro scale, where all the complex geometry of the clay matrix such as heterogeneity, pore
network, pore distribution, and tortuosity is taken into account. Therefore, observing the rel-
ative trends in the experimental and theoretical data is more appropriate for validating the
simulation. Nevertheless, it is possible to compare the simulation results for the bulk fluid. A
cross-comparison of simulations and experimental data as a function of macroscopic parame-
ters such as temperature and porosity could also be performed.
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FIGURE 2.6: A fit showing the relative diffusion coefficient of gases (D/D0) in
clay nanopores as a function of pore size. The marker dots represent averaged
D/D0 for temperatures of 300, 350, and 375 K. The lines represent the fit of D/D0

with eq 2.11.

In order to compare our simulations with the experimental results, eq 2.13 was used to cal-
culate the apparent diffusion coefficients (Da). The Da obtained from the formulation is then
compared to the Da measured directly from the double-through diffusion experiment of Jacops
et al. [42]. They calculated geometric factors for gases in Boom clays. They also reduced the
pore size distribution to a single pore size (Rpore) calculated by fitting their data to a single pore
size hydraulic conductivity model obtained from hydraulic conductivity experiments. Using
the geometric factors and pore sizes from their experiments as input parameters for eq 2.13 we
can reproduce the apparent diffusion coefficients measured directly from the experiments.

Figure 2.7 shows a plot of the apparent diffusion coefficients obtained from experiments with
gases in three different types of Boom clay having varying porosity and pore size distribution.
It also shows a plot of apparent diffusion coefficients calculated using eq 2.13 and fitted as
a function of hydrodynamic radius. It can be seen from the plots that the values obtained
from experiments agree with those obtained from eq 2.13 [42]. Although Jacops et al. [42]
had some challenges in their measurements, the plots show that with accurate values for the
geometric factor and dominant pore size, it is possible to reproduce the experimental results of
the apparent diffusion coefficient for clays with eq 2.13.

2.3.3 Pore size and water-gas mixture effect on diffusion of water

To investigate the degree of influence of the clay layer on the self-diffusion of water in the
water-gas mixture, the diffusion coefficients of water in the clay layer nanopore were normal-
ized by the diffusion coefficient of water (D0) in the bulk water predicted by our MD simulation
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(a) (b) (c)

FIGURE 2.7: Apparent diffusion coefficients obtained from experiments of gases
in three different Boom clays with varying pore size distribution and porosity, as
well as apparent diffusion coefficients calculated with eq 2.13 fitted as a function

of the hydrodynamic radius

procedure.

Figure 2.8 shows a plot of the D/D0 values of water in Na-MMT nanopores as a function of
pore size, calculated for each hydration state of the water-gas mixture and averaged over all
temperatures (fitted with eq 2.11). It can be observed that confinement has a significant effect
on the diffusion of water in the Na-MMT nanopores, with an increase in pore size leading to
a corresponding increase in D values. This behavior is similar to that observed in previous
studies for water and ion diffusion from MD simulations [8, 39, 67, 95, 99]. Holmboe et al.
[39] investigated the diffusion of water through MD simulations in Na-MMT nanopores and
found that confinement significantly affects the diffusion of bulk water by a reduction factor of
about 20-90% at different pore sizes. In the studies of Botan et al. [8] , the D value of diffusion
of SPC/E water in Na-MMT pores is reduced by about 70% compared to the bulk value due
to the higher density and surface effects near the clay walls. Other types of clays have also
been studied for their confining effect on water dynamics: Zhou et al. [111] showed that the
self-diffusion coefficient of water in montmorillonite is faster than that of water in an Mg-rich
clay. Ngouana et al. [67] studied the structure and dynamics of hydrated Cs-montmorillonite
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and found that the mobility of Cs ions and H2O diffusion coefficients increased with increas-
ing water content and distance from the clay surface. They observed the typical structuring
of water molecules due to their increased concentration at the surface of the clay layer with
increasing water content, indicating a hydrophilic nature of water at the clay surface. Wang
et al. [99] applied molecular dynamics simulations to study the properties of interfacial water
on surfaces of brucite, gibbsite, hydrotalcite, etc. They found that the differences in structural
charge on the octahedral layer, the cation occupancies and distributions, and the orientations of
the OH groups affect the surface water structure. From the atomic density profiles, they were
able to determine that the structural properties of the water at the surface of talc and muscovite
are different. The water exhibits a hydrophobic property at the talc surface and hydrophilic
properties at the muscovite surface [99]. The smectite interactions in this study show high hy-
drophilicity. This could be observed from the high-density water structure at the surface of the
Na-montmorillonite (see Figure 2.9). This is consistent with a comprehensive study by Szczerba
et al. [91]. They applied molecular dynamics simulations to quantify the hydrophobicity and
hydrophilicity of charged smectite-siloxane surfaces. They found that the hydrophobicity and
hydrophilicity of smectite surfaces depend on the consideration of counterions in the integral
part of the surface. They concluded that a smectite surface without counterions is hydrophobic
or moderately hydrophilic. However, when counterions are included, the surface is strongly
hydrophilic [91].

FIGURE 2.8: Relative diffusion coefficient (D/D0) of water in a water-gas mixture
in clay nanopores as a function of water content/pore size. The marker dots
represent D/D0 for temperatures 300, 350, and 375 K, respectively. The lines

represent the fit of D/D0 with eq 2.11.

In the work of Tsimpanogiannis et al. [95], they evaluated the self-diffusion of confined wa-
ter for a variety of confinement systems representing materials that differ in chemical nature,
shape, size, and surface charge distribution. These features significantly affect the structural
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and transport properties of the confined fluid near the interface. They observed differences
in the confinement effects of carbon compounds, minerals, biomolecules, and other confining
media. From this, they concluded that the type of confining material plays an important role in
affecting water diffusion [95] . At mineral surfaces, in particular, the presence of water leads to
interactions between the water and the surface. Thus, water with hydrophilic mineral surfaces
can form hydrogen bonds at the interface, which can divide the water in the pore into so-called
water layers and thus cause a reduction in diffusion [72].

Our results show that confinement affects the self-diffusion coefficient of water by 30-90% com-
pared to the bulk value. Interestingly, we found that the diffusion of water in the nanopore is
slightly affected by the type of gas present in the mixture. It could be argued that these differ-
ences could be due to the nature of the interactions between the gas, water, and clay layer. This
will be further explored in later sections.

2.3.4 Activation energy of diffusion

To determine the temperature dependence of gases and water in Na-MMT, Arrhenius plots of
diffusion coefficients were constructed and fitted with a least squares regression line. In this
way, the activation energy (Ea) of the diffusion of water (in the water-gas mixture) and of gases
could be determined. Corrected Ea values of 8.8, 15.7, 19.0, 16.6, 18.3, and 18.54 were obtained
for He, H2, CO2, Ar, CH4, and water respectively.

In general, our results show that the Ea values for water are influenced slightly by the confine-
ment. This effect is due to the structuring of the water molecules near the clay surface, which is
more pronounced in the first two layers of water near the surface and decreases thereafter. The
average activation energy for water in the Na-MMT is about 18.54 ± 0.31 kJ/mol. This agrees
with values obtained by experiments for pure water in clay [82, 96]. Van Loon et al. [96] inves-
tigated the activation energy of water in Opalinus clay by diffusion and neutron spectroscopy
experiments and obtained a value of 22 kJ/mol. Sanchez et al. [82] performed macroscopic
and microscopic diffusion experiments on different types of clay materials. In particular, for
Na-MMT they obtained values of 20.78 and 11.57 kJ/mol for macro and micro experiments,
respectively [82].

On average, the Ea values of water in the confined state are about 11% higher than in the bulk,
which is consistent with experimental observations [82, 96]. This increase in Ea values is due
to the fact that the interaction of water molecules with their neighbors in bulk water is largely
based on hydrogen bonds. Therefore, when the environment of a water molecule changes, e.g.
water in a Na-MMT, the interactions of the molecule with the clay surface can greatly increase
the Ea value from the bulk.

Similarly, for water, confinement has a slight influence on the Ea values of gases. As far as we
know, the activation energy of dissolved gases in saturated clay nanopores has not yet been
studied. From our results, the monoatomic gases (He, Ar) in the Na-MMT confinement have
Ea values deviating about 20% below that of the bulk water, while the polyatomic gases in the
Na-MMT confinement have Ea values deviating about 3% below that of the bulk water. One
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could argue that He and Ar are spherically symmetric, non-polar gases, so we do not expect
strong interactions with the clay surface. However, the water itself in the water-gas mixture
interacts with the clay surface, changing the dynamics of the water so that the monoatomic
gases can move more freely from one water cage to another than is the case in the bulk. In
the case of polyatomic gases, a much stronger interaction with the clay surface and with the
water is possible, therefore gases are not able to move freely as compared to monoatomic gases.
Nevertheless, the Ea for gases in clay can be taken as that of the Ea obtained in bulk water.

2.3.5 Structure of gas and aqueous fluids in clay interlayer

To further investigate the structure of the intercalated gas-water mixture, atomic density pro-
files, and radial pair correlation calculations were performed. Atomic density profiles for pore
sizes 1.0 and 2.1 nm are presented in this section. The rest of the profiles are shown in Figure
S1 in the Supporting Information.

Atomic density profiles

The average density profile of the gases in the interlayer region along the vertical axis is shown
in Figure 2.9. Regions 1 and 2 show the regions of inner- and outer- spheres defined by Vas-
concelos et al. [97] at a distance from the siloxane surface. The water molecules in Region 1
on both surfaces form hydrogen bonds with oxygen atoms on both surfaces and are therefore
strongly oriented. The shoulder peaks of Hw (hydrogen of water) at about 15.0 and 9.8 Å (pore
size 1.0 and 2.1 nm respectively) on the z-axis indicate the orientation of the Hw molecules
on the siloxane surface. The presence of the surface strongly influences the distribution of the
water molecules up to a distance of about 5 Å from the clay surface. From this point on, the
water molecules are distributed rather randomly, as is to be expected in the bulk and as can be
seen from the almost flat central area of the profile in Figure 2.9b. This is not the same for pore
size at 1.0 nm as molecules tend to be distributed only at the surface of the clay. Although the
negatively charged clay surface attracts the Na+ ions, as can be seen from the two peaks near
the surface, Na+ tends to form outer-sphere complexes due to its hydrophilic nature and the
orientation of the water molecules.

In all seven cases where the pore size varies between 1.0 and 2.6 nm, gases have two distinct
peaks near the two clay surfaces, indicating that gases have a fairly strong affinity for the clay
surface. He and H2 have a broader peak whose tails extend closer to the siloxane surface than
the other gases (see Figure 2.9). This is probably due to the small size of the gas molecules. It
appears that He and H2 have a large mobility parallel to the clay surface. Ar, CO2, and CH4,
on the other hand, have peaks in the density overlapping with high-density water regions due
to their large size.

Radial distribution functions

The RDF values are summarised in Table 2.3 and the curves are shown in full in the Supporting
Information (Figure S2-S4). It can be observed that the peak distances vary with molecular
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(a) (b)

FIGURE 2.9: Density profiles of gases, water, and Na+ ions at a pore size of (a)
1.0 and (b) 2.1 nm. The values of Ow and Hw are scaled down to 5% for better

visualization

size (see Table S3). To fully understand the interaction strength of the gas-liquid and gas-
surface structure, we calculated the average coordination number of oxygen atoms around a
gas particle.

Table 2.3 shows the coordination numbers of Ow and Ob around gases at a pore size of 2.1 nm.
The total number of oxygen atoms surrounding the gases was calculated as NtO, which is the
sum of the coordination numbers of the oxygen of the water and the oxygen of the siloxane
surface. The values are in agreement with the results reported in previous studies [14, 23, 28,
49]. As for the gas-oxygen (water) coordination number, our results are in agreement with the
values obtained by neutron diffraction (CH4, 19 ± 2 [23]; Ar, 16 ± 2 [14]). The results show that
the least coordinated gas has the highest mobility and vice versa. It can be concluded that as the
interaction with the water and the clay surface increases, the mobility of the gases decreases.
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TABLE 2.3: Coordination numbers of water and clay oxygen around gases at pore
size 2.1 nm

NtO
a(Ow, Ob) rmax

b rmin
c

He 13.8 (11.8, 2.0) 3.00 4.42
H2 16.8 (14.3, 2.5) 3.23 4.65
Ar 17.3 (14.3, 3.0) 3.52 4.80

CO2 19.7 (15.0, 4.7) 3.82 5.10
CH4 20.2 (15.3, 3.7) 3.67 4.96
a NtO is the total coordination
number of oxygen around gases.
b rmax is the maximum peak dis-
tance of first coordination shell.
c rmin is the minimum peak dis-
tance of first coordination shell.

2.4 Conclusions

The pore scale diffusivity of gases and its dependency on pore size is of fundamental interest for
gas transport modeling. These properties are not readily accessible experimentally. MD simu-
lations provide an effective tool to study these physicochemical properties of confined systems.
In this study, the influence of pore size, temperature, and gas type on MD simulation predic-
tions for the diffusion of He, Ar, H2, CO2, CH4 and water in Na-montmorillonite nanopores
was determined. The simulations provide information for diffusion coefficient (D) and activa-
tion energy (Ea) values of gases and water in saturated Na-montmorillonite nanopores which
allow revealing generic relationships with respect to fundamental molecular parameters of
molecules. The D and Ea values from these studies are largely in agreement with experimental
data. The predictions from this study show that gas diffusion is influenced by the mineralogy
of the confinement, the size of the clay nanopore, and the hydrodynamic radius of the gas. An
equation linking these parameters was derived, which will be a very useful tool for macro-scale
numerical modeling and laboratory experiments.

Da =
D0

G

(
1 − kc

hav

)
(2.14)

where Da is the apparent diffusion coefficient of the gas, D0 is the diffusion coefficient of the
gas in the bulk water, qnano is the relative diffusion coefficient (D/D0) from the MD simulation,
G is the geometric factor and hav is the average pore width.

In the absence of experimental data for the diffusion of gases in clay nanopores, a comparison
of the simulation results with macroscopic apparent diffusion coefficients from experiments
was performed. For this purpose, macroscopic parameters of clay from experiments were sub-
stituted into our equation and the curve and experimental data were fitted as a function of the
hydrodynamic radius of the gases. The curve is in reasonable agreement with the apparent
diffusion coefficients obtained from experiments. Since the equation depends on the geometric
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factor and average pore size from the pore size distributions, a good determination of these
parameters can increase the accuracy of desired results.

It was found that the interactions of gases with water and the clay surface strongly influence
mobility. He, with a lower interaction strength, has the highest mobility compared to CH4,
which has a stronger interaction strength and thus the lowest mobility. The results also show
that the presence of gases changes the mobility of water even in the clay nanopore depending
on the type of the water-gas mixture. The results also show that the clay nanopore affects the ac-
tivation energy of diffusion of gases. It was observed that symmetrically nonpolar monatomic
gases in the clay nanopore have a lower value for the activation energy than the bulk value,
while the opposite behavior is observed for the polyatomic gases CO2 with quadrupole mo-
ments and CH4 with octupole moments. The activation energy of water in the water-gas mix-
ture is slightly higher than that of the bulk in the clay. However, the value of 18 kJ/mol from
the simulations agrees with the experimental values.

Supporting Information

The Supporting Information (Appendix) of this manuscript contains the values of the force
potential model used in this simulation. We have also included a table with the results of
the diffusion coefficients for all gases at all temperatures and all pore sizes. The coordination
numbers and radial distribution function graphs for gases with different pore sizes are also
included in the Supporting Information. Finally, density distribution diagrams for gases and
water were presented.
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2.5 Appendix

Force potential parameters

TABLE 2.4: Lennard-Jones 6-12 potential parameters used in the MD simula-
tion. The Oxygen atoms are assigned partial charges based on the atoms they
are bonded to. Ob: bridging oxygen, Oh: hydroxyl oxygen, Ohs: hydroxyl oxy-
gen with substitution, Obos: bridging oxygen with octahedral substitution, Ho:

hydroxyl hydrogen, Hs: hydroxyl oxygen with substitution.

Particles ϵ (kcal/mol) σ (Å) charge Ref
Parameters for the clay

Si 1.800e-6 3.302 2.10000 [21]
Al 1.300e-6 4.271 1.57500 [21]
Mg 9.000e-7 5.264 1.35998 [21]
Ob 1.554e-1 3.166 -1.05000 [21]
Oh 1.554e-1 3.166 -9.50000 [21]
Ohs 1.554e-1 3.166 -1.08083 [21]

Obos 1.554e-1 3.166 -1.18083 [21]
Ho - - 0.42500 [21]
Hs - - 0.42500 [21]

Parameters for Na and Water
Na 1.301e-1 2.350 1.00000 [87]
Ow 1.554e-1 3.166 -0.8476 [6]
Hw - - 0.4238 [6]

Parameters for Gases
He 1.544e-2 2.78044 - [11]
H2 1.902e-2 3.14000 - [63]
Ar 2.757e-1 3.36340 - [11]

CO2-C 5.590e-2 2.7570 0.65120 [35]
CO2-O 1.5998e-1 3.0330 -0.32560 [35]
CH4-C 3.2624e-1 3.6400 -0.56000 [94]
CH4-H - - 0.1400 [94]
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Density profiles of gases, water, and Na ions at 300 K

FIGURE 2.10: Fluid density profile at pore size 1.0nm

FIGURE 2.11: Fluid density profile at pore size 1.3 nm
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FIGURE 2.12: Fluid density profile at pore size 1.5 nm

FIGURE 2.13: Fluid density profile at pore size 1.8 nm

FIGURE 2.14: Fluid density profile at pore size 2.1 nm
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FIGURE 2.15: Fluid density profile at pore size 2.4 nm

FIGURE 2.16: Fluid density profile at pore size 2.6 nm
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Radial distribution functions

Radial distribution functions (RDF) are used to characterize the structure of gas-fluid and gas-
surface interactions. It gives the probability, averaged over time, of finding a particle at a
radial distance from a given reference particle. The RDF enables the determination of relative
affinities for the gases in the aqueous phase and clay system. The RDF at 300 K curves are
shown in Figure S8, Figure S9, and Figure S10.

From Figures S8, S9, and S10, it is observed that the peak distances are in relation to the size
of the gas molecules, thus the smaller the gas the closer to the oxygen atoms in the clay-water
phase. To fully understand the interaction strength of the gas-liquid and gas-surface structure,
we calculated the average number of atoms in a coordinated atomic shell at a given distance
(rmin) around the reference particle. This is given by the area under the peak and is obtained by
integrating the RDF function from immediately before to immediately after the peak.

Table S3 shows the coordination numbers of Ow, Hw, and Ob in the environment of gases at all
pore sizes. The values are consistent with results reported in previous studies [14, 23, 28, 49].
With regard to the gas-Oxygen (water) coordination number, our results are consistent with the
values obtained by neutron diffraction results (CH4, 19 ± 2; [23] Ar, 16 ± 2 [14] ). The results
show that coordination numbers in the first hydration shell increase to that seen in bulk water,
as pore size increases. The results also show that He is the least coordinated, followed by H2

and Ar. The carbon atoms of CO2 and CH4 are the most coordinated with close coordination
numbers of 19.7 and 20.2 respectively. This trend is consistent with the diffusion coefficient
values obtained in this work, where the mobility of He, H2, Ar, CO2 to CH4 decreases. It
follows that with increasing interaction with the water and the clay surface, the mobility of the
gases decreases.
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TABLE 2.6: Coordination Numbers of Gas-Fluid and Gas-Clay Computed from
Radial Pair Correlation functions

pore size [nm] 1.0 1.3 1.5 1.8 2.1 2.4 2.6 average
He

nHe−Ow 10.1 10.2 11.7 11.2 11.8 13.0 13.3 11.0
nHe−Hw 25.6 26.3 27.9 29.1 30.6 31.4 31.9 27.8
nHe−Ob 3.4 3.2 2.4 2.1 2.0 1.6 1.41 1.2

H2
nH2−Ow 12.3 12.0 13.3 13.0 14.3 13.8 14.6 13.2
nH2−Hw 32.4 30.5 34.0 35.9 36.9 35.5 37.4 33.7
nH2−Ob 4.4 3.6 3.4 3.1 2.5 2.5 1.9 1.6

CO2
nC(CO2)−Ow 14.6 13.8 14.2 14.7 15.0 15.4 15.3 14.3
nC(CO2)−Hw 35.5 34.7 35.9 37.4 38.3 39.3 39.0 36.2
nC(CO2)−Ob 6.5 5.5 4.8 4.6 4.7 3.9 3.8 4.1
nO(CO2)−Ow 13.5 13.6 14.0 14.5 14.8 15.2 15.1 14.1
nO(CO2)−Hw 35.3 32.0 33.1 34.4 32.6 33.5 33.2 32.7
nO(CO2)−Ob 4.4 3.7 3.2 3.0 2.8 2.7 2.5 1.4

Ar
nAr−Ow 13.3 12.5 14.1 14.7 14.3 14.5 15.7 14.0
nAr−Hw 32.6 31.6 33.5 35.0 36.5 36.9 37.4 34.8
nAr−Ob 4.5 4.1 4.3 3.4 3.0 2.7 2.8 1.8

CH4
nC(CH4)−Ow 13.4 14.0 14.2 14.6 15.3 15.5 15.9 15.3
nC(CH4)−Hw 34.6 35.1 36.0 37.0 38.8 39.5 40.4 37.0
nC(CH4)−Ob 4.9 4.7 4.2 3.8 3.7 3.4 3.2 1.9
nH(CH4)−Ow 18.6 16.4 15.4 18.4 17.9 18.2 17.3 17.1
nH(CH4)−Hw 46.8 40.7 36.2 39.9 39.0 39.7 40.7 38.2
nH(CH4)−Ob 7.8 10.7 8.9 8.9 8.5 8.0 6.8 3.9
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FIGURE 2.17: Radial distribution functions of gas - oxygen (water) at all pore
sizes at temperature 300 K. Hydrogen of CH4 atom is colour magenta and oxygen
of CO2 atom is colour cyan. The peak magnitude decreases with increasing pore

size.
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FIGURE 2.18: Radial distribution functions of gas - oxygen (basal clay) at all pore
sizes at temperature 300 K. Hydrogen of CH4 atom is colour magenta and oxygen
of CO2 atom is colour cyan. The peak magnitude decreases with increasing pore

size.
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FIGURE 2.19: Radial distribution functions of gas - hydrogen (water) at all pore
sizes at temperature 300 K. Hydrogen of CH4 atom is colour magenta and oxygen
of CO2 atom is colour cyan. The peak magnitude decreases with increasing pore

size.
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Abstract

Clays and clay rocks are considered good natural and engineered barriers for deep geologi-
cal disposal of nuclear waste worldwide. Metal corrosion and organic waste degradation in
underground repositories generate significant amounts of gas that should be able to migrate
through the multi-barrier system to avoid potential pressure build-up, which could be com-
promising the integrity of the barriers and host rocks. The gas is expected to accumulate in
larger pores and eventually form an interconnected network. Under such conditions, the mi-
gration of gas molecules takes place both in pore water films and in gas-filled macropores.
Therefore mass fluxes depend on the distribution of gas molecules between the water-rich and
gas-rich phases, and their mobility in both compartments. Classical molecular dynamics sim-
ulations (MD) were employed to investigate the mobility of He, H2, CO2, Ar, and CH4 in a
Na-montmorillonite mesopore as a function of the degree of saturation, as well as evaluate the
hydrodynamic behavior of the pore fluid in partially saturated clays. The diffusivity of the gas
molecules was determined by observing the asymptotic behavior of the mean square displace-
ment in the gas-rich phase and at the gas-water interface. The partition coefficient and Gibbs
free energy were analyzed to investigate the transfer of gas molecules between the gas-rich
and water-rich phases by observing the molecular trajectories as they cross the vapor-liquid
interface. The results revealed that the diffusion coefficient in the gas phase increased with in-
creasing gas-filled pore width and converged asymptotically towards the diffusion coefficient
in the bulk state. It could be shown, that the diffusion coefficient of gas molecules dissolved
in the water films remained constant as long as the interacting water surface was in the bulk
liquid-like phase. This behavior changes in very thin water films. It was observed that the
partitioning coefficient of gas molecules at the solid-liquid interface is nearly the same as that
in the bulk-liquid-like phase. Partitioning is observed to be strongly dependent on the temper-
ature and gas molecular weights. In the second part of the study, non-equilibrium molecular
dynamics (NEMD) simulations were performed to investigate the mobility of gases in pressure
driven Decoupled Gas Phase Dynamics (DGPD) and Coupled Gas and Water Phase Dynamics
(CGWPD) in a partially saturated Na-montmorillonite slit mesopore. The dynamic viscosity
of the gas phase was calculated from the NEMD simulations and indicated that the viscosity
of the gas phase was almost the same in both methods (DGPD and CGWPD). The average
slip length for gas molecules at the gas-water interface was also calculated, revealing that the
slip-free boundary condition assumed in continuum models was generally invalid for microflu-
idics and that a slip boundary condition exists at the microscale for certain surface interactions.
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Finally, a Bosanquet-type equation was developed to predict the diffusion coefficient and dy-
namic viscosity of gas as a function of the average pore width, gas mean-free path, geometric
factor, and thickness of the adsorbed water film.

3.1 Introduction

In several countries, clay rocks are considered potential host rocks for the geological disposal
of radioactive waste. Clay materials are also considered as backfill material and as buffer
material due to their low permeability and the adsorption capacity of their charged surfaces
[34, 47, 60, 64, 66, 83]. Gases generated in the repository due to corrosion and biodegradation
processes should be able to migrate through the multi-barrier system so as not to compromise
the integrity of the barrier [24, 78, 82]. Therefore, understanding the mechanism of gas trans-
port from such a system is necessary to ensure the safety of the repository.

Advective transport in low permeability clay rock is negligible under the natural hydraulic
conditions in fully saturated rocks [9, 34, 75]. Therefore, molecular diffusion is expected to
be the predominant gas transport mechanism through the multi-barrier system. The low-
permeability clay materials are expected to undergo a de-saturation and a re-saturation phase
caused by repository ventilation, thermally induced effects of the repository, or gas produc-
tion [5, 33]. Unconnected pores thus facilitate the diffusion mechanism at different degrees of
saturation. [20, 32].

Several studies addressed the diffusion of water and tracers in clays in laboratory experi-
ments [4, 12, 35, 49, 58, 61, 71, 106]. Very challenging gas transport experiments have also
been conducted in the laboratory and in the field [8, 10, 42, 43, 52, 80, 84, 100]. Gas diffu-
sion experiments were supported and proved by numerical and molecular multiscale simu-
lations to gain a deeper understanding of the diffusion mechanism under variable conditions
[21, 22, 31, 39, 45, 48, 63, 95, 98, 112]. Most of these studies were investigated under the two
limiting conditions; (a) fully saturated and (b) fully dry clay conditions. In a typical reposi-
tory, gas transport would take place under saturated and partially saturated conditions. It is
therefore necessary to understand the mechanism of gas migration in clays under partially sat-
urated conditions. Furthermore, the viscosity of gas in a macropore is expected to depend on
the degree of saturation and the properties of the gas molecules. Gas diffusivity under satu-
rated conditions was addressed in our earlier study [74]. Here, the earlier simulation approach
is extended to partially saturated conditions.

Due to the hydrophilic nature of smectite clays in particular, a water film is adsorbed on the
outer surface of the clay particles during the desaturation of the mesopores. The thickness of
the water film depends on the water potential, which is related to the relative humidity of the
vapor phase [32]. Studies have shown that this water film, also called electrical double layer
(EDL), is the main transport pathway for ions [20, 56].

In an unsaturated clay medium, the diffusion of gas in a pore can undergo two main diffusion
regimes; (a) diffusion in the gas-rich phase and (b) diffusion in the liquid-rich phase. Diffusion
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of He, CH4, Ar, CO2, N2 was measured in saturated clays using field experiments and labora-
tory studies. [10, 42, 43, 80, 100]. It was shown that the diffusion of gases in saturated systems
depends on the size of the gas molecules and the geometric factor [42, 43]. Gadikota et al. [31]
performed molecular dynamics simulations of the diffusion and distribution of noble gases in
the interlayer of saturated Na-montmorillonite. The results confirmed the experimental obser-
vations that diffusion in clays is slower than in bulk water and that the diffusion and partition
coefficients of gases depend on the type and size of the diffusion gas molecule. The partitioning
of gases is crucial for understanding the retardation and retention of gases during transport,
and its influence on the rate and extent of gas movement [13].

In general, the rate of diffusion is significantly higher in the gas phase compared to the liquid
phase. To illustrate this, let’s consider the self-diffusion coefficient of helium (He) at standard
conditions, which is 7.1 × 10−5 m2/s, whereas the diffusion coefficient in water is 7.2 × 10−9

m2/s [27, 44]. Moreover, when it comes to diffusion in clays, partially saturated clays are ex-
pected to exhibit higher diffusion rates than fully saturated ones. A study by Mohammed et
al. [70] demonstrated that the diffusion coefficients of CO2 and CH4 confined in partially sat-
urated calcite pores were respectively one and two orders of magnitude higher compared to
the diffusion rates in saturated calcite pores. A number of studies have been carried out to
investigate gas diffusion at partially saturated conditions, ranging from very loose soil mate-
rial to highly compacted clay material [7, 17, 51, 69, 87, 107]. Recently, Wesenauer et al. [107]
experimentally investigated the gas phase diffusion and permeability of O2, CO2, and N2 at
different pretreatment temperatures (298.15 - 1173.15 K) in a dry porous clay sample, in a dif-
fusion chamber. They derived the diffusive transport properties using a pore-scale transport
model. Based on the observation of a strong increase in gas diffusivity of CO2 compared to O2,
they suggested that solid-gas interfacial diffusion should be considered to fully understand the
diffusion mechanism. The pore-scale transport model was extended to account for interfacial
diffusion.

Macroscopic diffusion phenomena are usually described by Fick’s diffusion law [29]. The first
Fick’s law relates the diffusion flux to the concentration gradient, and the second law predicts
the influence of diffusion on the time variation of the concentration. The first and second of
Fick’s laws in 1-dimension can be written mathematically as follows:

J = −D
dC
dx

(3.1)

∂C
∂t

= D
∂2C
∂x2 (3.2)

where J is the diffusion flux in mol/m2/s, D is the diffusion coefficient in m2/s, x is the position
in the dimension of length (m), C is the concentration in the dimension of amount of substance
per unit volume (mol/m3) and t is the time (s).

Fick’s law is a widely used fundamental law for the diffusion of gases where the concentration,
pressure, and temperature gradients lead to a net mass flux. Fick’s equations are used in most
macroscopic numerical simulations and diffusion models [2, 25, 28, 41, 99, 104, 105]. However,
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Fick’s law has some limitations that make it inapplicable in certain systems [96]. In addition,
Fick’s law is inadequate when dealing with stagnant gases or very slowly diffusing gases, for
example, Ar and N2 [96]. According to Thorstenson et al. [96] an accurate understanding of
gas transport in fine-grained porous media must include the possible contribution of Knudsen
diffusion, molecular and non-equimolar components of diffusive flux, and viscous (pressure-
driven) flux.

Over the years, molecular dynamics simulations have been used to study the transport of fluids
in clays [3, 20, 30, 31, 94, 102, 103, 111]. It is a powerful tool to understand the diffusion mecha-
nism of gas molecules in nanopores as well as the interactions between the fluid of interest and
its environment and how these affect the diffusion behavior. These insights are not easily ob-
tained through experimental studies and macroscopic numerical modeling. Apostolopoulou et
al. [3] used molecular dynamics simulations to investigate the transport properties of methane
in dry, nano-confined slit pores as a function of pore width. The methane fluid structure and
diffusion coefficient within 5 nm wide pores were quantified in different pore regions and the
results were scaled up using a kinetic Monte Carlo model to predict diffusion in mesopores [3].
Similarly, Sui et al. [94] used Grand Canonical Monte Carlo and molecular dynamics meth-
ods to study the adsorption and diffusion of shale gas in a dry and wet Na-montmorillonite
nanopore at different temperatures and pore sizes. It was found that short-range dispersive
interactions affect CH4 sorption on clay walls and that CH4 diffusion increases with increasing
pore size [94]. In addition, it was found that pre-loading the pore area with water reduces the
sorption of CH4 in clay, as CH4 is hydrophobic and therefore does not mix with water molecules
[94]. Wang et al. [102] used molecular dynamics simulations to investigate the diffusion behav-
ior of supercritical methane in shale nanopores as a function of pore size, pore pressure, and
moisture content [102]. One of their findings was that moisture slows down methane diffusion,
but this behavior is more pronounced in organic materials than in inorganic materials; which is
due to the clustering and adsorption membrane effect of water in organic and inorganic pores,
respectively [102]. The diffusion coefficient of each gas within a mixture can be significantly
influenced by the varying compositions of the gases [46]. Through the use of molecular dy-
namics simulation, Kadoura et al. [46] investigated the structural and transport characteristics
of CO2, CH4, and their mixture at a temperature of 298.15K. The study revealed that the self-
diffusion coefficients of CH4 experience a notable decrease when exposed to high loadings of
CO2, primarily due to steric hindrance effects.

Although much progress has been achieved in understanding the diffusion behavior of gas in
a clay medium, there are still a number of unresolved issues. The first concerns the diffusion
mechanism of different gas molecules, the influence of system composition, and interactions
with the confinement. So far, most studies have focused on the diffusion of CH4. The second
challenge is that most studies have focused on either dry clays or fully saturated clays. Stud-
ies on partially saturated clays have mostly been conducted at the macroscopic scale, so the
diffusion of gases at the molecular scale in partial saturation has not been fully understood.
The third challenge is that unlike anions, where adsorbed water films become the transport
pathway for diffusion in partially saturated systems [20], gas transport occurs simultaneously
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in three domains: (1) diffusion in the gas phase, (2)diffusion in the adsorbed water phase and
(3) gas diffusion in the transition zone at the gas-water interface.

To address these questions, molecular dynamics is applied here to study the diffusion of molec-
ular gas (He, H2, CO2, Ar, CH4) through partially saturated smectite clay. The influencing
factors, e.g. gas type, temperature, and degree of saturation, are analyzed. The partition coef-
ficient, which indicates the retention and retardation capacity of the gas transport, is also ana-
lyzed. The simulation is performed under natural conditions at a pressure of 12 MPa, which is
typical of the confining pressure expected in the geological repository. Finally, non-equilibrium
molecular dynamics is used to study the gas dynamics and hydrodynamics of gas and water
molecules confined in partially saturated smectite. In particular, the dynamic viscosity and the
behavior of the gas-water interface as a function of the degree of saturation is studied. The aim
is to gain a comprehensive mechanistic understanding of the diffusion of gases in partially sat-
urated smectite clays, as well as to demonstrate the ability of MD to complement experiments
and macroscopic numerical modeling. The obtained results propose a mathematical model re-
quired for further investigation in an upscaling approach for the diffusion of gases in clay rocks
through multiscale numerical modeling.

3.2 Methods

3.2.1 System setup

Molecular dynamics simulations (MD) were carried out to study the diffusion of different gas
molecules in a clay slit pore as a function of temperature and degree of saturation (water to gas
ratio in the system). Further analysis was applied to estimate fluid viscosity and the gas-liquid
partition coefficients. The simulation setup is very similar to the one used by Churakov [20].
Briefly, the setup consists of a stack of two layers of Na-montmorillonite ( tetrahedra-octahedra-
tetrahedra sheets ) arranged parallel to each other in the XY plane with a nanopore of 0.6 nm
between them. An external mesopore of about 6 nm was introduced in which the gas-filled pore
width as well as the composition of the gas phase could be varied. A snapshot of the simulation
cell is shown in Figure 3.1. The solid phase composition is 2 × 4 Na0.5[Al3.5Mg0.5]Si8O20(OH)4.
Isomorphous substitutions of Mg ions for Al ions in the octahedral sheet were randomly dis-
tributed to avoid Al-Al pairs in adjacent octahedra. These substitutions create a permanent
structural charge on the clay layer, which is compensated by Na ions. A total of 24 isomor-
phous substitutions were included. To ensure an even distribution of charges in the system,
12 Na ions were placed in the center of the interlayer pore, while 6 Na ions were placed near
either side of the mesopore.

3.2.2 Simulation details

Equilibrium molecular dynamics

Molecular dynamics simulations were performed using the open-source package LAMMPS
[76]. The interatomic interaction potentials for clay atoms, water, and gas molecules are the
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FIGURE 3.1: A snapshot from the MD simulation of a 6 nm Na-montmorillonite
slit pore for two different degrees of saturation (gas-filled pore width of 1.8 and
5.3 nm; left and right respectively). Oxygen atoms are red. Hydrogen atoms
forming H2O molecules and OH groups are white. Silica atoms are pink. Alu-
minium atoms are grey. Magnesium atoms are green. Sodium atoms are blue.
Gas molecules, represented by argon in this particular case are yellow. The
graphs next to the snapshots show the density distribution of water and gases
in the slit pore. The black curve is the density distribution of the gas molecules
(magnified by a factor of 10 for the sake of visualization) and the blue is that of
the water. The cyan area on the density plot shows the solid-liquid interface, the
pink area shows the domains occupied by the bulk-liquid-like phase, the green
area shows the central domain occupied by the gas phase and the blue area indi-

cates the gas-water interface regions.

same as those used in our previous work, which also explains the model uncertainties [74].

The setup and the equilibration of the system take full account of the gas molecules partitioning
between gas-rich and water-rich phases (solubility) by implementing an iterative equilibration
process under imposed PVT constraints. For the sake of data comparison, all the simulations
are conducted in the same d-spacing of 6 nm distance between the TOT layers. The gas-rich
phase is confined between the two water-rich films wetting the TOT layers. To achieve the
desired density (pressure) and enable gas molecules to dissolve (partition) from the gas phase
into the water phase, we use an iterative NPT equilibration process. Initially water saturated
system was equilibrated in the NPT ensemble at a temperature of 300 K and a pressure of 12
MPa. The final size of the simulation cell after equilibration was 31.17 × 35.88 × 83.72 Å3.
Then a fraction of water molecules in the middle of the slit pore was removed from the center
of the slit pore and replaced with gas phase according to a density estimate for the target P-
T conditions (Figure 3.1). Subsequently, the system was iteratively equilibrated in the NPT
ensemble under an external pressure of 12 MPa. This ensemble allows the system to relax and
account for the interactions between the gas and the surrounding components. Additionally,
it ensures the equilibrium partitioning of gas and water molecules between the water and gas-
rich phases. Since the behavior of a gas under high pressure may deviate from the ideal gas
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relation, the NPT ensemble is essential for achieving a more realistic representation. To ensure
that the system maintained a structure equivalent to the saturated system (with an average
pressure of 12 MPa and dimensions of 31.17 × 35.88 × 83.72 Å), the system size and average
pressure after equilibration were examined. If these parameters did not match the desired
values, the number of gas molecules was adjusted accordingly, and the NPT simulation was
repeated. This iterative process was carried out until the target mesopore size of approximately
6 nm and the equilibrium molar density of the gas phase were consistently maintained. The
simulations were performed at two temperatures (300 and 330 K) for 8 saturation states and 5
gas species.

For each system, a 10 ns production run with a time step of 1 fs was performed in the NVT
ensemble at temperatures of 300, and 330 K after equilibration. The temperature of 330 is
close to in situ conditions in an underground repository. The Nosé-Hoover thermostat was
applied to keep the temperature constant [72, 73]. The fully flexible force field was applied to
the atoms of the clay particles, while the water molecules were kept rigid using the SHAKE
algorithm [86]. Short-range interactions were calculated using the Lennard-Jones potentials
with a cutoff of 12 Å. Long-range electrostatic interactions were calculated using the particle-
particle particle-mesh method (PPPM) with a cutoff value of 12 Å. The final 8-ns trajectories
were split into two blocks to obtain two independent replicates for further uncertainty analysis.

Diffusion coefficient

Due to the coexistence of two-phase fluid and its strong interaction with the surface of clay
minerals, structurally distinct areas were identified in the simulated mesopore (Figure 3.1).
These include 1) the mineral fluid interface with strong density fluctuations, 2) a bulk liquid-
like water film, 3) a transition zone between water-rich and gas-rich regions, and 4) a low-
density gas-rich phase. To accurately calculate the diffusion coefficient in the mesopore for
gas molecules, the mesopore was divided into three regions: liquid phase, gas-rich phase, and
water-gas interface. In this study, we focused only on diffusion in the gas phase and the water-
gas interface. Diffusion in the liquid phase was investigated in our previous study on the
mobility of gas molecules in saturated smectites [74]. To obtain the diffusion coefficient in
different regions, we adopted the MD-calculated survival probability and the mean square
displacement method of Liu et al. [59]. In this study, only the x and y components of the
diffusion tensor, describing the two-dimensional diffusion parallel to the gas-water interface
were analyzed. Assuming a layer parallel to the basal surface of the clay particle with intervals
in the z-dimension defined as {a,b}, the diffusion coefficient of particles located in the region of
the interval {a,b} in one dimension is given as follows:

Dxx({a, b}) = lim
t→∞

⟨∆x(τ)2⟩{a,b}
2τP(τ)

(3.3)

and

⟨∆x(τ)2⟩{a,b} =
1
T

T

∑
t=1

1
N(t) ∑

i∈S(t,t+τ)

(xi(t + τ)− xi(t))2 (3.4)
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and

P(τ) =
1
T

T

∑
t=1

N(t, t + τ)

N(t)
(3.5)

where ⟨∆x(τ)2⟩{a,b} is the mean square displacement of the atoms in the region {a,b}, P(τ) is the
survival probability, T is the total number of time steps, over which is averaged, N(t) denotes
the number of particles in the region at time t, N(t, t + τ) is the set of all particles remaining in
the region {a,b} during the time interval between t and t + τ.

Partition Coefficient and Gibbs free energy of molecule transfer

The equilibrium partitioning of water and gas molecules between co-existing water-rich and
gas-rich phases could be determined by molecular dynamics simulations. At equilibrium, the
partition coefficient K of the gas molecules in the liquid phase is calculated from the ratio
of the number densities of gas molecules in the liquid phase (ρgas in water−phase) and gas phase
(ρgas in gas−phase), normalized to the number density of water molecules (ρwater in water−phase) and
(ρwater in gas−phase) in each phase respectively:

K =

( ⟨ρgas in water−phase⟩
⟨ρgas in gas−phase⟩

⟨ρwater in gas−phase⟩
⟨ρwater in water−phase⟩

)
eq

(3.6)

From the partition coefficient K, the Gibbs free energy difference associated with the transfer
of a gas molecule from the gas phase to the liquid phase [65, 108] can be calculated directly as:

∆Ggas→water = −RT ln K (3.7)

where R and T are the molar gas constant (8.3145 J mol−1 K−1) and the absolute temperature,
respectively.

Non-Equilibrium molecular dynamics

To evaluate the effects of viscous stresses in the system and their correlation with diffusion,
partial saturation, and gas type, non-equilibrium molecular dynamics was used to study the
hydrodynamic properties of the confined fluid. In equilibrium molecular dynamics, the macro-
scopic impulse of the simulation cell and its angular moment is set and maintained at zero. In
non-equilibrium molecular dynamics, a constant external force is applied to the particles in a
specific direction. This corresponds to the introduction of a uniform pressure gradient along
the given direction in the system, resulting in a flow of particles. In this study, two simula-
tion approaches were used to analyze the dynamics of gas: (a) a constant force acting only on
the gas molecules in the gas phase (Decoupled Gas Phase Dynamics), and (b) a constant force
acting on all fluid particles (Coupled Gas and Water Phase Dynamics). To drive the flow, a con-
stant external force of 5.0e-3 kcal/mol in the x-direction, parallel to the surface, was applied
to each fluid atom. This force is low enough to maintain the linear response conditions be-
tween applied stress and fluid velocity. A temperature of 300 K was set with the Nosé-Hoover
thermostat and this thermostat was coupled only to the degrees of freedom of the fluid in the



3.3. Results and Discussion 87

y-direction, which is along the surface and perpendicular to the fluid flow. The clay particles
were kept rigid throughout the simulation. The velocities of the fluid were recorded every 1
ps for 6 ns in bins along the z-direction (pore width) with a bin width of 0.1 Å, after a 2 ns
equilibration.

At a steady state, the velocity distribution of a pressure-driven flow (Fx) in a pore channel can
be described by the Poiseuille flow. The Poiseuille flow leads to a parabolic velocity profile
that can be described by the Stokes equation for the velocity component in the x direction as a
function of the distance from the middle of the slit pore (h):

vx(h) =
ρFxL2

h
2µ

[
1
4
−
(

h − 1
2

)2
]

(3.8)

The dynamic viscosity of the fluid, assuming constant viscosity and density in the pore can be
computed from the velocity profile as:

µ = − ρFx(
d2vx(h)

dh2

) (3.9)

where vx(h) is velocity along the slit pore width (h), Fx is the applied external force, ρ is the
number density, µ is the dynamic viscosity and Lh is the total slit pore length.

3.3 Results and Discussion

3.3.1 Self-diffusion of gas molecules

The self-diffusion coefficients of gas molecules were first studied by simulating a system of
1000 gas molecules at temperatures of 300 K and 330 K and a pressure of 12 MPa for each type
of gas. The system was equilibrated in the NVE ensemble for 200 ps. A further equilibration
of 1 ns was performed in the NPT ensemble. This was followed by a production run of 5 ns in
the NVT ensemble to calculate the self-diffusion coefficients. Table 3.1 shows the values of the
self-diffusion coefficients of gas molecules from the MD predictions.

TABLE 3.1: Predicted self-diffusion coefficients of gas molecules D (10−6 m2/s) at
12 MPa

H2 He CH4 Ar CO2

T [K]
300 1.470 1.257 0.164 0.134 0.040
330 1.511 1.486 0.217 0.161 0.069

To verify and validate the model parameters and the values of the self-diffusion coefficients,
the results of the MD simulations were compared with experimental data [16, 36, 81, 109] and
also evaluated using an empirical procedure [55, 89, 93]. Both data sets agree very well with
the empirical relationships. Calculations from the kinetic theory of gases have been used in
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the past to estimate the diffusion coefficient, viscosity, and thermal conductivity of dilute gases
using their intermolecular forces [40]. This approach was extended by Slattery et al. [89] by
developing a relation from dimensional analysis considerations and experimental diffusivities
using Enskog’s kinetic theory for dense gases. Their formulation can predict the self-diffusion
coefficients of dense non-polar gases. Based on the work of Slattery and Bird. [89] , Stiel et al.
[93] developed a comprehensive relation for calculating the self-diffusion coefficient of polar,
non-polar, and binary gas mixtures for dense gases.

In this study, the density of gas molecules at equilibrium was used to predict the self-diffusion
coefficients using the empirical formulation of Stiel et al. [93] (Eq 3.10 and Eq 3.11) and Slattery
et al. [89] (Eq 3.12). Equation 3.10 and Eq 3.11 apply to Ar, H2, CO2, and CH4 gas, while Eq 3.12
applies to He gas:

(ρD)ξ = 0.464 × 10−5 [1.391 TR − 0.381]2/3 f orTR < 1.5 (3.10)

and
(ρD)ξ = 0.488 × 10−5 TR

0.777 f orTR >= 1.5 (3.11)

and

(pD)
M1/2

P2/3
c T5/6

c
= 3.882 × 10−4 TR

1.823 (3.12)

where ρ is the gas density, D is the diffusion coefficient, ξ = T1/6
c /M1/2P2/3

c , p is system pres-
sure, Tc is critical temperature of gas, Pc is critical pressure of gas, M is the molecular weight
and Tr is the reduced temperature (T/Tc).

Figure 3.2 shows a plot of the self-diffusion coefficients of gas molecules as a function of gas
density from MD predictions. The graph also shows the values calculated from the empirical
procedure and experiments. From Figure 3.2 it can be seen that the self-diffusion coefficient
of gas molecules is inversely proportional to the gas density. The fitting line in Figure 3.2
represents a fitting of the diffusion coefficients at low densities using the Chapman-Enskog
theory described by Chapman and Cowling [15].

3.3.2 Gas partitioning

The distribution of the gas molecules in the water-rich phase was determined from the density
profiles (Figure S2-S11) of the gas in the water-rich phase. The partition coefficient (K) and the
free energy difference (∆G) associated with the transfer of the gas molecules into the water-
rich phase are obtained from eq 3.6 and eq 3.7 respectively. Figure 3.3 illustrates the density
distribution of water on the external surface of the clay as a function of gas-filled pore width.
At a smaller gas-filled pore width, the density profile shows three highly structured layers of
water at distances of 0.3, 0.6, and 0.9 nm from the surface of the clay. This behavior is typical of
what can be expected under fully saturated conditions [20, 74]. Further away from the surface
> 1.0 nm, the density distribution is constant and the water shows a bulk-like behavior.
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FIGURE 3.2: Predicted self-diffusion coefficients for gas molecules as a function of
equilibrium gas density at 12 MPa from MD simulations. The graph includes ex-
perimental values [16, 36, 81, 109] as well as predictions based on empirical rela-
tions. The fitting line shows diffusion coefficients predicted using the Chapman-

Enskog theory, described by Chapman and Cowling [15].

FIGURE 3.3: Density distribution of water on the external surface of the clay (half
pore width). (insert) The cyan-colored area on the density plot shows the solid
interface characterized by strong structuring of fluid. This domain is used for the
analysis of gas partitioning to the solid-liquid interface. The pink-colored area

shows the domain occupied by the bulk-liquid-like phase.

Taking into account the structuring of the liquid near the clay surface, the partition coefficients
and Gibbs free energy of gas transfer were determined for two regions: (a) the partitioning of
gas molecules to the solid-liquid interface and (b) the partitioning to the bulk-like water-rich re-
gion. These regions are indicated in Figure 3.3 by the colors cyan and pink respectively (insert).
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The values of gas molecules at the solid-liquid interface (KI , ∆GI) and in the bulk-like water
region (KB, ∆GB) are given in Table 3.2. For a wide range of saturation, the K and ∆G values are
essentially constant within the statistical uncertainties of the simulation. Therefore, the results
in Table 3.2 represent averaged values over several simulations with different gas-filled pore
widths. It is important to note that, in the context of partitioning in the bulk-like water region,
our averaging calculations were limited to a range of gas-filled pore widths between 1.8 and
3.3 nm. This restriction was implemented as the region in question is no longer present beyond
a gas-filled pore width of 3.3 nm. Similarly, for partitioning at the solid-liquid interface, our
results were limited to a range of gas-filled pore widths between 1.8 and 4.3 nm. This was
done in accordance with our trajectory analysis, which indicated that for gas-filled pore widths
exceeding 4.3 nm (in the case of thin water films), the water molecules tend to cluster around
the Na ions, resulting in discontinuous coverage of the clay surface by the water film. As a
consequence, gas-filled domains make direct contact with the clay surface.

The results indicate that KB and KI increase as the temperature is raised. Moreover, the particle
density of the gas molecules was found to impact gas partitioning. CO2 and Ar, which have
molecular masses of 44 and 39.95 g/mol, respectively, exhibit significantly higher partitioning
coefficients than He, H2, and CH4. Interestingly, despite He having a smaller molecular mass
than CH4, its small molecular size allows for easier penetration into the interstitial spaces be-
tween water molecules, resulting in greater partitioning. Prior research has demonstrated a
direct relationship between partition coefficient and molecular weight [88, 90], as well as po-
larizability [19, 57, 79, 92].

TABLE 3.2: Partitioning coefficients K (10−7) and Gibbs free energy of transfer G
(kJ mol−1) of gas molecules at the solid-liquid interface and at the bulk-like water

region

H2 He CH4 Ar CO2

T [K]
300

KB 0.97 ± 0.46 2.45 ± 1.30 1.51 ± 0.82 7.90 ± 1.49 138.97 ± 26.29
KI 1.22 ± 0.58 2.56 ± 1.02 1.34 ± 0.66 7.26 ± 2.80 142.14 ± 21.72
GB 40.64 ± 1.46 38.29 ± 1.23 39.52 ± 1.24 35.09 ± 0.48 27.94 ± 0.50
GI 40.07 ± 1.45 38.06 ± 1.00 39.68 ± 0.99 35.53 ± 1.29 27.87 ± 0.41

330
KB 10.94 ± 3.95 20.06 ± 4.44 10.05 ± 4.32 53.02 ± 7.21 389.24 ± 58.56
KI 9.15 ± 3.80 20.12 ± 3.46 9.83 ± 5.24 49.03 ± 7.46 392.30 ± 78.15
GB 37.84 ± 1.00 36.07 ± 0.64 38.16 ± 1.21 33.35 ± 0.36 27.89 ± 0.41
GI 38.35 ± 0.97 36.03 ± 0.50 38.44 ± 1.73 33.57 ± 0.39 27.89 ± 0.55

3.3.3 Effect of saturation on the diffusion of gases

The self-diffusion coefficient of gas molecules in the gas phase at temperatures of 300 K and 330
K as a function of the gas-filled pore width, normalized to the diffusion coefficient in the bulk
(D0), is shown in Figure 3.4. It should be noted that gas-filled pore widths below 1.8 nm were
excluded from this study because a larger quantity of gas molecules was required to keep the
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pore space open for gas-phase diffusion. This behavior is likely due to dispersive interactions
between opposing water platelets that result in a net attractive force between closely spaced
platelets. As the gas-phase pore size increases, this effect diminishes.

The results show that the diffusion coefficient increase with pore size and asymptotically con-
verges towards the value in the bulk state. It was originally believed that a constant value (D0)
over a wide range of pore widths would be obtained by using the survival probability method
to calculate the diffusion coefficient associated exclusively with the gas phase in the bulk and
that this would eliminate the effects of confinement. However, the opposite was found. The re-
sults showed that He gas specifically, was strongly affected by confinement compared to other
gases; possibly due to the Knudsen effect. To investigate this, the mean free path of the gas
molecules was calculated based on the collisions in the trajectories of the molecular dynamics
simulations, and compared with the calculations of the mean free path performed with kinetic
theory, which agreed well. Table 3.3 shows the values for the mean free path from molecular
dynamics calculations and from kinetic theory for temperatures of 300 and 330 K.

(a) (b)

FIGURE 3.4: Diffusion coefficient (D (10−6 m2/s)) of gas molecules in the bulk
gas phase in Na-MMT at 12 MPa as a function of gas-filled pore width (a) 300 K

(b) 330 K.

TABLE 3.3: Mean free path of gas molecules (nm) from MD simulations (λMD)
with σcol = σgas and kinetic theory (λKT)

300 K 330 K
Gas λKT λMD λKT λMD

H2 8.45 10.47 9.13 12.02
He 10.40 10.91 11.65 11.89
Ar 6.23 6.01 6.87 6.31

CH4 4.98 4.76 6.09 5.93
CO2 3.01 3.04 4.59 5.20

σcol is the collision diameter and
σgas is the diameter of the gas
molecule which is the Lennard-
Jones collision diameter (σ)
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In general, it can be observed that the maximum gas-filled pore size is still smaller than the
mean free path for most gas molecules. Consequently, the diffusion coefficient is reduced due
to collisions with the water interface, which results in gas molecules having a shorter mean free
path under confinement. Strong influence is exerted on the He gas because it has the largest
mean free path compared to the other gases.

FIGURE 3.5: Average diffusion coefficient of gas molecules normalized to the
diffusion coefficient in a pure bulk system as a function of the Knudsen number
and fitted with eqn 3.13. The curve shift observed in this study is attributed to the
specific physicochemical conditions considered, which differ from the simplified

conditions assumed in the original Bosanquet approximation.

The Knudsen number was calculated from the mean free path and the gas-filled pore sizes. A
diagram showing the relationship between the diffusion coefficient and the Knudsen number
is shown in Figure 3.5. A mathematical equation developed from the graph after the Bosanquet
approximation [50, 77] is given as:

D = D0

 1

1 + αd

(
λ

h − 2tw

)
 (3.13)

and
Kn =

(
λ

h − 2tw

)
(3.14)

where D0 represents the bulk diffusion coefficient in the gas phase at 12 MPa, λ denotes the
mean free path of the gas at 12 MPa, h is the width of the pore, tw is the thickness of the adsorbed
water film, which varies with the degree of saturation. The parameter αd is the Bosanquet
correction parameter obtained through fitting and has a value of 0.2.

Based on the work of Yin et al. [110] , the identification of three gas diffusion regimes can be
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made in a porous media, determined by the local Knudsen number. The regimes are charac-
terized by Kn values of ≤ 0.1, 0.1 < Kn < 10, and Kn ≥ 10. In the case of molecular diffusion
(Kn ≤ 0.1), intermolecular collisions are dominant. When Knudsen diffusion occurs (Kn ≥ 10),
the dominant collisions are between molecules and a solid wall. In the case of transition dif-
fusion (0.1 < Kn < 10), significant intermolecular collisions and collisions between molecules
and the solid wall occur. The Knudsen number ranges from 0.6 to 6 in our results, indicating
that diffusion is in the transition regime, and not purely molecular.

Several studies have shown that the original Bosanquet formula can approximate gas diffu-
sion well in the transition regime [37, 77, 85, 97]. Guo et al. [37] used the Boltzmann transport
equation to study gas diffusion, and found a Bosanquet correction parameter, αd of 0.9, where
the Knudsen number was determined using the method of the largest sphere. The Knudsen
diffusivity derived from the kinetic theory of gases yielded an αd of 1.8, which underestimated
the value obtained by Guo et al. [37]. In this study, we obtained an αd of 0.2, which appears to
overestimate the other predictions. It is worth noting that the original Bosanquet approxima-
tion was developed from empirical studies and relies on several idealized conditions. The cur-
rent system exhibits non-ideal gas behavior due to the high pressure. In addition, the gas-wall
collisions may not be perfectly elastic since the wall consists of water molecules. Hence, surface
phenomena such as adsorption and water vapor mobility at the gas-water interface may not be
captured by the original Bosanquet approximation. Chen et al. [18] investigated the validity
of the Bosanquet approximation using equilibrium molecular dynamics simulations and con-
cluded that further modifications to the Bosanquet approximation are necessary to account for
the intermolecular forces of fluid molecules and the smoothness of the pore walls.

Experimental data regarding gas diffusion coefficients in partially saturated smectite microp-
ores as a function of gas-filled pore width are currently unavailable. However, a previous inves-
tigation of gas diffusion in saturated smectite incorporated a geometric factor and utilized an
empirically derived function from a molecular dynamics study [74]. This approach produced
predictions that closely matched experimental gas diffusion data in Boom clay. Therefore, we
propose to adopt a similar methodology in our current study and modify eqn 3.13 accordingly.

D =
D0

G

 1

1 + αd

(
λ

hav − 2tw

)
 (3.15)

where G is the geometric factor and hav is the average pore width. The geometric factor refers
to an empirical parameter accounting for the reduction of the diffusive transport of species
in porous media in comparison with the bulk phase due to the geometric complexity of pore
space [23]. The geometric factor takes into account the tortuosity of diffusion paths, pore con-
strictivity, and the overall complexity of the clay pore structure. In general, the tortuosity and
constrictivity can not be measured independently and are thus often lumped in a single param-
eter referred to as a geometric factor. This equation allows to predict the gas phase diffusivity
for general conditions based on the geometric properties of porous media, mean pore size, and
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the partial water pressure via the corresponding parameters, G, hav, tw. A further effect of
temperature can be considered following the approach described in our previous study [74].

Gas-water interface diffusion

Accurately determining the diffusion coefficient at the gas-water interface is challenging due
to the imprecise definition of the region encompassing the interface. To address this issue, we
have defined the interface region as the area bounded by the adsorbed gas layer at the water
interface, indicated by a cyan margin in Figure 3.1. Figure S1 in the supporting information
display the diffusion coefficient at the gas-water interface. The results indicate that diffusion at
the gas-water interface is approximately 10% lower than in the bulk. Notably, we observe from
Figure S1 that the diffusion coefficient remains constant when the interaction water surface
is in the bulk water phase. However, this behavior changes and increases as a function of
adsorbed water film thickness for water film thicknesses below 1.0 nm. This is probably due to
the structuring of water molecules close to the clay surface.

3.3.4 Flow dynamics

The study of fluid behavior necessitates a fundamental understanding of dynamic viscosity.
As such, non-equilibrium molecular dynamics simulations were conducted in order to address
this objective. A constant force acting on each fluid atom in the direction parallel to the clay
surface initiated a fluid flow. Subsequently, the steady-state velocity profiles were analyzed
to determine the dynamic viscosity of gas in partially saturated Na-MMT. The Navier-Stokes
equation (eq 3.8) predicted a parabolic (Poiseuille) velocity profile assuming constant viscosity
and density. Using eq 3.9, the dynamic viscosity was then obtained. These findings provide
valuable insights into the properties of fluids in confined spaces.

Method validation

To validate the simulation setup, non-equilibrium molecular dynamics simulations were con-
ducted for water flow in fully saturated Na-MMT. The resulting velocity and density profiles
are shown in Figure 3.6. The density profile of water at the center of the pore remains constant
at 1 g/cm3, indicative of bulk water behavior. Close to the surface, notable fluctuations in wa-
ter density are observed within a 1 nm region, with a maximum density of approximately 2
g/cm3. The calculated dynamic viscosity for water in a 6 nm nanopore is 0.634 cP, a value that
is in agreement with prior research on the dynamic viscosity of bulk water [11], flow simula-
tions in a 6 nm Na-MMT nanopore [11], and experiments with bulk water [38], which reported
values of 0.66 cP, 0.68 cP, and 0.891 cP, respectively. In contrast to the findings of Botan et al.
[11], deviations from the parabolic flow profile near the surface were not significant in this
study. This may be due to the use of a constant force, which is approximately one magnitude
of order higher than that utilized in their study [11]. A higher force leads to greater water
mobility, thereby diminishing the impact of water-surface interactions. The sliding velocity at
the surface was roughly 75 m/s, indicating higher mobility than the study by Botan et al [11],
which reported a velocity of about 4 m/s [11].
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FIGURE 3.6: Steady-state velocity profile of water flow in Na-MMT. The force is
acting parallel to the surface on each fluid atom in the x-direction. This diagram
also shows the mass density profile of water. The black markers represent the
velocity values from the MD simulation, the red line is the parabolic fit of the
Poiseuille flow extrapolated here to the velocity at zero, and the blue line repre-

sents the mass density profile of the water.

The boundary condition responsible for the parabolic profile at the center of the pore is a crucial
parameter that has been extensively studied [91]. The slip boundary condition has convention-
ally been assumed for continuum-scale fluids. In their review on microfluidics, Squire et al.
[91] demonstrated that the no-slip boundary condition is not valid for gas within distances
smaller than the mean free path from the wall. They also showed that non-continuum effects
play a role in the boundary conditions of fluids confined to a molecular scale. Experimental
techniques used to study microfluidic behavior generally indicate that wetting (hydrophilic)
surfaces follow the no-slip boundary condition, whereas non-wetting (hydrophobic) surfaces
follow a slip boundary condition [91]. To reveal the appropriate boundary conditions best
applicable to the system and estimate the slip at the solid-liquid and liquid-gas interface the
slip length was calculated for each interface. The slip length is defined as the distance within
the surface/wall at which the (extrapolated) fluid velocity would be stationary; this can be
expressed as:

Ls = ±
vx(zsur f )(
dvx

dz

)
zsur f

(3.16)

where Ls is the slip length, vx is the slip velocity at the liquid-solid or gas-water boundary, zsur f
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is the location of the slip surface, and
(

dvx

dz

)
zsur f

is the derivative of the slip velocity at the slip

surface.

The simulation resulted in a slip length value of 5.00 ± 0.45 Å for flow water in Na-MMT.
Although there are no experimental determinations of the slip length, our value is in agreement
with the value of 6 Å obtained by Marry et al. [62] when studying electro-osmosis in Na-MMT.

Gas dynamics in slit pore

As an initial approach, the bulk viscosity of gas species was determined through bulk equi-
librium molecular dynamics simulations, utilizing the Green-Kubo method at a temperature
of 300 K and pressure of 12 MPa. The obtained results, presented in Table 3.4, indicate good
agreement with the experimental values obtained at a temperature of 300 K and pressure of
0.1 MPa. It is thereby demonstrated that the dependence of viscosity on pressure is moderate.
Nevertheless, the molecular weight presents a strong influence on the viscosity values.

TABLE 3.4: Average dynamic viscosity (centipoise) slip length (Å) values for gas
dynamics

Gas µ0
aµexp µdry Div [%] LDGPD LCGWPD Ldry

H2 0.009 0.009 0.007 -24.4 3.94 ± 1.02 4.29 ± 0.52 41.78
He 0.018 0.020 0.013 -29.2 3.16 ± 0.34 4.24 ± 0.67 54.14
Ar 0.028 0.023 0.021 -1.3 1.24 ± 0.32 1.81 ± 0.35 2.98

CH4 0.010 0.011 0.004 -5.0 0.65 ± 0.19 0.94 ± 0.45 8.58
CO2 0.033 0.015 0.014 83.3 0.74 ± 0.13 2.06 ± 0.47 0.65
a µexp is experimental dynamic viscosity values [14, 53, 54, 67, 101]. µ0 de-
notes the viscosity of gas from the bulk gas system using the Green-Kubo
method. µdry is the viscosity of gas in a dry pyrophyllite. LDGPD denotes
the slip length for gas in the DGPD. LCGWPD denotes the slip length for
gas in a CGWPD. Ldry denotes the slip length for gas in the dry pyrophyl-
lite. The symbol Div represents the percent difference between the relative
viscosities (µ/µ0) in the dry pore width and in the maximum partially sat-
urated gas-filled pore width.

As previously noted, two distinct methodologies have been developed for investigating the
dynamics of gas species, as depicted in Figure 3.7: Decoupled Gas Phase Dynamics (DGPD)
and Coupled Gas and Water Phase Dynamics (CGWPD). In the DGPD system (Figure 3.7a),
the adsorbed water film experience no external forces but rather undergoes weak traction at
the gas-water interface due to the coupling of shear stresses resulting from the flow of gas
species.

The dynamic viscosity of the gas species is shown in Figure 3.8 as a function of the Knudsen
number for DGPD and CGWPD. The findings demonstrate that the viscosity behavior remains
unchanged in both DGPD and CGWPD, indicating that dynamic viscosity is an inherent prop-
erty of the gas. However, a strong dependence of viscosity on the Knudsen number is observed.
This means that the pore size and the mean free path of a gas under confinement are crucial
in determining the viscous behavior of the gas. Again, a Bosanquet-type approximation that
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(a) (b)

FIGURE 3.7: Velocity and density profiles of CO2 gas in steady state at a pore
width of 3.3 nm. The red line fits the velocity profile of water, the black line fits
the velocity profile of CO2 gas, the blue is the density profile of water and the

orange is the density profile of CO2 gas. (a) DGPD (b) CGWPD.

satisfactorily describes the Knudsen number dependence of the viscosity is given (with an in-
troduction of the geometric factor for macroscopic predictions):

µ =
µ0

G

 1

1 + αv

(
λ

hav − 2tw

)
 (3.17)

where µ0 represents the bulk dynamic viscosity of the gas, λ denotes the mean free path of the
gas, hav is the average width of the pore, tw is the thickness of the adsorbed water film, which
varies with the degree of saturation, αd is the Bosanquet correction parameter obtained through
fitting and has a value of 0.5.

Based on the Knudsen number, four flow regimes are recognized by a widely used empiri-
cal classification of gas flow in rarefied conditions [6]. The Navier-Stokes equation is the best
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tool to describe flow when Kn < 10−3 because the continuum assumption is valid and is sup-
ported by the no-slip boundary condition at the walls. With slip-velocity and temperature-
jump boundary conditions, the continuum equations’ applicability can be expanded for the
regime of 10−3 < Kn < 10−1 (also known as the slip-flow regime) [1, 26]. The transition regime
10−1 < Kn < 101, is the most challenging to handle. Intermolecular collisions for Kn > 101 be-
come negligible, and the kinetic theory is typically used to describe the so-called free-molecular
flow regime [68].

(a) (b)

FIGURE 3.8: Dynamic viscosity of gas molecules in Na-MMT as a function of the
Knudsen number(a) DGPD (b) CGWPD.
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This study investigates the transition regime of the viscous flow of gas species. The rarefac-
tion (correction) parameter αv for this study is found to be 0.5, which differs from the values
reported in previous studies, such as 1.5 and 2.0 [68]. This deviation is attributed to the same
underlying factor as that discussed for diffusion. To explore the impact of pore wall type on
viscosity, gas flow simulations were conducted in a dry pyrophyllite. The viscosity values and
the corresponding percentage deviation of the relative viscosities (µ/µ0) from the maximum
partially saturated gas-filled pore width are presented in Table 3.4. The observed deviation
values (Div) of the gas species indicate a pronounced influence of the interacting surface on
the dynamic viscosity of the confined gas molecules. Specifically, He, H2, CH4, and Ar exhibit
a higher affinity towards the liquid wall compared to the solid wall, resulting in reduced rela-
tive viscosities, upon contact with water molecules. He and H2 with lower molecular weights
show a much stronger affinity. Conversely, CO2 exhibits the opposite trend, with a very strong
affinity for the clay solid wall.

Table 3.4 presents the slip length values (LDGPD, LCGWPD, and Ldry) for gas flow in DGPD,
CGWPD, and dry pyrophyllite. The results demonstrate that both DGPD and CGWPD exhibit a
marginal slip condition at the liquid surface, with CGDW exhibiting slightly higher slip length
values than DGPD. This observation may be attributed to the presence of water molecules
moving tangentially to the gas flow at the gas-water interface, resulting in dynamic stresses
exerted on the gas surface due to relative motion, which leads to additional traction. The gas
flow characteristics of dry pyrophyllite exhibit a more pronounced slip condition compared to
those in contact with water, which is an intriguing finding. The slip length is notably larger
for helium (He) and hydrogen (H2), and this trend correlates well with the divergence (Div)
values. He and H2 have less affinity for the solid surface, leading to their greater mobility at the
interface, resulting in higher slip velocity and subsequently increased slip length. Conversely,
CO2 exhibits a strong affinity for the solid surface, resulting in a considerably lower slip length.

3.3.5 Viscosity of water in two-phase flow

The present study investigates the dynamic viscosity of the water film under partially saturated
conditions for CGWPD. Figure 3.9 displays the dynamic viscosity as a function of the number of
adsorbed water layers, which indicates the thickness of the adsorbed water film. The findings
reveal that the dynamic viscosity of water increases with decreasing thickness of the adsorbed
water film. This is consistent with the hypothesis that water molecules near the clay surface
have lower mobility, which leads to a higher dynamic viscosity due to interaction with the clay
surface. At 3.5 to 1.8 water layers, the dynamic viscosity increases to about 2.0 cP, which is
approximately twice the value observed in bulk water. This increase in viscosity is attributed
to the fact that, in thin water films, water is more influenced by the clay surface, and mobility
is lowered. These findings provide insights into the impact of adsorbed water thickness on
water phase mobility near the clay surface and their effect on the dynamic viscosity of water in
a CGWPD.
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FIGURE 3.9: Dynamic viscosity of water films confined in Na-MMT clay slit pore
as a function of the number of adsorbed water layers.

3.4 Conclusions

In this study, a comprehensive understanding of the mobility of gaseous molecules in partially
saturated smectite clay (Na-montmorillonite) is provided using molecular dynamics simula-
tions. The porosity of the fluid is subdivided into four distinct domains, including the solid-
liquid interface, bulk-like liquid phase, gas-water interface, and bulk-like gas phase, based on
density profiles. The diffusion coefficients of five types of gaseous molecules (Ar, He, H2, CO2,
and CH4) are separately studied for diffusion in the gas phase and at the gas-water interface.
It is found that diffusion in the gas phase increases with gas-filled pore width, asymptotically
converging to the diffusion of gas in the bulk state. Furthermore, the diffusion coefficient at
the gas-water interface is observed to remain constant as long as it is confined by well-defined
bulk-like liquid and gas domains. The system’s diffusive behavior is in a transition regime that
comprises a mixture of molecular diffusion and Knudsen diffusion, thus rendering Fick’s law
unsuitable for describing the process. To overcome this challenge, a Bosanquet-type approxi-
mation is used to describe the effective diffusion coefficient as a function of the adsorbed water
film thickness, gas mean-free path, geometric factor, and average pore width, yielding highly
satisfactory results.

Furthermore, an investigation into the partitioning of gases in the water-rich phase was con-
ducted. Based on density profiles for gas molecules in two water-rich regions of interest in the
system; (a) solid-liquid interface and (b) bulk-liquid-like phase, the partition coefficient and
Gibbs free energy of gas transfer was determined. At the solid-liquid interface, adsorbed water
layers are formed due to the interaction between water molecules and the clay surface. Our
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findings demonstrate that the partition coefficient is highly dependent on the temperature and
molecular weight of the gaseous molecules.

The intrinsic nature of viscosity is confirmed by non-equilibrium molecular dynamics simula-
tions at different degrees of saturation, where the dynamic viscosity of gases in Decoupled Gas
Phase Dynamics (DGPD) and Combined Gas and Water Phase Dynamics (CGWPD) is found
to be identical. Our modeling further reveals that the no-slip boundary condition often used in
continuum models is unsuitable for strongly confined fluids, and that the finite slip boundary
condition should be applied instead. Moreover, the dynamic viscosity of water in CGWPD is
observed to increase with decreasing thickness of the absorbed water film. Furthermore, our
simulations demonstrate that the dynamic viscosity of gases is highly influenced by the inter-
acting wall surface. These parameters are crucial input parameters for the subsequent step in
this study, which involves the development of an upscale pore-scale model.

Supporting Information

The Supporting Information (Appendix) of this manuscript contains a plot of the gas diffusion
coefficient as a function of gas-filled pore width at the fluid-gas interface. The density distribu-
tion diagrams for gases and water are also presented. Finally, the velocity profile of gas flow in
the gas-filled pore is also shown.
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Surface Diffusion

(a) (b)

FIGURE 3.10: Diffusion coefficient of gas molecules in the gas-water interface in
Na-MMT at 12 MPa as a function of gas-filled pore width (a) 300 K (b) 330 K.
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Density profiles of gaseous molecules and water

FIGURE 3.11: Density profile of Ar at 300 K

FIGURE 3.12: Density profile of Ar at 330 K
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FIGURE 3.13: Density profile of He at 300 K

FIGURE 3.14: Density profile of He at 330 K

FIGURE 3.15: Density profile of H2 at 300 K
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FIGURE 3.16: Density profile of H2 at 330 K

FIGURE 3.17: Density profile of CH4 at 300 K

FIGURE 3.18: Density profile of CH4 at 330 K
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FIGURE 3.19: Density profile of CO2 at 300 K

FIGURE 3.20: Density profile of CO2 at 330 K
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Velocity profiles of gas flow in slit pore

FIGURE 3.21: Velocity profile of Ar at 300K

FIGURE 3.22: Velocity profile of He at 300K
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FIGURE 3.23: Velocity profile of H2 at 300K

FIGURE 3.24: Velocity profile of CH4 at 300K
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FIGURE 3.25: Velocity profile of CO4 at 300K
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Abstract

The long-term stability of deep geologic repositories relies on the integrity of waste material
containment barriers. Bentonite is commonly used as a backfill because of its ability to swell
and exhibit self-sealing phenomena. Its properties in the presence of water and ions are well
known. However, the swelling behavior of bentonite can be influenced by several factors, in-
cluding the presence of gases. In particular, the effect of gases on the swelling behavior of ben-
tonite is not known. Various gases such as CO2, H2, and CH4 may be present in the repository
near-field due to metal corrosion or the degradation of organic wastes. In this study, we used
classical molecular dynamics simulations to investigate the effects of the presence of gas on the
swelling pressure of Na-montmorillonite clay material. The results show that gas molecules
increase the swelling pressure of Na-montmorillonite by about 3 MPa, and the behavior de-
pends on the dry density and the nature of the gas species. This effect can be explained by
the increasing partitioning (solubility) of the gas molecules to the interlayer with increasing
swelling pressure. A detailed analysis of structural transformations in clay interlayer allows
to explain the diverging behavior of the experimentally measured and the simulated curves at
a high degree of compaction. These results further improve our understanding of the funda-
mental mechanisms underlying the swelling behavior of clays used as barrier material in deep
geological disposal.

4.1 Introduction

The safe disposal of nuclear waste requires a comprehensive understanding of the interactions
among the waste, host rock, and environment. To protect the environment, a multi-barrier sys-
tem that combines both natural and engineered barriers is employed [11]. Smectite clays pos-
sess several desirable properties such as swelling potential, high sorption capacity, crack and
pore sealing ability, low permeability, small pore size, and high ion exchange capacity, making
them suitable for both natural and engineered barriers [15, 32, 35, 42]. Therefore, smectite clays
have been extensively investigated as a potential component in the deep geological disposal
of High-Level Radioactive Waste (HLW) to isolate the radioactive waste from the environment
[14, 27, 30, 38].

Smectite clay particles consist of octahedral (O) and tetrahedral (T) aluminosilicate sheets ar-
ranged in TOT-layers, where an octahedral sheet containing Al is sandwiched between two
tetrahedral sheets containing Si [10]. This structure imparts a net negative charge due to the
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substitution of Al3+ for Si4+ in the tetrahedral sheet and metal cations like Mg2+ and Fe2+ for
Al3+ in the octahedral sheet. The charge is balanced by cations present in the interlayer space.
The clay’s ability to absorb and retain large amounts of water leads to swelling upon entry of
water into the interlayer space through the hydration of cations [32, 42]. This swelling behavior
has significant implications for the hydrochemical and mechanical properties of clay materials,
making it a critical parameter to consider in the deep geological disposal of radioactive waste
[20, 37].

In the context of nuclear waste management, the utilization of smectite clay as a sealing mate-
rial in the repository has been proposed. It is expected that smectite clay would exhibit swelling
behavior upon contact with subsurface water, thereby effectively sealing the repository by fill-
ing the gaps between the waste container and the host rock [3, 24]. In addition, the smectite
clay’s swelling pressure would exert a confining force that would hold the radioactive waste
container in place and protect it from mechanical impacts of the host rock [3]. However, the
swelling pressure of the barrier material is a critical parameter in repository design. Insuffi-
cient swelling capacity does not provide the necessary sealing of the tunnel and disposal casks,
whereas excessive swelling pressure may compromise the integrity of the host rocks. Thus, the
safe nuclear waste repository design must take into account, a comprehensive understanding
of the swelling mechanisms and the underlying factors governing the swelling capacity of the
buffer materials.

There has been extensive research on the swelling behavior of smectite clay, both experimen-
tally and theoretically, over the years [1–3, 6, 15, 16, 18, 21, 26, 28, 31, 32, 40, 41, 46, 47, 51, 52].
These studies have investigated various factors, including the mineralogy of the smectite clay
[1, 26, 45, 46], environmental conditions like temperature [3, 28, 52], and groundwater com-
position [2, 6, 16, 18, 31] that affect the swelling behavior. For instance, Sun et al. [46] con-
ducted a study to investigate the effect of cation species on swelling behavior and found that
Ca-montmorillonite and mixed Na/Ca-montmorillonite swell more than Na-montmorillonite
due to the greater hydration energy of Ca2+ ions. Another study examined the influence of the
smectite layer charge and its location on the swelling pressure [45]. The results showed that the
pressure was inversely proportional to the magnitude of the smectite layer charge in the range
of -0.5 to -1.0 per unit cell. Furthermore, Akinwunmi et al. [3] investigated the thermal effects
on the swelling pressure of sodium smectite clay and observed that at temperatures below 200
K, the presence of ice in the clay interlayer and surrounding water hindered swelling. How-
ever, at temperatures between 200 K and 250 K, there was a rapid onset of swelling pressure. At
higher temperatures between 300 K and 600 K, there was a gradual increase in swelling pres-
sure with increasing temperature [3]. Additionally, Herbert et al. [18] conducted experiments
to determine the influence of pore water composition on the swelling capacity of bentonite.
They found that the swelling pressure was highest in pure water, intermediate in low ionic
strength electrolytes, and lowest in solutions with high salt content. The salinity and pH of the
pore space solution in relation to its ionic strength were also shown to influence the swelling
capacity of bentonite [18].

The possibility of gas production near a nuclear waste repository has been widely studied [33,
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43, 50, 53]. This phenomenon has significant implications for the stability of the containment
barrier system [39, 43, 50], which is a crucial factor in repository design. Gases produced in
the near field can dissolve in the water present in the pores, leading to changes in the chemical
composition of the pore solution. These changes, in turn, can affect the swelling pressure and
in situ behavior of the barrier system.

Despite numerous experimental studies on the swelling pressure of smectite clays, a compre-
hensive computational investigation has yet to be conducted, particularly regarding the effect
of gas on the swelling pressure of smectite. Atomistic simulations have proven to be a valuable
tool for comprehensively understanding the swelling behavior of clay materials under vari-
ous conditions. They enable the observation of changes in material behavior resulting from
microscopic interactions, which significantly affect the swelling pressure [1–3, 15, 45, 46].

This study aims to investigate the influence of gas composition on the swelling pressure of
smectite clays through classical molecular dynamics simulations. Understanding the behav-
ior of smectite clays in the presence of different gases is essential for ensuring their long-term
stability and optimal performance. The gases selected for investigation include carbon diox-
ide (CO2), methane (CH4), argon (Ar), hydrogen (H2), and helium (He). The outcomes of this
study will provide valuable insights into the underlying mechanisms that govern the swelling
pressure of smectite clays under various gas environments. This, in turn, will advance our
knowledge of the behavior of smectite clays and facilitate the development of predictive mod-
els for assessing the safety and stability of nuclear waste repositories.

4.2 Methods

4.2.1 Simulation method

The swelling pressure of smectite clay can be quantified by utilizing the spring method, as
developed in previous studies [2, 3, 45, 46]. This approach capitalizes on the clay’s ability to
absorb water, which leads to a change in the d-spacing between the clay layers. In this method,
the lower clay layer is fixed in all three dimensions, while the upper clay layer is constrained
in the x and y directions but free to move vertically in the z-direction. The upper clay layer is
then connected to a set of springs with a known force constant, which restricts its movement
in the vertical direction. Upon the introduction of water into the interlayer region between the
two clay layers, the upper clay layer moves upwards, compressing the springs and altering
the d-spacing. The force exerted by the springs can be determined by measuring the average
deformation of the springs from their initial length, which is equivalent to the swelling force of
the clay. The configuration of the spring model is depicted in Figure 4.1.

The swelling pressure of the clay system is computed as:

Ps =
Fs

SA
=

n × k × dz
SA

(4.1)
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FIGURE 4.1: Illustration of the set-up of the spring model.

where Fs is the spring force, SA is the clay surface area, n is the total number of springs, k is the
force constant of the spring and dz is the average displacement from the initial d-spacing. At
any given d-spacing, the dry density of the clay is calculated as:

ρ =
mclay

d-spacing × SA
=

mclay

Vclay + Vinterlayer
(4.2)

where mclay is the mass of the solid clay structure, d − spacing is the basal spacing as shown in
Figure 4.1,SA is the clay surface area, Vclay is the volume of the solid clay layers, and Vinterlayer

is the volume of the interlayer space.

4.2.2 System setup and simulation details

The smectite mineral investigated in this study is a montmorillonite with the chemical formula
Na0.5[Al3.5Mg0.5]Si8O20(OH)4 per unit cell. In order to repair the ruptured chemical bonds on
the (010) edges of the clay particles, OH groups and protons were introduced to the under-
coordinated cationic sites and dangling oxygen sites, respectively. The simulation setup con-
sidered two parallel clay particles, which are composed of 4 × 2 unit cells each of montmo-
rillonite. Within the octahedral layer, 24 Al3+ ions were replaced by Mg2+ ions, resulting in a
permanent layer charge of -1.0 e per unit cell. This charge was balanced by 24 Na+ ions. The
clay platelets were positioned at the center of a periodic water box, with varying initial basal
spacing (d-spacing). As a result, there were 1-4 water layers within the interlayer and approx-
imately 6000 water molecules in the surrounding area. The simulation cell is shown in Figure
4.2.

The GROMACS simulation package [19] was used to perform molecular dynamics simulations.
The interatomic interactions among the clay atoms were described using the CLAYFF force
field [12], while the SPC/E model [7] was utilized to represent water molecules. The force
field models for the gas molecules were adopted based on previous studies, where the models’
uncertainties were also evaluated [34].
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(a) (b)

FIGURE 4.2: Simulation box representing smectite clay mineral
(Na-montmorillonite) submerged in water (a) pure water and (b) 0.5 mol/L gas
solution (gas molecules are represented in light blue) viewed in the x-direction.

The y- and z- directions of the simulation box are approximately 10 nm.

To investigate the effect of d-spacing on the swelling pressure of Na-montmorillonite, a peri-
odic simulation box was constructed, with dimensions of 2.09 nm × 10 nm × 10 nm, contain-
ing a small Na-montmorillonite particle with an initial d-spacing of 1.2 nm. The d-spacing was
systematically varied from 1.2 nm to 3.0 nm in increments of 0.1 nm to generate individual
systems of variable initial d-spacing. The simulation box was filled with approximately 6000
water molecules, randomly distributed throughout the space. The system was subjected to an
energy minimization step, followed by a 1 ns equilibration in the NPT ensemble at a pressure
of 1 bar and temperature of 300 K, with all dimensions of both clay layers fixed. The velocity
rescaling thermostat [9] and Berendsen barostat [8] were employed to regulate the tempera-
ture and pressure, respectively. A 50 ns production simulation was then conducted in the NVT
ensemble to calculate the equilibrium spacing between the parallel clay particles.

In this simulation, the lower clay particle was fixed in all dimensions, while the upper particle
was fixed only in the x and y directions. A total of 64 springs with force constants ranging from
1 to 12 kJ/mol/nm2 (in steps of 1 kJ/mol/nm2) were fixed to the upper tetrahedral plate of the
top layer. The force constant was kept constant for all springs in each individual simulation.
The Lennard-Jones and short-range Coulomb potentials were used to calculate the short-range
interactions with a cutoff of 0.9 nm, while the long-range electrostatic interactions were calcu-
lated using the smooth particle-mesh Ewald (PME) method [13]. A time step of 1.0 fs was used
and data were collected every 5 ps.

For each combination of force constant and initial d-spacing, individual simulations were per-
formed with pure water and dissolved gas solutions of CO2, CH4, H2, Ar, and He. A gas
concentration of 0.5 mol/L was achieved by randomly distributing the gas molecules in the
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system of pure water (as shown in Figure 4.2b). To ensure that the system was properly equi-
librated, solvent and solute exchanges were monitored and it could be demonstrated that the
average lifetime of the molecules in the interlayer is less than 50 nm, and as such molecules of
water and gases effectively do exchange during equilibration and production. Simulation runs
were also investigated at the smallest interlayer distances.

4.3 Results and discussion

4.3.1 Swelling pressure of Na-montmorillonite in pure water

First molecular dynamics simulations of Na-montmorillonite swelling in pure water were per-
formed to validate the simulation setup. Figure 4.3 shows the results of the swelling pressure
calculations as a function of the initial dry density of the clay and compares them with the pre-
vious theoretical studies as well as experimental measurements [3, 22, 23, 46]. We would like
to emphasize that our simulations cover a broad range of dry densities up to 2.0 g/cm3, well
beyond the one typically studied in the past by molecular simulations.

The graph clearly demonstrates the exponential relationship between swelling pressure and
the dry density of clay. Swelling pressure ranging from approximately 0.1 MPa at a dry den-
sity of 0.8 g/cm3 to approximately 35 MPa at a dry density of 1.65 g/cm3 was observed in
this study. These results agree well with previous results obtained with the same modeling
approach and the simulation conditions, such as Akinwunmi et al. [3] and Sun et al. [46]. Al-
though a difference of around 5 MPa was noted, it can be explained by the variation in layer
charge associated with Na-montmorillonite. In this study, the layer charge of montmorillonite
is -1.0 e per unit cell, whereas Akinwunmi et al. [3] and Sun et al. [46] employed a layer charge
of -0.5 e per unit cell. It has been previously demonstrated by Sun et al. [45] that smectites with
a higher layer charge exhibit lower swelling pressures compared to those with a lower layer
charge. Moreover, the results obtained in this study are in good agreement (from 0.8 g/cm3 to
1.6 g/cm3) with experimental swelling studies conducted on smectite clay by Karnland et al.
[22, 23].

Interestingly, the simulation at higher dry densities, e.g. above 1.65 g/cm3, results in a broad
range of swelling pressures varying from nearly 3 to 20 MPa, with an average value of 11 MPa.
The obtained average swelling pressure is thus lower than the peak value of 35 MPa observed
for 1.65 g/cm3. At first glance, the predicted decrease in swelling pressure at high compaction
seems to contradict the experimentally observed exponential trend. However, careful struc-
tural analysis of the interlayer water density reveals that the system set up at 2.0 g/cm3 cor-
responds to a d-spacing of 1.27 nm, which is typical for monolayer water density distribution.
In such a structural configuration, the interlayer cations are primarily coordinated by basal
oxygen sites (e.g. inner sphere complexes) and are only partially solvated by water molecules.
This principal change in the solvation structure of the interlayer cations, e.g. the transition
from fully hydrated outer-sphere complexes to the partially hydrated inner-sphere cations is
clearly seen in Figure S1-S8. This structural change in the interlayer is the main reason for the
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FIGURE 4.3: Swelling pressure of Na-montmorillonite in pure water as a function
of clay dry density from molecular dynamics simulations [3, 46] and experimen-
tal study [22, 23]. The solid black circles represent the simulation of pure water

at high density.

apparent reduction of swelling pressure. The mono- and bi-layer state of the interlayer wa-
ter are stable structural configurations corresponding to a local minimum of the free energy
of montmorillonite. The large variability in the simulation runs at 2.0 g/cm3 is likely related
to different structural arrangements of sodium ions in the interlayer. Kosakowski et al. [25]
have shown that in a low hydration state, the interlayer cations are located either on the top of
octahedral sites or in the hexagonal cavities of the basal plane. These conformations result in
slightly different interlayer spacing, water content, and eventually the swelling pressure.

The discrepancy observed between the experimental behavior of highly compacted macro-
scopic samples and the modeling results at small d-spacing can be attributed to the macro-
scopic microstructure of clay, namely specifically the arrangement of clay stacks, as well as
the presence of disorder. The setup in molecular dynamic simulations primarily considers the
interaction between perfectly aligned clay platelets, whereas the measured experimented sam-
ples consist of semi-aligned and partially disordered mineral grains represented by aligned
TOT stacks. The main factor contributing to the experimentally measured swelling pressure
under such conditions is the interaction of poorly aligned platelets at grain boundaries. Fig-
ure 4.4 shows a model-based representation of macroscopic clay particle arrangement used in
the simulation of clay microstructure. The MD simulations reflect the interaction between the
perfectly aligned clay platelets. The natural samples consist of mineral grains represented by
aligned TOT stacks similar to the one used in the MD simulations. The contribution of the
TOT stacks with mono- and bi-layer water to swelling pressure is small. The main contribu-
tion to the experimentally measured swelling pressure is coming under such a condition due
to osmotic interaction in larger inter-particle pores and at grain boundaries.
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FIGURE 4.4: The structure of clay from a macroscopic perspective, highlighting
poorly aligned platelets at the boundaries between grains. The left image dis-
plays an atomistic view, while the right shows a pore-scale view. Reproduced

with permission [17, 49].

4.3.2 Swelling pressure of Na-montmorillonite in the presence of dissolved gases

The swelling pressure of Na-montmorillonite in the presence of gas molecules is shown in
Figure 4.5. The system was set up by randomly inserting CO2, Ar, H2, He, and CH4 molecules
with the aim of achieving a concentration of 0.5 mol/L for each gas in the pure water phase. The
concentration of gaseous molecules used in this study exceeds the experimental solubility limit
under ambient conditions but is close to the in situ conditions in the underground repository at
12 MPa. This concentration was chosen due to a balance between computational efficiency and
statistical uncertainty. Previous MD simulations of gas diffusion in a similar clay system have
demonstrated that the diffusion coefficient of dissolved gases at a concentration of 0.5 mol/L
are well in agreement with data reported for a system with lower concentration corresponding
to the solubility at 0.1 MPa [34].

The swelling behavior of clay minerals, including Na-montmorillonite, is controlled by the
chemical potential and osmotic pressure difference between the bulk-like and the interlayer so-
lution [29, 48]. The chemical potential is a fundamental quantity that characterizes the thermo-
dynamic state of the system and depends on a number of variables such as temperature, pres-
sure, and concentration of the chemical composition of the system [44]. The chemical potential
solvent is particularly sensitive to the concentration of solutes. At least in dilute electrolytes,
it increases with an increase in the ionic concentration [4]. This dependence drives water from
domains with higher chemical potential to compartments with lower chemical potential. In
pure water, the osmotic pressure gradient between the interlayer (high osmotic pressure) and
the surrounding solution (low osmotic pressure), triggers water influx into the interlayer and
eventually causes the dispersion of clay particles in the absence of confinement. The extent of
swelling is influenced by several factors, including the charge, size, and hydration energy of
cations as well as other parameters related to the chemical composition of clay minerals and
their structure [44, 48]. The presence of ions in the solution reduces the chemical potential of
water and, consequently, reduces the swelling pressure of clay minerals [31]. Due to the hy-
drophobic nature of the interaction between non-polar gas molecules and water, the activity
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coefficient of water in the presence of gases can become greater than one [36]. This behavior
can be attributed to a decrease in solvent entropy. Therefore, a comprehensive understanding
of the intricate interplay between the various factors that influence the swelling behavior of
clay minerals is critical for predicting and controlling their behavior in diverse applications.

FIGURE 4.5: Swelling pressure of Na-montmorillonite in dissolved gas solution
as a function of clay dry density from molecular dynamics simulations. The gray
area shows the error margin for simulations with pure water. This consists of
720 individual simulations of different d-spacing, force constant, and gas species

combinations.

The simulation results shown in Figure (4.5), indicate a slight increase in the swelling pressure
of Na-montmorillonite up to about 3 MPa in comparison to its swelling in pure water. Analysis
of the trajectory of gas particles indicates that gas molecules increase in concentration within
the interlayer from large to low d-spacings (see Figure 4.6 leading to an increase in osmotic
potential and a higher swelling pressure in the interlayer. The observed effect of the addition
of gas molecules on swelling is contrary to the behavior of electrolyte solution [3, 15, 18, 46],
which typically leads to a reduction of swelling pressure. The observed integral effect is re-
lated to several factors, including the partitioning of gas molecules between the bulk solution
and interlayer space, hydrophobic interactions of non-polar gases, and the increase in the gas
solubility in water with increasing pressure. These factors collectively contribute to a positive
deviation of the non-ideality of water mixing in the presence of dissolved gas molecules.
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FIGURE 4.6: Mole fraction of gas in the interlayer as a function of equilibrium
interlayer spacing.

Figure 4.6 shows the mole fraction of gas in the interlayer as a function of interlayer spacing and
also the swelling pressure. At low dry density (large d-spacing) the composition of the fluid in
the external reservoir and the interlayer are nearly the same, indicating that "large interlayer"
and bulk domains are thermodynamically identical at such conditions. As d-spacing decreases



4.4. Conclusions 133

(higher dry density and swelling pressure in the interlayer), the gas solubility in the interlayer
increases resulting in a stronger affinity of gas molecules towards the interlayer. Consequently,
the observed increase in the swelling pressure of Na-montmorillonite in the presence of gas
molecules should be attributed to the chemical potential gradient leading to the partitioning of
gas molecules in the interlayer with decreasing d-spacing.

The results shown in Figure 4.5 indicate that polyatomic larger gas molecules (Ar, CO2, and
CH4), exhibit a slightly elevated swelling pressure of approximately 2 MPa relative to smaller
gas molecules (He, and H2) at high dry densities (> 1.0 g/cm3). At very low dry densities (<1.0
g/cm3), however, the aforementioned trend is less significant where all swelling behavior con-
verges to the behavior of pure water. To explore further the correlation between gas species and
swelling behavior, we express the fluid composition in the interlayer as a function of molecular
size (see Figure 4.7), indicated by the position of the first maxima of the gas-water (Oxygen
of water) radial distribution function (rmax). Subsequently, we conducted a comparison of the
swelling pressures within the dry density range of 0.9 - 1.5 g/cm3. The observed trends are
likely to be explained by the pressure dependence of gas solubility and the stronger effect of
the larger polyatomic molecules.

FIGURE 4.7: Comparison of swelling pressure of Na-montmorillonite for dry
densities: 0.9 - 1.5 g/cm3. Lines are shown to guide the eye. The values be-

low the density values in the legend indicate the interlayer pore size.

4.4 Conclusions

Classical molecular dynamics simulations were used in this study to examine the impact of
dissolved gas molecules on the swelling pressure of smectite clay. The simulations employed
the spring model and analyzed the swelling pressures of Na-montmorillonite with various gas
species (Ar, He, H2, CO2, and CH4) in a systematic manner. For validation and comparison
with gas-containing systems, simulations were also performed for Na-montmorillonite in pure
water. The results revealed that the presence of gas molecules increased the swelling pressure
of Na-montmorillonite by approximately 3 MPa. This can be explained by the increase of the
gas solubility with the swelling pressure. The swelling pressure behavior varied based on the
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dry density of the clay and the type of gas species present. Small monoatomic gases exhibited
lower swelling pressures than polyatomic gases at high dry densities, but this behavior was less
significant at low dry densities, where all swelling behavior converged to the behavior of pure
water. The concentration and size of gas molecules in the interlayer were identified as critical
factors influencing the osmotic pressure difference that affects swelling. These findings provide
insight into the intricate interactions between gas molecules and clay minerals, their impact on
swelling pressure, and their potential utilization in designing and optimizing effective barriers
for deep geological disposal of nuclear waste. Additional studies are needed to examine the
influence of gas concentration on swelling pressure. Recent research [5] suggests that methane
solubility increases under confinement, indicating the need for further investigation in this
area.

Supporting Information

The supporting information (Appendix) contains the plots of the density distribution of water
and gases in the interlayer of smectites as well as their radial distribution functions.
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FIGURE 4.8: Density profiles of water and for CO2 molecules in the interlayer
ranging from d-spacing of 1.6 to 3.3 nm [34]
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FIGURE 4.9: Density profiles of water and for CH4 molecules in the interlayer
ranging from d-spacing of 1.6 to 3.3 nm [34]
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FIGURE 4.10: Density profiles of water and for Ar molecules in the interlayer
ranging from d-spacing of 1.6 to 3.3 nm [34]



4.5. Appendix 139

FIGURE 4.11: Density profiles of water and for H2 molecules in the interlayer
ranging from d-spacing of 1.6 to 3.3 nm [34]
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FIGURE 4.12: Density profiles of water and for He molecules in the interlayer
ranging from d-spacing of 1.6 to 3.3 nm [34]
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FIGURE 4.13: Radial distribution function of gas molecules and oxygen of water
molecule for all d-spacings and force constants
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Abstract

The very low hydraulic conductivity of smectite-rich clay rocks makes them suitable host-rock
for the construction of nuclear waste repositories and gas storage. The dominant mechanism
governing solute and fluid transport in these clays is diffusion. Conventional approaches to
solute transport describe clays as continuum media, oversimplifying the complex structure of
pore space at the micro to nanometer scales. To address the effect of molecular scale interac-
tion between solutes and mineral surfaces as well as the complexity of the pore space on the
mobility of solutes in clays we conducted a comprehensive study of water diffusion combin-
ing the large-scale molecular dynamics simulations with pore-scale random walk simulations
(RW) and lattice Boltzmann modeling (LB). Initially, we obtained local diffusion coefficients of
water in smectite clays through molecular dynamics simulations, considering pore size and the
effects relevant to the proximity to clay surfaces. These local diffusion coefficients were then
assigned to the pore-scale smectite clay model, where RW and LB simulations were performed
to determine the effective diffusion coefficient. To validate our approach, we compared the
results of the pore scale simulations with large-scale MD simulations performed for the same
structural model. Our findings demonstrate the significance of considering local diffusivities
within the representative elementary volume (REV) to obtain a comprehensive understanding
of transport mechanisms in porous materials, particularly across chemically reactive surfaces
like clay minerals.

5.1 Introduction

Clay-based materials possess distinct physical and chemical properties that render them highly
significant in various geological and environmental systems. Recently, these properties have
acquired attention in the field of energy and waste storage due to their low permeability and
high solute retention capacities, which effectively restrain the passage of fluids and chemical
substances through their structure [2, 4, 36, 63]. Numerous studies have dedicated considerable
attention to the examination of smectite clays as a prospective constituent in the deep geolog-
ical disposal of High-Level Radioactive Waste (HLW) for the purpose of effectively sequester-
ing the hazardous materials from the surrounding environment [17, 32, 35, 43]. In subsurface
environments, smectite clays like Na-montmorillonite exhibit nearly negligible hydraulic con-
ductivity [4] , resulting in molecular diffusion becoming the primary mechanism for fluid and
solute transport.
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Macroscopic diffusion phenomena are commonly described by Fick’s diffusion law [19]. Fick’s
second law mathematically predicts the impact of diffusion on concentration changes over time
and can be expressed as:

ϵ
∂Ci

∂t
= −∇ · Ji + Ri = ∇ · (ϵDREV

p ∇Ci) + Ri (5.1)

where, Ji represents the diffusion flux of species i, DREV
p denotes the pore diffusion coefficient of

species i in the Representative Elementary Volume(REV), Ci corresponds to the concentration of
the i′s species, ϵ represents the porosity and Ri accounts for source and sink effects arising from
the precipitation/dissolution of solid phases and sorption/desorption on mineral surfaces.

Considering the macroscopic properties of materials, the complex porous structure of clay me-
dia is often simplified by treating it as a continuum, where the properties of the media within
a Representative Elementary Volume (REV) are averaged [3]. The REV represents the small-
est volume from which a representative measurement can be obtained for the entire medium.
At smaller sampled volumes, variations in material properties exist, while at larger volumes,
properties remain constant. Continuum scale modeling divides domains into smaller volumes,
with the assumption that the smallest volume represents a volume equal to or larger than a
REV. This approach smears out phenomena occurring at scales below the REV. Molecular dy-
namics (MD) is a powerful method to study the diffusive transport of chemical species ranging
from nm to sub µm scale [1, 12, 20, 21, 49, 58, 59, 65]. Such information from the sub-REV scale
is necessary to understand molecular mechanisms responsible for the macroscopic diffusion
pathways in porous media, its relation to the local geometry of pore space, and the details of
the fluid surface interaction [14].

Advancements in molecular dynamics simulations have proven effective in studying the prop-
erties of clay materials [52, 53, 56]. With improved computational resources and parallelized
algorithms, realistic atomistic models of clay mineral systems can be simulated on a large scale
[52, 53]. However, conducting such simulations still requires substantial computational re-
sources and incurs high costs.

Pore-scale modeling is an intermediate simulation scale that bridges the atomistic scale and the
continuum scale. Various pore-scale methodologies such as random walk (RW) [14, 24, 29–31] ,
lattice Boltzmann (LB) [26, 34] , finite volume (FVM) [9, 46] , smoothed particle hydrodynamics
(SPH) [54, 67] and pore network modeling (PNM)[42, 60] have proven effective in examining
complex characteristics, including the pore structure of porous materials at a reduced computa-
tional cost compared to large-scale MD simulations. The study of diffusive transport in porous
clay materials has witnessed significant attention, particularly through the use of stochastic
particle-based simulations. Notably, techniques such as random walk (RW) [14, 24, 29–31] and
lattice Boltzmann (LB) [26, 34, 45] methods have emerged as prominent methods in this field.

The diffusion of chemical species within clays can be effectively studied using random walk
(RW) simulations. In a random walk method, mass and/or energy carriers (random walker
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particles) move stochastically with random displacement and directions defined by an algorithm-
dependent probability distribution function. Specific reflection conditions are implemented if
particles encounter impermeable boundaries. This stochastic process is characteristic of vari-
ous phenomena, including the Brownian motion of small particles due to thermal motion or
the spreading of an atom in a fluid. By applying appropriate statistical treatment, the random
walk model can reproduce Fick’s equation, which describes diffusion.

Labolle et al. [29] utilized random walk simulations to examine the properties of subsurface
porous materials, considering their spatial variability and the resulting changes in transport
coefficients. Churakov et al. [14] adopted a similar approach to explore the impact of miner-
alogical heterogeneities and anion exclusion on larger-scale diffusion coefficients in a model
clay structure that resembled typical clay materials. Furthermore, Gimmi et al. [24] employed
random walk simulations to replicate significant observations from experiments conducted on
Opalinus and Callovo Oxfordian claystone. Their study focused on investigating water reten-
tion properties and solute transport in clay under unsaturated conditions [24].

The kinetic theory of gases explains that gases consist of particles that interact according to
classical mechanics. However, due to the large number of particles involved, a statistical ap-
proach is needed. The Boltzmann distribution function, based on random collisions between
gas particles, describes the probability distribution of particle velocities in gas at equilibrium.
The Maxwell-Boltzmann distribution function quantifies the probability of finding a particle
with a specific velocity. Lattice Boltzmann models simplify Boltzmann’s concept by discretiz-
ing time and space, allowing the simulation of fluid behavior with fewer parameters. This
method has been shown to be an accurate solver for the weakly compressible Navier-Stokes
equation [48, 55]. The lattice Boltzmann modeling approach provides a versatile framework
for simulating a wide range of dynamic phenomena. These include unsteady flows, phase
separation, evaporation, condensation, cavitation, solute and heat transport, buoyancy, and
surface interactions [7, 10, 11, 18, 23, 25, 33, 39, 44, 45, 47, 51, 57, 62, 64, 66]. Moreover, this
method proves effective in achieving persistent metastable states [50].

Yang et al. [61] used lattice Boltzmann modeling to examine the diffusive transport of ions
in porous microstructures of clays, focusing specifically on anion exclusion. They successfully
provided direct evidence of flux variations resulting from an external temperature gradient
applied to saturated clay. Genty et al. [22] also employed a Two-relaxation-time (TRT) lattice
Boltzmann model to determine the effective diffusion coefficient of a non-reactive tracer within
a micro-fracture of argillite. The study conducted unveiled a quasi-linear correlation between
the effective diffusion coefficient at saturation within the range of 0.8 to 1. Furthermore, they
observed a power law relationship at saturations ranging from 0.2 to 0.8. The lattice Boltzmann
method offers an approach for coupling with other multi-physical models, enabling enhanced
comprehension of transport phenomena within porous materials [27, 37]. For instance, O’Brien
et al. [37] successfully combined the lattice Boltzmann model with a reactive transport model
to investigate heterogeneous reactive transport of chemical species in a porous media. This
coupling facilitated the incorporation of feedback between flow dynamics and chemical al-
terations. The validity of their model was confirmed through passive and reactive flow-cell
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experiments conducted at a laboratory scale.

In this study, we present an upscaling methodology that bridges the molecular and pore scales,
enabling a comprehensive analysis of the relationship between clay arrangement and the trans-
port of chemical species. Specifically, we propose a heterogeneous pore-scale simulation method
to investigate water diffusion in compacted porous smectite clay structures. Our approach uti-
lizes a bottom-up strategy, leveraging molecular dynamics to extract essential information. The
compacted smectite clay structure was developed by Underwood et al. [56], by a step-wise de-
hydration process in a large-scale molecular dynamics simulation, allowing the clay particles to
self-align and form structures resembling those observed in natural clays. In our heterogeneous
pore-scale model, we assign local diffusion coefficients derived from deterministic molecular
dynamics simulations within a smectite nanopore. This assignment correlates diffusion with
the proximity of the pore space to the clay surface and the size of the bounding clay interlayer,
capturing microscopic porosity and local transport. By doing so, we establish a connection be-
tween the molecular interactions occurring within individual pores and the overall behavior
observed at larger scales. To validate our modified approach, we compare the results of the
pore-scale simulations with a large-scale molecular dynamics (MD) simulation performed on
the same compacted smectite clay structure. Through this comparison, we calculate crucial
transport parameters, such as the effective diffusion coefficient and the geometric factor, which
provide valuable insights into fluid and chemical species transport on a continuum scale over
the long term. Furthermore, we establish a correlation between clay structural arrangement
and the effective diffusion coefficient.

5.2 Methods

5.2.1 Molecular dynamics simulation

The simulation setup is based on a set of clay model structures established by Underwood et
al. [56]. In that study, 30 hexagonal clay particles with random orientation solvated in 24 ×
24 × 40 nm3 were compacted in a series of molecular dynamics simulations. To simulate the
compaction of clay, a gradual dehydration process was employed. This involved the progres-
sive removal of water molecules and equilibration of the system under constant pressure and
temperature [56]. By conducting the dehydration process in a step-wise manner, the clay par-
ticles were able to align themselves and form structures that resemble those observed during
the dehydration of natural clay samples [56].

Several structures with different degrees of compaction were used for the simulation of diffu-
sive transport. One highly compacted clay structure (Figure 5.1). was employed in this study
for a direct benchmarking of the diffusion coefficient obtained by molecular dynamics simu-
lations and a multi-scale modeling approach based on LB and RW simulations. The structure
consisted of 30 particles arranged within a simulation cell measuring 24 × 24 × 7 nm3, with
a dry density of 1.67 g/cm3 and a porosity of 0.45. The individual clay particle used was
a Na-montmorillonite, characterized by the stoichiometry Na0.8[Al3.2Mg0.8]Si8O20(OH)4. Iso-
morphous substitutions of Mg2+ with Al3+ in the octahedral sheets were randomly distributed
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while maintaining the constraint of no adjacent substitutions. To achieve charge neutrality, the
resulting negative structural charge was counterbalanced through adsorbed Na ions.

FIGURE 5.1: Snapshot of compacted smectite clay structure solvated with water.
The system shows stacking features and correlations representative of the clay
matrix. In the visualization, water molecules are depicted in cyan, while the clay
platelets are represented by different colors: oxygen in red, silicon in light brown,
aluminium in grey, magnesium in green, hydrogen in white, and sodium in blue.

Reproduced with permission [56].

Classical molecular dynamics simulations were conducted using the GROMACS software pack-
age to investigate the behavior of the system. The interatomic interactions within the clay
atoms were modeled using the CLAYFF force field [15], while the SPC/E model [5] was em-
ployed to describe the water molecules. To prepare the system for production runs, an energy
minimization step was performed, followed by a 1 ns equilibration period in the NVT ensem-
ble at a temperature of 300 K. Periodic boundary conditions were applied to mimic an infinite
system. Subsequently, a 72 ns long production run was carried out in the NVT ensemble to
calculate the diffusion coefficient of water in the composite clay model. The temperature of the
system was regulated using the velocity rescaling thermostat [8].

For the calculation of short-range interactions, the Lennard-Jones potential and short-range
Coulomb potential were employed, with a cutoff distance set at 1.2 nm. Long-range electro-
static interactions were evaluated using the particle-mesh Ewald (PME) method [16]. In order
to maintain the stability of bonds involving hydrogen atoms in both clay and water, the LINCS
algorithm was utilized as a restraint. Additionally, the SHAKE algorithm was applied to con-
strain the geometry of each water molecule during the simulation.

The diffusion coefficients DMD were derived from the slope of a plot of the mean square dis-
placement using the Einstein relation:

DMD =
1

2nt
⟨|r(t0)− r(t + t0)|2⟩ (5.2)

where r(t0) is the position of the molecule of interest at time zero; r(t + t0) is the position of the
particle after t-time interval and n is the dimension of the diffusion process considered.

To account for factors influencing diffusion through the porous medium, such as fluid-surface
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interaction and geometric effects, the geometric factor (G) was calculated (assuming the acces-
sible porosity to be equal to the total porosity) using the following relationship:

De = θa
D0

G
(5.3)

where, De represents the effective diffusion coefficient, D0 is the bulk diffusion coefficient, G
represents the geometric factor and θa is the accessible porosity.

5.2.2 Pore structure setup for the pore-scale simulations

The clay geometry, which comprised platelets composed of atoms, was converted into a 3D
numerical grid representing clay solids and pores. The grid had a resolution of 0.1 nm in all
dimensions (Figure 5.1). The extent of the solid was adjusted to ensure that the total mass
of water in the system is equivalent to that of the molecular dynamics (MD) setup. As a re-
sult, the masses of water in the pore-scale setup and MD setup for the highly compacted clay
were 125.43 g/kgclay and 110.7 g/kgclay, respectively. The impermeable regions (solids) were
assigned a diffusion coefficient of zero, thereby restricting particle mobility solely to the open
pore space of the sample.

Water structure and mobility at the clay water interface are affected by the interaction with the
clay surface. Studies on water distribution within a smectite slit pore have revealed distinct
structural arrangements near the clay surface, transitioning to behavior similar to the bulk at
distances greater than 1.0 nm from the surface [13, 38]. In pores smaller than 1.0 nm, the water
behavior differs from that at the surface of larger pores, as there is no bulk-like region, and
water molecules are entirely confined by clay surfaces.

Three upscaling approaches with increasing levels of complexity were employed to evaluate
the water diffusivity for the entire sample. In the first approach, a constant diffusion coeffi-
cient, equivalent to the bulk diffusion coefficient of water, was assigned to the entire pore space
domain. The second approach involved determining local diffusion coefficients for each pore
voxel based on its proximity to the clay surface. These coefficients were obtained from indepen-
dent molecular dynamics simulations of water in a smectite slit pore with a size of 4.7 nm. The
density distribution profile of water within the slit pore shows well defined layer-like structure
within 1.0 nm of interface Figure 5.2. The diffusion coefficients in each layer were determined
from MD simulation in our previous study [38]. These data were assigned to the voxels de-
pending on their closest distance to the surface (see Table 5.1). Note that the interlayer and the
big pores were treated in the same way in the first two approaches. In the third approach, the
system complexity was increased considering the interlayer as an additional pore type. Pore
voxels located in between clay platelets 0.1 - 0.9 nm apart were indexed as interlayers. The spe-
cific values obtained are reported in Table 5.1. To visualize the diffusion coefficients within the
pore space and demonstrate the three different approaches, Figure 5.3 shows the setup of the
pore-scale system for the highly compacted smectite clay and the corresponding distribution.
Additional information regarding the color bars in Figure 5.3 can be found in Table 5.1, where
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each number from 0 to 7 represents the local diffusion coefficient associated with a particular
system.

FIGURE 5.2: Density distribution of water in a 4.7 nm smectite slit pore. The
shaded regions represent the different structuring of water within the pore.
Green, blue, pink, and cyan shades are used to denote surface 1, surface 2, sur-
face 3, and bulk respectively. These regions are of sizes 0.35, 0.35, 0.40, and 2.5

nm respectively.

TABLE 5.1: Distribution of Local diffusion coefficients

Solid Interlayers External pores
1W 2W 3W surface 1 surface 2 surface 3 bulk

D (nm2/ns) 0.0 0.15 1.23 1.58 1.80 1.91 2.03 2.30
Color bara

A1 0 1
A2 0 1 2 3 4
A3 0 1 2 3 4 5 6 7

a Description of color bars in each approach as shown in Figure 5.3

The highly compacted clay structure of 1.67 g/cm3 presented in Figure 5.3 was used as a bench-
mark to compare random walk, lattice Boltzmann and molecular dynamics simulations. To in-
vestigate the influence of microstructural arrangement on transport, a set of five smectite clay
structures with different porosity levels were used to perform pore-scale simulations. The ini-
tial structures were developed by Underwood et al. [56]. Figure 5.4 shows the porous clay
structures, demonstrating the distribution of local diffusion coefficients using approach A3
across various porosity levels.
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(a)

(b)

(c)

FIGURE 5.3: A snapshot of the random walk system configuration illustrating the
distribution of diffusion coefficients within the pore space. The corresponding
equivalent MD system configuration is on the right. The three systems can be
defined as follows: (a) A1: This system is populated with a constant diffusion
coefficient throughout the entire pore space. (b) A2: In this system, diffusion
coefficients vary locally within the pore space based on proximity to the clay
surface. (c) A3: Similar to A2, this system incorporates local diffusion coefficients
dependent on proximity to the clay surface. Additionally, it considers pore spaces

within 1-3 water layers. The color bar is described in Table 5.1.

5.2.3 Random walk simulation

To simulate pore-scale diffusion in the porous clay structure, a random walk algorithm, as de-
scribed by Churakov et al. [14], was utilized. This algorithm offers the advantage of accurately
incorporating heterogeneous local diffusion coefficients. The governing equation fundamental
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FIGURE 5.4: A snapshot showing the distribution of diffusion coefficients within
the pore space for various pore structures. The pore structures (a) to (e) corre-
spond to different configurations: (a) ρdry = 0.33 g/cm3, θ = 0.89; (b) ρdry = 0.67
g/cm3, θ = 0.78; (c) ρdry = 1.00 g/cm3, θ = 0.67; (d) ρdry = 1.32 g/cm3, θ = 0.56; (e)

ρdry = 1.67 g/cm3, θ = 0.45.

to this algorithm was applied:

δx = Z
√

2D(x(t))∆t (5.4)

xk(t + ∆t) = x(t) + Z
√

2D(x(t) + δx)∆t (5.5)
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where, δx represents the predictor step, Z denotes a random number generated from a Gaus-
sian distribution, D(x(t)) corresponds to the diffusion coefficient of a particle located at the
position x(t). Additionally, D(x(t) + δx) represents the diffusion coefficient obtained at posi-
tion x(t) + δx and xk denotes the position of a particle after a time increment of t + ∆t.

In this algorithm, the random number (R) is employed to generate the predictor step (δx).
Subsequently, the diffusion coefficient (D(x(t) + δx)) at the position x(t) + δx is determined.
This diffusion coefficient is then utilized in the corrector step to displace the particle to the
position xk(t + ∆t), using the same random number (R). This algorithm and the computer
implementations have been verified through comparisons with analytical solutions [14, 31].

3D random walk (RW) simulations of sample scale diffusion were conducted with a periodic
boundary condition implemented in all directions. Within each simulation run, 2 × 104 parti-
cles were uniformly distributed within the pore space. The choice of this particle number was
based on a convergence test performed by Churakov et al. [14] in RW simulations. The time
step used in the simulations was determined according to the equation:

∆t = 10−3 ∆x2

Dmax
(5.6)

The small time step (eq 5.6) allows particles to accurately capture the local diffusion proper-
ties as they move through the sample, ensuring that regions with low diffusion coefficients
are not neglected. Furthermore, this time step minimizes errors associated with reflections at
impermeable boundaries [14].

The diffusion coefficients DRW were derived from the slope of a plot of the mean square dis-
placement using the Einstein relation:

DRW =
1

2nt
⟨|r(t)− r(0)|2⟩ (5.7)

5.2.4 Lattice Boltzmann modeling

In this work, lattice Boltzmann simulations were conducted using the passive scalar advection
and diffusion model described by Prasianakis et al. [40]. At the macroscopic level, the model
involves a fluid medium represented by discrete kinetic equations for populations denoted as
fi(x, t), aiming to accurately reproduce the Navier-Stokes equations. Furthermore, the model
incorporates multiple sets of passive scalar coupled populations, enabling the simulation of
solute diffusion.

The Boltzmann equation using the Bhatnagar-Gross-Krook collision approximation reads:

∂ fi

∂t
+ ci · ∇ fi + F · ∇ci fi = −

fi − f eq
i

τ
(5.8)

where, the single-particle distribution function in the phase space (x, ci, t) is represented by
f (x, ci, t), while the corresponding equilibrium distribution function is denoted as f eq(x, ci).
Here, x refers to the position vector, ci represents the microscopic velocity, F(x, t) is a body
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force, and τ is the relaxation time. The relaxation parameter is related to the local diffusion
coefficient:

D =
τ

3
(5.9)

For the 2D simulations, the guided equilibrium D2Q9 lattice model was selected as the basis
model [41], for which the discrete velocities of the populations fi are:

cx = {0, 1, 0,−1, 0, 1,−1,−1, 1} (5.10)

cy = {0, 0, 1, 0,−1, 1, 1,−1,−1} (5.11)

The corresponding population-moments to the density of the solution ρ , the velocity ua and
the momentum ja in the x,y direction is given as:

ρ =
8

∑
i=0

fi (5.12)

and

ua =
1
ρ

8

∑
i=0

ficia (5.13)

and

ja =
8

∑
i=0

ficia (5.14)

The guided equilibrium populations f eq for the fluid density is given as:

f eq
i = ρ ∏

a=x,y

2c2
ia − 1

2c2
ia

(c2
ia − 1 + ciaua + u2

a) (5.15)

To model the diffusion of solutes, a second equilibrium population of solute concentration is
necessary. This is given as:

geq
i = Ci, ∏

a=x,y

2c2
ia − 1

2c2
ia

(c2
ia − 1 + ciaua + u2

a) (5.16)

where Ci is the concentration of solute and ua is the macroscopic velocity obtained from the
basis model (eqn 5.13). The relevant population moment that corresponds to the concentration
is:

Ci =
8

∑
i=0

fi (5.17)

The lattice Boltzmann (LB) simulation employed periodic boundary conditions at the top and
bottom of the computational domain. On the left and right boundaries, a differential concen-
tration (in lattice units) was applied, creating a diffusive gradient across the domain from left
to right (along the direction parallel to the clay layering (Figure 5.3)). The mass flux was lo-
cally measured at a cross-section in the middle of the computational domain, perpendicular
to the flux direction. The simulation was run until a steady state was reached, which allowed



160

to measure the effective diffusivity along the direction parallel to the clay layering. A similar
approach was adopted for the top and bottom boundaries, with a differential concentration,
while periodic boundaries were used on the left and right boundaries. This setup enabled the
examination of diffusion in both parallel and perpendicular directions to the clay layering.

5.3 Results and discussion

5.3.1 Validation of pore-scale simulation methodology

To validate our different upscaling approaches, we compared the results of the large-scale
molecular dynamics (MD) simulation with the random walk (RW) simulations. Both MD and
RW simulations were conducted for a total simulation time of 72 ns, and the mean square dis-
placement (MSD) was calculated using the particle trajectories throughout the entire simulation
period.

Figures 5.5a and 5.5b compare the mean square displacement (MSD) plots obtained from MD
simulations and RW simulations (A1 and A2 approaches). In A1, a constant bulk water dif-
fusion coefficient of 2.3 nm2/ns was uniformly applied throughout the entire pore domain.
However, in A2, local diffusion coefficients were assigned to different regions of the pore space
based on their proximity to the clay surface. The results reveal a noticeable difference between
the MD simulations and A1/A2 simulations, with A1 and A2 exhibiting a considerably steeper
slope. This difference suggests that the particle mobility in A1 and A2 is significantly higher
than in the MD simulations, indicating that A1 and A2 fail to accurately capture molecular-
scale dynamics. Merely incorporating local diffusion coefficients based on surface behavior is
inadequate to fully replicate the particle dynamics observed in the MD simulations within the
RW simulations. One possible explanation is that in larger pores, the impact of surface diffu-
sion on overall pore diffusion diminishes, and the dominant factor becomes the bulk diffusion
behavior of water. This idea finds support in the significant bulk behavior observed in larger
pores, as evident from the density distributions of water in a slit pore at various pore sizes [38].

Figure 5.5c presents a comparison of the mean square displacement plots between the MD sim-
ulation and the RW approach A3 simulation. In A3, we extended the A2 approach by taking
into account the behavior occurring within 1 - 3 water layers, which corresponds to the typical
size of a clay interlayer. Within this interlayer, the bulk behavior diminishes or may not exist,
leading to potentially different mobility compared to the surface. The results demonstrate that
the mean square displacement curves of the MD and A3 simulations are nearly parallel, indi-
cating that the retention of particles at the clay surface and within clay interlayers is accurately
captured.

Generally, it is widely observed that particle displacement along the layering of clay parti-
cles (x- and y-direction) is faster compared to displacement perpendicular to the layering (z-
direction), as shown in Figure 5.5c. The mean square displacement (MSD) curves exhibit an
initial ballistic regime, extending up to 20 ns in the RW simulation and up to 10 ns in the MD
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(a) (b) (c)

FIGURE 5.5: Comparison of the mean square displacement obtained in large-
scale MD and RW simulations from approach (a) A1 (b) A2 (c) A3

simulation. These differences in the short-time behavior of the MSD curves are due to the dif-
ferences in the short-range interaction between MD and RW particles. This short time dynamics
however is irrelevant to the macroscopic diffusion.

Comparison of 2D lattice Boltzmann and 2D RW simulation

A 2-dimensional representation of the clay pore structure was obtained by extracting a slice
from the 3D geometry shown in Figure 5.3a. Minor adjustments were made to improve con-
nectivity in the 2D plane, with minor interventions. The resulting 2D geometry used for the
lattice Boltzmann (LB) simulation is shown in Figure 5.6.

The upscaling approach A1 and A2 were implemented in the lattice Boltzmann (LB) simulation.
The 2D configuration of the lattice Boltzmann simulation, illustrating the distribution of local
diffusion coefficients (nm2/ps) within the pore space based on proximity to the clay surface, is
shown in Figure 5.7.

The 2D lattice Boltzmann modeling involves measuring a species concentration transport rate
at a steady state under the given concentration gradient. This rate is then compared to the
diffusion coefficient of the species in bulk water, resulting in the determination of the effective
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FIGURE 5.6: Configuration of the 2D clay structure for lattice Boltzmann mod-
eling. Clay particles and pore space are represented by red and blue regions,

respectively.

FIGURE 5.7: Snapshot of the lattice Boltzmann system configuration showcasing
the spatial distribution of diffusion coefficients (nm2/ps) within the pore space

based on proximity to the clay surface.

diffusion coefficient (De). To further compare the lattice Boltzmann modeling with random
walk simulation, a random walk simulation was conducted using the same 2D clay structure
as the lattice Boltzmann model. Table 5.2 presents the De values obtained from both the lattice
Boltzmann (LB) and random walk (RW) simulations.

TABLE 5.2: Effective diffusion coefficients derived from 2D LB and RW simula-
tions

diffusion coefficients [10−10, m2s−1]
De∥ De⊥

LB-2D-A1 3.13 0.84
LB-2D-A2 2.27 0.63
RW-2D-A1 3.44 0.79
RW-2D-A2 2.75 0.59

The results demonstrate a good agreement between the random walk (RW) simulation and
the lattice Boltzmann (LB) modeling with a deviation factor of about 1.1. As we proceed, our
future work aims to extend the LB modeling approach to encompass a three-dimensional (3D)
model, thereby enhancing the accuracy and applicability of our findings. The actual wall time
for the simulations in a 1 CPU core is 8.2 × 101 seconds for the RW simulation and 4.3 × 105

seconds for the LB simulation. It is worth noting that the RW simulation offers a computational
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advantage compared to the LB and MD simulations, however, the advantage of LB is that it can
be extended to simulate ions transport.

5.3.2 Diffusion of water in highly compacted smectite clay

The effective diffusion coefficient for water in the model clay sample was determined using
equations 5.2 and 5.7 for the large-scale MD and RW simulations, respectively. The calculation
excluded the ballistic regime and focused on the linear part of the slope to determine the ef-
fective diffusion coefficient. The obtained effective diffusion coefficients for the MD and RW
simulations are presented in Table 5.3.

TABLE 5.3: Effective diffusion coefficients derived from large-scale MD and RW
simulations for clay sample with density 1.67 g/cm3

diffusion coefficients [10−10, m2s−1]
De∥ De⊥ G∥ [-] G⊥

MD 2.33 0.26 9.87 88.46
RW-A1 5.66 0.64 4.06 35.82
RW-A2 4.61 0.52 4.99 43.98
RW-A3 2.20 0.24 10.45 97.45

The effective diffusion coefficient values reveal that A1 and A2 simulations overestimate the
diffusion coefficient compared to the MD simulation by factors of approximately 2.45 and 1.99,
respectively. In contrast, A3 shows a close agreement with the large-scale MD simulation,
differing by only 4%. These results highlight the significance of incorporating both surface dif-
fusion and interlayer diffusion behavior in pore-scale random walk simulations to accurately
determine the effective diffusion coefficient and validate the proposed model, RW-MD for es-
timation of the sample-scale diffusion coefficients. It is also worth mentioning that computa-
tional resources necessary for the estimation of water diffusion in MD are almost 105 orders of
magnitude larger than the ones needed for the combined MD-RW approach. Furthermore, the
RW-MD approach can rely on existing MD data for clay minerals conducted in the past.

5.3.3 Dependence of diffusion on porosity

The random walk simulation was performed for a prolonged period of 5× 106 ns on the porous
clay structures (Figure 5.4) in order to study the influence of microstructural alterations on dif-
fusion. The relationship between porosity and relative effective diffusion coefficients is shown
in Figure 5.8. The results demonstrate that the effective diffusion coefficient increases with in-
creasing porosity. This increase is attributed to the decreased tortuosity experienced by fluid
particles in highly porous clay structures.

Furthermore, it was observed that the effective diffusion perpendicular to the clay layering
eventually converges to the value of the effective diffusion coefficient parallel to the clay lay-
ering at high porosity. This convergence can be attributed to the almost uniform tortuosity
observed in all directions at higher porosity levels, as the tightly packed structural arrange-
ment becomes less compact and ordered. The difference between the structural arrangements
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at 90% porosity (Figure 5.4a) and 45% porosity (Figure 5.4e) clearly illustrates this distinction.
Additionally, in Figure 5.8, the experimental data of the effective diffusion coefficient in Na-
montmorillonite [6] and Na-bentonite [28] is shown. The effective diffusion coefficient obtained
from pore-scale modeling demonstrates a fairly good agreement with the experimental values.

FIGURE 5.8: Relative effective diffusion coefficients of water as a function of clay
porosity. Red and blue markers represent values obtained from this study for dif-
fusion parallel and perpendicular to clay layering respectively. Black and green
markers represent experimental data obtained for Na-montmorillonite [4] and

Na-bentonite [28] respectively.

5.4 Conclusions

In this study, we have presented computationally efficient and comprehensive pore-scale mod-
eling to accurately determine the effective diffusion coefficient of water in compacted porous
Na-montmorillonite combining atomistic simulations and pore-scale modeling based on the
random walk and/or lattice Boltzmann. Our approach involved multiple steps, including the
generation of a compacted clay structure using molecular dynamics simulations [56], deriva-
tion of local diffusion coefficients based on pore space proximity to clay surfaces and interlayer
size, 3D large-scale molecular dynamics simulation to determine the effective diffusion coeffi-
cient of water, conversion of the MD structure to a numerical grid, and subsequent 3D random
walk simulations.

Our modeling reveals that both surface diffusion and interlayer mobility need to be explicitly
considered to obtain an accurate estimation of diffusion coefficients in pore-scale modeling.
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Furthermore, the effective diffusion coefficients obtained from the refined random walk simu-
lation and the large-scale MD simulation exhibit good agreement with experimental data.

Furthermore, we conducted a comparative analysis between the random walk simulation and
lattice Boltzmann modeling, employing the up-scaling principles, and discovered a good agree-
ment between the two approaches. Notably, the random walk simulation exhibits a notable
advantage in terms of computational resource utilization when compared to lattice Boltzmann
modeling and molecular dynamics simulations. However, it is worth mentioning that the lat-
tice Boltzmann method possesses the added advantage of being adaptable for simulating ion
transport, a task that would prove more challenging using the current random walk method.

The obtained effective diffusion coefficients can now be used as input parameters for contin-
uum diffusion equations. The proposed up-scaling approach proves to be robust, versatile, and
capable of unraveling the complex relationship between the structural and diffusion properties
of porous media. In future studies, we aim to extend our simulations to larger samples and
consider partial saturation to further enhance our understanding of these systems.
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6.1 Conclusions

This thesis investigates the transport mechanisms of gas in porous clay materials and explores
the relationships between the structural properties of the clay minerals and the mobility of
small gaseous molecules. Specifically, it focuses on smectite-rich clay rocks, which are consid-
ered suitable host rocks for deep geological repositories of nuclear waste. A thorough compre-
hension of gas transport behavior and related processes within these repositories is essential to
ensure the safe and reliable design of waste storage systems.

Conventionally, experimental studies are conducted to investigate the behavior of fluids in
porous media, with the goal of obtaining their transport parameters. These parameters are cru-
cial for assessing the suitability of host rocks and designing effective barrier materials. How-
ever, laboratory and field experiments may not fully capture the long-term evolution of trans-
port processes and the changes in thermo-hydro-mechanical-chemical conditions specific to the
subsurface environment. Consequently, numerical and computer simulations have emerged as
invaluable tools for investigating transport mechanisms and examining system behavior be-
yond the limitations of experimental methodologies. Moreover, numerical and computer sim-
ulations offer a unique opportunity to comprehend experimental results, explore scales and
processes that are not detectable through experiments alone, and enhance our understanding
of the underlying transport mechanisms. In this study, molecular dynamics simulations have
been employed to observe fluid behavior at the nanoscale, and a methodology has been devel-
oped to upscale the results to a pore scale using pore-scale simulations. By integrating these
simulation techniques, a more comprehensive understanding of gas transport in porous clay
materials can be achieved.

We have conducted a comprehensive investigation of gas diffusion behavior at the nanoscale
using molecular dynamics simulations. Our main objective was to gain insights into the mobil-
ity of gases within clay nanopores and interlayer spaces. Gas mobility is influenced by several
factors, including pore size, degree of saturation, pressure, temperature, and the specific inter-
action between the gas molecule and mineral surfaces. To this aim, the mobility of gases (Ar,
He, H2, CH4, and CO2) was investigated in fully saturated and partially saturated slit pores of
smectite particles using classical molecular dynamics simulations. In the fully saturated sys-
tem, gas molecules were dissolved into the water and the pore size was varied at a constant
molar ratio of gas to water. By analyzing simulation results, a general relationship between the
mobility of gases and their fundamental molecular properties was established. Our findings
revealed that the diffusion of gases is significantly influenced by three key factors: the min-
eralogy of the confinement (specifically, the type of clay), the size of the clay nanopore, and
the hydrodynamic radius of the gas molecule (which indicates the gas type). Based on these
results, we derived an equation that effectively connects these parameters. This equation will
be invaluable for macro-scale numerical modeling and laboratory experiments. The repository
is expected to undergo a temporal desaturation process that will require a significant amount
of time for the system to re-saturate. Gas mobility in this case will be in partial saturation. Con-
sequently, a two-phase model was setup containing a hydrated surface of smectite particles
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and gas-filled porosity. By varying the water film thickness, different degrees of saturation in
the system were emulated. In such a setup the gas migration takes place both in the gas-rich
and liquid-rich phases. At the partially saturated conditions, the advective transport in the
gas phase can be a dominant transport mechanism. Accordingly, both gas diffusion and gas
dynamics were investigated under partial saturation. The simulation results suggest that the
gas-diffusive behavior in this system exhibits a transition regime characterized by a combina-
tion of molecular diffusion and Knudsen diffusion. As a result, Fick’s law, which is commonly
used to describe diffusion processes, is not suitable in this case. Our findings highlighted that
gas diffusion is influenced by multiple factors, including the thickness of the water films, the
mean-free path of the gas molecules, and the average available pore width. A Bonsanquet-type
approximation was successfully applied to establish a relation between these parameters and
the diffusion coefficient. When a pressure gradient is applied, gas under partial saturation be-
gins to flow as a free phase, and the transport of the gas phase is controlled by the dynamic
viscosity of the gas. This emphasizes the significance of the second approach, which focuses on
gas dynamics under partial saturation. To investigate the viscosity of gases confined between
water films in a clay nanopore, classical non-equilibrium molecular dynamics simulations were
conducted. Similar to diffusivity, the viscosity evolution as a function of pore size exhibits a
transition regime, being controlled by the thickness of the water films, the mean-free path of gas
molecules, and the average available pore width. In the same way, the relationships between
these parameters and viscosity could be approximated by the Bosanquet-type approximation.

While studying the gas transport mechanism through clay barriers and how the conditions
within the clay influence this transport, it is essential to acknowledge the mutual effects at
play. It is equally important to understand how the clay barrier itself is affected by gas gener-
ation and transport. One significant aspect of this interaction is the swelling behavior of clay.
By investigating the swelling behavior, one can gain insights into the potential changes in clay
structure, permeability, and other properties, which in turn affect gas transport and barrier in-
tegrity. The effect of dissolved gases on the swelling pressure in smectites was investigated
by classical molecular dynamics simulations in the osmotic ensemble. The results of the simu-
lations suggest that the presence of gas molecules had a notable impact on the swelling pres-
sure of Na-montmorillonite, resulting in an increase of approximately 3 MPa. This increase
in swelling pressure can be attributed to the increased solubility of the gas molecules as the
swelling pressure rises. As the pressure within the clay increases, more gas molecules dissolve
into the system, leading to an enhanced swelling pressure.

Molecular dynamics simulations provide insight into fluid behavior at the nanoscale to mi-
croscale. However, when it comes to designing clay barriers, the actual parameters used are
based on macroscopic observations. In order to bridge the gap between molecular and contin-
uum behavior, an intermediate scale (pore scale) simulation was implemented. This simulation
incorporates the molecular interactions between the fluid and mineral surfaces, thus connect-
ing them to the larger continuum behavior. Large-scale molecular dynamics simulations can
achieve this as well, but they require significant computational resources. In this study, two
pore-scale simulation approaches; random walk (RW) and lattice Boltzmann (LB) simulations
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were benchmarked. These simulations enabled us to calculate the effective diffusion coeffi-
cient of water in a compacted porous smectite clay sample. The results were then compared
with large-scale molecular dynamics simulations performed on the same clay sample. A very
good agreement between the 3D RW simulation and the large-scale MD simulations, as well
as between 2D lattice Boltzmann modeling and 2D random walk simulations was observed.
This work highlights also the consistency and transferability of results between the different
computational methods. Overall, the results demonstrated a close agreement with experimen-
tal work conducted on Na-montmorillonite and Na-bentonite, and a relationship between the
effective diffusion coefficient and the microstructural changes was established.

Although molecular dynamics allows for the exploration of numerous molecular properties,
this study simplified certain steps. Specifically, we focused on a basic Na-montmorillonite clay
with Mg substituting for Al in the octahedral sheet. However, it’s important to note that in nat-
ural montmorillonite, Al can also replace Si in the tetrahedral sheet. This substitution leads to
variations in the clay’s surface charge and surface charge distributions. Previous studies have
demonstrated that the specific distribution of these substitutions affects the hydrated mont-
morillonite’s structural and dynamic properties, including the mobility of aqueous species,
swelling behavior, and interlayer structure (Liu et al., 2008; Ngouana et al., 2014; Kosakowski
et al., 2008; Sun et al., 2015). Therefore, the transport parameters and swelling pressure calcu-
lations obtained in this study are limited to our simplified clay model and may not precisely
capture the behavior of other clay structures. Nonetheless, they provide a valuable initial ap-
proximation.

The concentration of gas plays a significant role in determining the diffusion coefficient, mak-
ing gas solubility an essential parameter to consider [1, 3, 5]. Moreover, studies have re-
vealed that confinement enhances gas solubility, particularly in the case of methane [1]. Typi-
cally, at ambient conditions, gases exhibit low solubility, resulting in an insufficient number of
molecules for accurate molecular dynamics simulations. In our study, we employed a gas con-
centration of 0.5 mol/L, which exceeds the typical gas solubility limit observed in bulk water
under ambient conditions. Despite this higher solubility limit, our model successfully repli-
cated experimental results for self-diffusion coefficients. To accurately quantify gas diffusion
under varying conditions, a recommended approach involves conducting a Grand Canonical
Molecular Dynamics simulation to accurately estimate gas solubility. Subsequently, diffusion
computations can be performed.

The assumptions made in partial saturation simulations, such as considering planar thin films
of water adsorbed to slit clay nanopores, may oversimplify the gas phase transport process.
Clay nanopores, however, exhibit diverse morphologies including spherical or cylindrical shapes,
which can deviate from perfect planarity [2, 4]. These variations in pore size and geometry can
significantly influence pore saturation. Furthermore, gas transport may not occur as a contin-
uous phase along the thin water film, but rather as gas bubbles enveloped by water, leading
to curvature in the water layer. Thus, to accurately describe the behavior of gas in actual clay
materials, it is crucial to consider the influence of pore morphology on gas diffusion and the
diffusion of gas bubbles through the water.
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The molecular dynamics simulation accurately predicted the swelling pressure of smectite clay
based on its dry density. However, when the clay dry density was very high, there was a dis-
crepancy compared to experimental results obtained from macroscale smectite samples. This
difference arises because the molecular dynamics simulations mainly consider the interaction
between perfectly aligned clay platelets, whereas the experimental samples are composed of
partially aligned and disordered mineral grains represented by aligned TOT stacks. The con-
tribution of TOT stacks with mono- and bi-layer water to the swelling pressure is minimal.
The primary factor influencing the experimentally measured swelling pressure under these
conditions is the osmotic interaction occurring in larger inter-particle pores and at the grain
boundaries. Therefore, when dealing with high densities, a more robust methodology such as
pore-scale swelling pressure calculations is necessary to accurately quantify swelling pressures.

Pore-scale simulations of water diffusion in porous clay smectite structures successfully pro-
vided insights into the diffusion process. It should be acknowledged, however, that this study
solely considered a saturated system, neglecting the possibility of partial saturation where
some pores are fully filled, while others may be dry or partially filled. In the case of partial
saturation, the transport of water or gas species becomes more complex. In order to provide
a more comprehensive understanding of the transport phenomena within the clay structures,
specific transport processes due to the saturation of the pore must be described. The 2D lattice
Boltzmann model was successfully applied and compared to the 2D random walk simulation.
It was however challenging, from the side of the computational resources to apply a full 3D
lattice Boltzmann simulation of a finely resolved complex structure of clay’s tortuous char-
acteristics. Consequently, there is a need for an enhanced lattice Boltzmann simulation in a
3D environment to accurately assess the applicability and limitations of the lattice Boltzmann
method.

6.2 Outlook

The large-scale smectite clay structure investigated in this work by RW and LB simulations con-
sidered clay particles to be rigid. This means that any variations in the chemical composition
of the fluid or changes in swelling pressure are not accounted for in the microstructure. Con-
sequently, such a model would not be able to capture the effects related to alterations in pore
size distribution or particle orientation resulting from phenomena such as swelling, shrinkage,
precipitation, and dissolution.

A flexible representation of clay particles and accounting for the mechanical coupling between
them would be an important step toward the development of the clay microstructure mod-
els. This approach will enable to account for the influence of mechanical load and pore water
thermo-chemistry factors, such as ionic strength, temperature-controlled swelling, and capil-
lary forces on the evolution of clay microstructure, including changes in pore size distribution
and clay particle arrangement. This will lead to a breakthrough in accurately describing the
pore structure and its response to changes in thermal-hydraulic-mechanical-chemical (THMC)
conditions.
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Another critical aspect to explore is the time-dependent evolution of clay microstructure during
the de- and re-saturation processes. By studying the hysteresis in water uptake and the accom-
panying changes in microstructure, one can gain insights into the cracking mechanisms that
occur during desaturation. Additionally, investigating the potential self-sealing mechanism of
macroscopic cracks caused by local clay particle dispersion and swelling into the macroscopic
pore space holds promise for understanding the sealing efficiency of clay barriers.

Another significant aspect for future studies could involve exploring reactive transport sce-
narios that incorporate precipitation and dissolution reactions within the simulation frame-
work, coupled with sensitivity analyses. This approach will enable predicting the effect of
pore changes as a result of the chemical reaction on the clay surface on the mobility of the gas
transport and design appropriate mitigation strategies.

In summary, future research endeavors should focus on the development of a molecular/pore-
scale model to capture clay microstructure evolution and the evaluation of gaseous molecule
transport within clay systems. By integrating these advancements into our simulations, we can
enhance our understanding of the intricate interplay between physical, chemical, and mechan-
ical factors influencing clay behavior. This, in turn, will enable more accurate predictions and
improved reliability of clay-based geological barriers in various applications.
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