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ABSTRACT
The deployment of Internet of Things (IoT) temperature sensors
in urban areas is essential for the monitoring and understanding
of the thermal environment. However, accurate temperature mea-
surements can be compromised by factors such as direct sunlight,
leading to overheating and inaccurate readings. We propose a Ma-
chine Learning-based approach that addresses this challenge by
dynamically ventilating the sensor environment using small fans,
enabling accurate and energy-efficient temperature measurements.
This paper focuses on two interconnected problems: predicting
steady-state temperature using a limited window of initial tempera-
ture measurements and investigating the impact of ventilation time.
We employ various DNNs suitable for low-power IoT sensor devices
to predict temperature using multivariate time series from different
sensors and compare their accuracy. Furthermore, we highlight the
tradeoff between prediction accuracy, which is correlated to the
length of the observed input sequence, and energy consumption
dependent on ventilation time. By adopting advanced prediction
techniques, we can develop efficient IoT systems for accurate and
energy-efficient environment monitoring in smart cities.

CCS CONCEPTS
• Information systems → Sensor networks; • Computing
methodologies→ Neural networks; Distributed artificial in-
telligence; • Hardware → Temperature monitoring.
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1 INTRODUCTION
Deploying Internet of Things (IoT) devices, particularly temperature
sensors, in urban areas has revolutionized our ability to monitor
and understand the dynamic thermal environment. These sensors
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play a crucial role in applications such as urban planning, building
management, and environmental monitoring for smart cities [1].
However, their accuracy can be compromised by local factors such
as direct sunlight, which can cause the sensors to overheat and
yield inaccurate temperature readings. To address this challenge, we
introduce a Machine Learning (ML)-based approach for ventilating
the sensor environment using small fans, enabling accurate and
energy-efficient temperature measurements.

This paper focuses on two interconnected problems that arise
in the context of the IoT temperature sensors. Firstly, we aim to
predict the final temperature at a steady state after an extended
ventilation time, leveraging only a limited window of temperature
and humidity measurements taken during the initial ventilation
phase. This approach enables us to conserve energy by activating
the fan for a shorter duration, thus reducing the overall power
consumption of the sensor device.

Secondly, we delve into the issue of determining the optimal
ventilation time that maximizes the amount of data observed and
subsequently enhances the accuracy of temperature prediction at
steady-state. This exploration needs to strike a balance between
energy consumption and prediction accuracy. Longer ventilation
times yield more comprehensive datasets that have the potential to
yield more accurate predictions of the final, steady-state tempera-
ture [2]. Several time series analysis studies have shown that longer
input sequence length allows Deep Neural Networks (DNN) models
to capture enough historical context, trends, and seasonality in the
data, enhancing the predictive capabilities [3]. Conversely, shorter
ventilation times save energy but provide a more limited dataset
and observation sequence length, compromising prediction accu-
racy. Thus, the ventilation period significantly affects the energy
consumption for the sensor devices, which introduces a tradeoff
between prediction accuracy and energy consumption.

Efficiently addressing these challenges holds significant practical
implications. Optimizing energy consumption can extend the opera-
tional lifespan of IoT monitoring systems and reduce their environ-
mental impact. Moreover, accurate temperature measurements are
vital for various applications, including energy-efficient building
management, climate change mitigation, and urban planning [4].
While previous studies have explored aspects of temperature pre-
diction and energy optimization in IoT systems, few have focused
on the interaction between these two aspects in the context of IoT
temperature sensors in urban environments.

In this paper, we propose an ML-based approach for accurate
and energy-efficient temperature monitoring in urban areas while
offering valuable insights into optimizing energy efficiency and pre-
diction accuracy. We utilize a range of DNNs suitable for low-power
IoT sensor devices to predict temperature using a limited multivari-
ate time series of initial temperature and humidity sensor values
and assess their accuracies. Moreover, we emphasize the tradeoff
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between prediction accuracy, which is affected by the length of
the observed input sequence, and energy consumption, which is
influenced by ventilation time. By adopting prediction techniques,
we can develop more efficient environmental monitoring systems
that achieve both accuracy and energy efficiency in smart city IoT.

The remainder of the present article is organized as follows.
Section 2 presents the relevant related works. Section 3 presents
the system model and describes the proposed method. Section 4
provides the evaluation. Section 5 concludes the paper.

2 RELATEDWORKS
ML has been applied to environmental sensing in various studies,
considering the tradeoff between information accuracy and energy
expenditure. One study [5] explored the application of modern
techniques, including ML, for enhancing reliability and reducing
costs in environmental monitoring IoT. The authors [6] proposed a
real-time, power-efficient environmental monitoring system and
studied coverage quality and deployment mechanisms.

Temperature prediction and energy optimization in IoT systems
have been widely studied, but limited research has specifically fo-
cused on the interaction between these aspects in the context of
IoT temperature sensors in urban environments. Traditional ap-
proaches, such as autoregressive integrated moving average models
and exponential smoothing methods, have shown reasonable accu-
racy but may not capture the complex dynamics of urban tempera-
ture variations [7]. ML algorithms were used with multi-temporal
data capture changes in environmental parameters to understand
climate variables [8, 9]. In the context of collaborative sensing and
communication systems, distributed learning methods are proposed
to improve the efficiency of IoT systems [10, 11].

More recently, ML techniques, particularly Deep Learning (DL)
models, have gained attention for temperature prediction [4, 8].
However, these studies have primarily focused on general tempera-
ture prediction without considering the specific challenges in urban
environments and the energy efficiency aspect. On the other hand,
energy optimization in IoT systems has been a significant research
area, aiming to prolong the operational lifespan of sensor devices
and reduce energy consumption using various techniques.

While temperature prediction and energy optimization have
been individually explored, their interaction in the context of im-
proving sensormeasurements in urban environments remains largely
unexplored. The tradeoff between accuracy and energy consump-
tion, specifically in relation to ventilation time, has not been in-
vestigated. Therefore, this paper aims to bridge this gap by inves-
tigating the interaction between these two aspects and proposing
an approach to achieve accurate and energy-efficient temperature
monitoring in urban environments.

3 MACHINE LEARNING-BASED ENERGY
OPTIMISATION FOR SMART CITY
TEMPERATURE SENSORS

3.1 System Model
Our system contains a set Φ of devices with constrained computa-
tion, communication, and energy resources, whose task is monitor-
ing environmental variables over a large geographical extension

Figure 1: System Model.

periodically. Each device 𝜙 ∈ Φ is endowed with a set of 𝑛 sensors
that can measure environmental variables such as temperature and
humidity. We assume that each device performs a measurement
periodically and transmits it to a central server via a long-range
wireless link (e.g., LoRa) for visualization and processing.

The sensors might be located in environmentally challenging
situations, such as under direct sunlight or intense humidity, which
might bias their measurements. To mitigate such potential biases,
the device initiates a ventilation operation on the sensor at the mo-
ment of performing a measurement to disperse excess heat from the
sensor casing. We assume that sensors are self-contained and can-
not access the wired power grid of data connectivity, therefore, the
fan is powered with the limited energy of the onboard battery. After
a fixed ventilation period of 𝑡 ∈ N time slots, the device records the
measurement and transmits it to the central server. We assume that
the ventilation period 𝑡 is sufficient to measure the environmental
conditions accurately and without biases. Specifically, 𝑡 is predeter-
mined by a sensor bench-marking process in variable controlled
lab environments, where the device is heated and subsequently
ventilated until the sensor readings do not change further.

The sensor device is also able to record the sensor values during
the ventilation period. Without loss of generality, we assume that a
ventilation period is divided into time slots where a measurement
is carried out. For each ventilation operation, the time slots are
indexed starting from the beginning of ventilation, i.e., the first
measurement is 𝑥1,𝑖 and the last measurement is 𝑥𝑡,𝑖 .We denote
𝑋𝑖 = (𝑥1, . . . , 𝑥𝑡 )𝑖 ∈ R𝑛×𝑡 as the measurement time-series for the
𝑖-th measurement, and we assume that its values at every time
slot during the ventilation period are recorded and saved on the
device’s local storage. Let us denote X = (𝑋1, . . . , 𝑋𝑚) as the set of
all measurements collected by the sensor devices.

The central server periodically collects measurements from the
sensor devices for processing and analysis via the long-range wire-
less network or manual collection. We index each measurement
sent to the server by a device as 𝑦𝑖 . Since the ventilation process
is only aimed at improving the quality of the measurements, the
sensor device does not need to send the entire measurement time
series (i.e., recorded during the ventilation process) to the server.
Thus only the last sensor measurements recorded at the end of the
ventilation period are sent to the server, i.e.,𝑦𝑖 = 𝑥𝑡,𝑖 (last value of
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Figure 2: Sensor Device.

the measurement time-series). Let us denote 𝑌 = (𝑦1, . . . , 𝑦𝑚) as the
set of all measurements collected by the server.

We assume that the device fan’s average power consumption
𝑃 (𝜙) for device 𝜙 is constant over time. Empirical results show that
the device uses the majority (over 70%) of its energy for the venti-
lation process; therefore, our approach focuses on optimizing the
ventilation energy. We define the average energy consumption for a
single measurement sent to the server by device𝜙 as 𝐸 (𝜙) = 𝑡𝜏𝑃 (𝜙),
where 𝜏 is the duration of one time slot in seconds. Figure 1 repre-
sents our model of the system. Each sensor device has a processor
capable of executing small DNN models. Figure 2 shows a picture
of the sensor node equipped with a small solar panel. The sensors,
control module, and small fan are housed within a ceramic casing
with a design commonly used for environmental sensors [12].

3.2 Problem Formulation
Devices’ local energy storage is a precious resource, as it determines
the devices’ lifetime and therefore impacts the frequency of battery
replacement by operators. In this work, we aim to devise a solution
to reduce the device’s energy consumption by reducing the ventila-
tion time 𝑡 , while maintaining accurate measurement information
about 𝑥𝑡,𝑖 = 𝑦𝑖 at ventilation convergence. We propose using a
multivariate time-series DNN model to predict the sensor measure-
ments (e.g., the temperature) at the end of a ventilation period for
the 𝑖-th measurement (i.e., 𝑥𝑡,𝑖 ) by observing a smaller sample of
temperature and humidity measurements (i.e., (𝑥1, . . . , 𝑥𝑡 ′ )𝑖 , with
𝑡 ′ Ÿ 𝑡 ), which consequently reduces energy consumption.

Several studies have shown that the dataset volume and the
length of the observed time series (i.e., measurement time-series)
have a significant impact on the prediction accuracy [2, 13]. When
the observed part of the time series is short, the model may not have
access to enough historical context to make accurate predictions.
On the other hand, longer input sequence length allows the model to
capture input sequence length, trends, and seasonality in the data,
enhancing the predictive capabilities [3]. In such cases, the model
learns from a larger historical data set and potentially uncovers
more complex relationships within the time series. However, the
ventilation period duration significantly increases the energy con-
sumption 𝐸 (𝜙) for the sensor device 𝜙 , which introduces a potential
tradeoff between the measurements’ prediction accuracy and the
energy needed to perform the measurement.

Figure 3: 1-Dimensional Convolutional Neural Networks.

Figure 4: Feed Forward Neural Network.

We aim to build a function 𝑓 (𝑋𝑖 ) that takes in input a multi-
variate time series 𝑋𝑖 = (𝑥1, . . . , 𝑥𝑡 ′ )𝑖 , with 𝑡 ′ Ÿ 𝑡 , and predicts
the value 𝑥𝑡,𝑖 = 𝑦𝑖 as 𝑦𝑖 = 𝑓 (𝑋𝑖 ). To simplify notation, and with-
out loss of generality, we focus on a simpler subproblem where
the predicted measurement 𝑦𝑖 is the last temperature value. Let us
denote 𝑌 = 𝑓 (X) as the set of predicted measurements. We out-
line a regression problem where our goal is to minimize the aver-
age prediction loss L(𝑌,𝑌 ) between the ground truth of collected
measurements 𝑌 and their model prediction 𝑌 . In our solution,
we consider the root mean squared error (RMSE) as loss function

L(𝑌,𝑌 ) =

q
1
𝑚

Í 𝑚
𝑖=1 𝑙 (𝑦𝑖 , 𝑦𝑖 ) =

q
1
𝑚

Í 𝑚
𝑖=1 (𝑦𝑖 − 𝑦𝑖 )2. RMSE mea-

sures the squared root of the mean of the deviation squares, which
quantifies the difference between the predicted values and the ac-
tual ones. On the other hand, the energy consumption required
to perform the measurement of the sensor values depends on the
input sequence length (i.e., the period of ventilation for collecting
the measurement time series). Thus, the energy 𝐸 (𝜙) = 𝑡 ′𝜏𝑃 (𝜙) is
required to collect the multivariate time series 𝑋𝑖 = (𝑥1, . . . , 𝑥𝑡 ′ )𝑖 .

In this study, we perform an offline parameter analysis to find
the optimal ventilation time (i.e., the optimal input sequence length
𝑡 ′ for the observed multivariate time series) to strike a balance
between energy consumption and prediction accuracy.

3.3 DNN Prediction of Temperature Sensor
Values Using Multivariate Time-Series

We utilize the DNNs, Long Short-Term Memory (LSTM), Feed
Forward Neural Network (FFNN), and Convolutional Neural Net-
works (CNN), for temperature values prediction using time series.
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