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A B S T R A C T

Large high-quality datasets are essential for building powerful artificial intelligence (AI) algorithms capable
of supporting advancement in cardiac clinical research. However, researchers working with electrocardiogram
(ECG) signals struggle to get access and/or to build one. The aim of the present work is to shed light on a
potential solution to address the lack of large and easily accessible ECG datasets. Firstly, the main causes of
such a lack are identified and examined. Afterward, the potentials and limitations of cardiac data generation via
deep generative models (DGMs) are deeply analyzed. These very promising algorithms have been found capable
not only of generating large quantities of ECG signals but also of supporting data anonymization processes,
to simplify data sharing while respecting patients’ privacy. Their application could help research progress
and cooperation in the name of open science. However several aspects, such as a standardized synthetic data
quality evaluation and algorithm stability, need to be further explored.
1. Introduction

The electrocardiogram (ECG) is a powerful, non-invasive, and widely
used diagnostic tool to investigate the presence of electrophysiological
alterations in cardiac electrical conduction.

In the last decades, AI has made significant advancements in the
medical domain, particularly in the area of machine learning (ML)
and, more specifically, deep learning (DL). The quality of the dataset
exploited to train the models does have a significant influence on the
final performance. A large and heterogeneous dataset is more likely
to be representative of the underlying data distribution of the whole
population of interest, enhancing model performance and generalizabil-
ity. Moreover, a balanced dataset is desirable in model training as it
prevents biases toward one class.

Despite the extensive recording of ECG worldwide, it is quite chal-
lenging to find large and good quality ECG databases openly shared
among the scientific community. The reasons are related to the huge
challenges that have to be faced for both dataset building and sharing.
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Building a sufficiently large database requires time, resources, and
often the coordination and collaboration of several specialized centers
located in different countries with different and complex regulations.
Moreover, the low incidence of certain pathologies and the clear diffi-
culty in recording data related to paroxysmal events lead to the scarcity
of certain categories of pathological data. The secondary usage of ECGs
recorded and stored in clinical centers involves further complications
related to data sharing regulations to ensure patients’ privacy. Further-
more, an ECG signal can be considered as a human fingerprint, making
its anonymization and sharing even more complex.

Generating synthetic ECG signals can be a potential solution to
overcome the data scarcity problem. The very first attempts to generate
synthetic ECG signals have been made already in the 90 s. Mathemati-
cal equations were exploited to model the cardiac signal. Some focused
on the underlying physiological mechanism aiming at reproducing
cardiac dynamics to simulate healthy or arrhythmic conditions [1–8].
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Other authors, instead, focused directly on reproducing the morphology
and rhythmicity of ECG signals [9–18]. However, these approaches
have been designed mainly for studying cardiac dynamics. Therefore,
they are not the optimal solution to generate a large quantity of
heterogeneous ECG signals.

An alternative approach, inherited from the computer vision field,
has been proposed and applied to ECG signals [19–23] with data
augmentation purposes. It is based on direct manipulation and slight
distortion of the original data, through geometric transformations and
filtering techniques. These methods have proven to be capable to
enhance ML model performances by increasing the training set size. On
the other hand, the variability they are able to produce with respect to
the original data is quite limited.

Recently, the so-called deep generative models (DGMs) that were
mainly exploited for image generation [24], have been applied also
for time-series and ECG signals generation. These ML-based models
are able to generate a large quantity of synthetic data, with greater
variability, starting from a set of real data. The generated data share
general characteristics with the source dataset but they are not directly
linked to an individual patient recording.

The present work sheds light on the exploitation of DGMs as a tool
for ECG data augmentation and anonymization, by investigating their
potential and limitations, to overcome data scarcity issues and data
sharing regulation complexity.

As shown in the graphical abstract in Fig. 1, we firstly analyze the
reasons leading to the poor availability of ECG data, which are related
to several challenges in dataset creation and data sharing procedures.
Then, we introduce DGMs and the main categories of models that have
been applied to ECG signals in the literature. Lastly, we analyze the
application of this methodology in solving both the problems through
data augmentation and data anonymization. The characteristics of the
synthetic ECG generated and the criteria adopted for their evaluation
are then presented. Conclusive remarks are then provided, emphasizing
the strengths and limitations of DGMs application and suggesting future
research.

The main contributions of this work can be summarized as follows:

• identifying and analyzing the typical challenges of ECG dataset
building and sharing

• providing a comprehensive overview of DGMs for ECG signals
generation. This analysis includes the type of DGMs (variational
autoencoders, generative adversarial networks, and diffusion
models), the practical employment of these models, the character-
istics of the synthetic ECGs generated and the evaluation criteria
proposed in the literature.

• identifying the key potentialities and weaknesses of DGMs and
suggesting potential usage of DGMs and other recent techniques
and directions for future research.

2. Limited ECG data availability

AI researchers struggle in finding, accessing and/or building high
quality ECG datasets that can be exploited to train their algorithms.
An efficient training of a ML model is strictly related to the quality of
the training set. An ideal dataset should be heterogeneous and large
enough to be representative of the population of interest. Moreover,
data balancing is needed to avoid class biases [25].

The open access ECG datasets that can be exploited to better charac-
terize certain specific ECG pathologies are usually limited in numbers.
A proper accurate labeling is often missing, and these datasets are
usually highly unbalanced towards the healthy control group. Datasets
that represent very specific pathologies, rare diseases, or uncommon
arrhythmic conditions, are usually extremely small or even totally
missing.

For instance, one of the most used databases for atrial fibrillation
2

(AF) detection is AF Classification from a Short Single Lead ECG
Recording: The PhysioNet/Computing in Cardiology Challenge 2017
(CinC2017) [26,27]. Despite being a large dataset, it is highly un-
balanced: AF is present in about 9% of the recordings only. Another
example is the PTB Diagnostic ECG Database (PTBDB) [27,28], the
most popular database for myocardial infarction (MI) detection: in this
case, the MI group is around 3 times larger than the healthy control
group leading to severe diagnosis bias.

ECG data can be collected from scratch, with new ad hoc mea-
surements, or by applying for secondary usage of already existing
recordings. In both cases, several challenges may be encountered and
need to be faced.

2.1. Dataset building challenges

Dataset building refers to the process that includes data collection
design, data acquisition, and data labeling procedures.

The main causes of data scarcity derive from challenges arising
during data collection design and data acquisition. In fact, due to
time, economic, organizational, and bureaucratic constraints, data col-
lection often occurs within a single clinical center. This results in
a restricted perspective and limited coverage of the population and
hence, low dataset heterogeneity, leading to several possible biases
(e.g. demographic, geographic).

A particularly critical case is the collection of ECG recordings from
patients affected by rare diseases. According to the European Union,
a rare disease is a medical condition that affects a small number
of individuals in the population, specifically no more than 1 per-
son in 2000 [29]. Examples of rare diseases in cardiac fields are
most of the inherited arrhythmogenic diseases (IADs) like long QT
syndrome (1:2000), Brugada syndrome (1:2000), short QT syndrome
(2.7:100,000), catecholaminergic polymorphic ventricular tachycardia
(1:10,000), and arrhythmogenic cardiomyopathy (1:5000). Due to the
limited access to patient populations, the amount of cases that can be
studied in a restricted geographic area is quite limited. To the best of
our knowledge, for these rare diseases, no ECG datasets are publicly
available to date. However, studying rare diseases is of great relevance
since, despite their low prevalence, they are often associated with
significant morbidity and mortality. The lack of understanding of rare
diseases can lead to delayed diagnosis, misdiagnosis, and inadequate
treatment. Undeniably, the only way of gathering knowledge from a
sufficiently representative dataset of rare diseases implies collaboration
among different hospitals and different countries and, therefore, data
sharing.

Other issues need to be faced in case of certain pathological condi-
tions that may be intermittent, e.g. paroxysmal AF, making it difficult
to capture the abnormal rhythm on an ECG. In this case, the Holter
monitor or other wearable devices need to be used to allow continuous
recording and be able to identify intermittent events. On the other
hand, data quality may be limited when compared to the standard
12-leads ECG recording.

Clearly, in case of life-threatening conditions (e.g. during ventric-
ular fibrillation (VF)) data acquisition problems are further amplified
since the priority is obviously on saving the patient’s life, not on collect-
ing ECG data. Indeed, only a few open-access databases (i.e. MIT-BIH
Arrhythmia Database (MITDB) [27,30], MIT-BIH Malignant Ventricular
Ectopy Arrhythmia Database (VFDB) [27,31] and Creighton University
Ventricular Tachyarrhythmia Database (CUDB) [27,32]) with ventricu-
lar tachycardia or fibrillation events are available. All of them are small
in size containing 48, 22, and 35 short ECG recordings, respectively,
and an insufficient number of critical arrhythmias. As pointed out also
by [33], this hinders the improvement of algorithms for solving tasks
related to these arrhythmias.

Another arduous process, which is essential for supervised ML ap-
proaches, is data labeling. ECG signal needs to be opportunely labeled,

i.e. specific ECG clinical patterns need to be properly identified. This
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Fig. 1. Graphical summary. First, we deeply analyze the problem of low data availability, then we investigate the DGMs as a tool for ECG synthesis and, finally, we explore and
evaluate the potential and limitations of the application of DGMs in solving this specific problem.
process is time-consuming and highly prone to human errors. Inaccu-
rate labeling can lead to sub-optimal algorithm performances due to the
erroneous knowledge provided during the training phase. Moreover,
for certain less common pathological conditions, e.g. genetic diseases,
there is a need for specific expertise in interpreting specific ECG pat-
terns, that a general cardiologist may not have. The time-consuming
3

nature of this procedure is another huge issue, especially in the case
of secondary usage of ECG recordings collected in the past by clinical
centers. Indeed, these data are usually not labeled because it is not
necessary for clinical practice. Therefore, all these ECG recordings
need to be labeled a posteriori, requiring a considerable amount of
time and increasing the likelihood of errors. Clearly, the problem is
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further amplified in the case of long ECG recording (e.g. 24 h Holter
recording).

Softwares for automatic labeling (e.g. the ones that are embedded
in certain ECG recording devices) are in principle available but they
cannot completely replace clinicians’ expertise. To guarantee good
quality labels, these softwares should be used only as a support and
the clinician should verify the correctness of the assigned labels.

Depending on the specific clinical task, different types of labels may
be needed: heartbeats and rhythm identification, and cardiac disease
diagnosis are the main classification tasks in cardiology. Given the
time-consuming nature of the procedure, it may be hard to find open-
access datasets containing accurate labels for the specific disturbance
under analysis, further reducing the amount of usable data for a specific
task. Moreover, certain diseases or disturbances may require specific
annotations on the ECG signal morphology (e.g. Brugada syndrome,
early repolarization syndrome).

Unfortunately, the ECG labels may change also based on the clinical
guidelines and rules adopted. This lack of agreement can make it
challenging to merge different datasets in a homogeneous way to train
a single model. For instance, in the context of heartbeat classifica-
tion, the Association for the Advancement of Medical Instrumentation
(AAMI) standard [34] is the most common and is adopted worldwide. It
classifies heartbeats into five categories: normal beats (N), ventricular
ectopic beats (V), supraventricular ectopic beats (S), fusion beats (F),
and unknown beats (Q). However, there is also another widely adopted
heartbeats classification system: the one exploited in the MITDB [27,
30]. It consists of 15 classes that can also be reassigned to the 5 AAMI
super-classes, following AAMI recommendations [34,35].

2.2. Data sharing challenges

In order to get access to an existing ECG dataset for secondary usage
or to build a new ad hoc one it is required to obtain the approval of the
local research ethics committee and to comply with the local laws or
recommendations related to personal data protection and management.
Research must conform to recognized ethical standards that include
respecting the dignity, rights, safety, and well-being of the people who
take part in the study. Everything gets more complicated if the research
involves importing data from a country that obeys different regulations.

The Health Insurance Portability and Accountability Act (HIPAA)
[36] in the United States and the General Data Protection Regulation
(GDPR) [37] in the European Union are two key regulations that set
guidelines for protecting patients’ privacy and data sharing. Switzer-
land is introducing a new legislation in 2023, the new Federal Act on
Data Protection (nFADP) [38], to better protect its citizens’ data and to
ease the compatibility problems of Swiss law with European law, and
in particular with the GDPR.

In the research ethical proposal, it is necessary not only to describe
the project in detail but also regulatory aspects, safety and quality
control, and data protection and management, including data handling
and coding.

In fact, personal data protection and confidentiality are strictly
associated with the terms anonymization and de-identification, which
are frequently erroneously used as equivalent terms. As reported and
deeply explored in the scoping review [39], these terms are often
interpreted and used in different ways leading to confusion and poor
understanding of the actual privacy level of the data. According to
the GDPR anonymization leads to an irreversible state. More precisely,
information can be considered anonymous if it ‘‘does not relate to an
identified or identifiable natural person or to personal data rendered
anonymous in such a manner that the data subject is not or no longer
identifiable’’ [37]. On the other hand, the terms pseudonymization and
de-identification, defined respectively in the GDPR and in the HIPAA,
are related to the concept of making the data less identifiable, for
example by removing the so-called protected health information (PHI)
4

(e.g. names, email address, age if over 89, etc.).
Data anonymization is an attractive solution for researchers to com-
ply with data protection law since it makes data sharing much easier.
Indeed, GDPR does not apply to anonymized data.

With certain categories of medical data, e.g. genomic data, it is clear
that anonymization does not coincide with de-identification since the data
themselves contain individual identifiers.

However, when researchers plan to work with biosignals, e.g. with
ECG signals, a question may arise: is it enough to remove the associated
PHI to ensure data anonymization?

According to several recent publications, biosignals like electroocu-
logram (EOG), electroencephalogram (EEG), and even ECG can be used
as biometrics for identification purposes as well as the more popular
anatomical and behavioral characteristics like fingerprint, face, iris, and
gait [40].

Indeed, ECG analysis, in both frequency and time domains, can re-
veal patterns and properties that are specific to the individual, enabling
subject identification. As pointed out in [41], ECG derives its unique-
ness from the DNA. Indeed, heart geometrical characteristics, such as
size, shape, position, orientation, etc., are typical of the individual and
influence ECG morphology. Moreover, the latter is also affected by
individual attributes like age, gender, weight, and pregnancy [41]. As
reported in [42], the first attempt to use the ECG signal as a biometric
dates back to 1977 [43]. In this work, the authors exploited 10 features
extracted from a few heartbeats and based on the main ECG fiducial
points. They proved that by producing a reference feature vector for
each individual, these simple features enable the subject identification
with quite high performances. These results have then been confirmed
by other studies and the interest in using the ECG as an authentication
factor has grown over the years. As reported in [40], several studies
have been published in this field in recent years reaching close to 100%
of accuracy. They proved to be able to solve the authentication task also
with a single heartbeat and by extracting various types of features, not
only based on ECG fiducial points but also on time and/or frequency
analysis of the ECG. It is worth pointing out that some of these works
take advantage of ECG fingerprint-like attitude to develop security
systems for the medical field itself. [44,45] used ECG data to access
patients’ personal health records and confidential information. [46]
instead developed a system for wearable device security.

The identification task may be more difficult in the presence of
bad signal quality and/or different acquisition conditions (e.g. emo-
tion, task, activity, pathological conditions, time). Nevertheless, some
studies [47,48] already demonstrated that it is possible to identify the
individual also in these complicated conditions.

Hence, removing the associated PHI is definitely not sufficient to
anonymize ECG recordings. Other approaches need to be explored in
order to share ECG data with the scientific community while respecting
individual rights to privacy.

3. DGM for ECG synthesis

Deep generative models may represent a potential solution to the
above-mentioned problems as they can be exploited both to augment
and anonymize ECG datasets.

In this section we will describe the main types of DGMs and their
peculiarity. The following sections, instead, will focus on the main
DGMs applications found in literature and useful for the specific prob-
lem, on the characteristics of the generated ECG signals, and on their
evaluation.

DGMs are unsupervised ML approaches that try to approximate
the underlying distribution of the training data to be able to generate
realistic examples that could belong to the learned data distribution.
The most commonly used DGMs for synthetic ECG generation are
variational autoencoders (VAE), generative adversarial networks (GAN)
and diffusion models (DM), firstly introduced in [49–51], respectively.
Some authors also attempted to combine GANs with VAEs or with con-
cepts derived from mathematical models, proposing hybrid generative

models.
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Fig. 2. VAE general scheme.
Fig. 3. GAN general scheme.
3.1. Variational autoencoders

Traditional autoencoders (AEs) are ML models composed of two
networks: the Encoder and the Decoder. The Encoder reduces the input
signal in a lower dimensional set of variables by extracting some latent
features characterizing the input. Then, the Decoder tries to reconstruct
the original signal from its encoded version.

VAEs differ from AEs because the input signal is not encoded into
a single set of variables but into a distribution of sets of variables.
This allows the Decoder to reconstruct new signals by sampling this
distribution and, in this case, to generate new different ECGs.

A general scheme of a VAE is provided in Fig. 2. Examples of how
VAEs can be adopted for synthetic ECG signal generation can be found
in [52–55].

3.2. Generative adversarial networks

GANs are DL models that consist of two networks, namely Generator
and Discriminator, that work as antagonists. The ultimate goal is to
generate synthetic data that is difficult to distinguish from real data.
The Generator, starting from vectors of noise provided in input, pro-
duces synthetic data that are as close as possible to the real data of the
training set and tries to fool the Discriminator. The Discriminator, on
the other hand, takes in input both real data from the original dataset
and fake data generated by the Generator and tries to distinguish
between them.

During training, the Generator learns to generate increasingly re-
alistic data by continually adjusting its parameters to produce outputs
that fool the Discriminator. Meanwhile, the Discriminator gets better at
distinguishing between real and fake data. Due to the so-called adver-
sarial training, the main challenge that can be faced when exploiting
GANs is the training itself.

A general scheme of GAN is provided in Fig. 3.
Many kinds of GAN have been implemented through the years and

applied for ECG data generation.
5

The simplest one is called vanilla GAN (VGAN) and it is based on
fully connected layers [56–58].

Recurrent GANs (RGANs) were developed for time-series generation
and therefore they were the first exploited to generate synthetic ECG
signals [59–68].

Deep convolutional GANs (DCGANs) are based on convolution lay-
ers and are among the most suitable approaches for high-resolution
image generation. Despite this, several works exploited DCGANs for
ECG signals generation, directly [69–78] or indirectly by representing
1D input data in a 2D domain (e.g. time-frequency representation) [79–
83].

Conditional GANs (CGANs) and auxiliary classifier GANs (ACGANs)
have been introduced to deal with multi-labeled data (e.g. different
types of arrhythmia) [54,57,58,69,72,84]. In both cases, the GAN is
conditioned by the data labels: the Generator produces synthetic data
for each label and the Discriminator distinguishes between synthetic
and real data taking into account also class labels. The difference is
that the Discriminator of ACGAN has a dual task: to recognize the
nature of the data (synthetic or real) and to identify the correct class
(e.g. arrhythmia class).

Finally, some other variants of GANs have been proposed or simply
applied for ECG signal generation. As example, we refer to personalized
GAN (PGAN) [77], progressive GAN (PGAN) [76], generative feature
matching network (GFMN) [78] and sequence generative adversarial
net optimized by policy gradient (SeqGAN-PG) [70].

Fig. 4 presents an example of a real 12-leads normal sinus rhythm
(NSR) ECG signal compared to the 12-leads ECG signal generated with
the GAN proposed in [85].

3.3. Diffusion models

DMs are probabilistic generative models that include two multi-step
processes: the forward and the reverse diffusion. The forward diffusion
process is fixed and consists of progressively adding noise to the input
signal until it turns into noise. The reverse diffusion, instead, exploits a
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Fig. 4. Comparison of a real (left) 12-leads NSR ECG signal and a fake (right) 12-leads ECG signal generated with the GAN proposed in [85]. This figure was created by V.
Thambawita et al. 09 November 2021, Deepfake electrocardiograms using generative adversarial networks are the beginning of the end for privacy issues in medicine, Scientific
reports, vol. 11, no. 1. This figure is licensed under a Creative Commons Attribution 4.0 International Licence. To view a copy of this license, visit http://creativecommons.org/
licences/by/4.0/.
Fig. 5. DM general scheme.
trainable neural network to gradually remove the noise and reconstruct
the signal. The synthetic signals are then generated by applying the
trained neural network to simple noise. A general scheme of a DM
is provided in Fig. 5. Few very recent works [86–88] attempted to
exploit DMs for synthetic ECG signal generation. As with GANs, also
DMs allow to generate data conditioned to a certain label [86,87]. The
approaches proposed in both these works seem to be able to outperform
GAN-based competitors. In [88], instead, the authors report that a GAN-
based baseline was consistently superior to the approach they proposed.
Certainly, more research is needed to understand DMs possibilities in
ECG application.

3.4. Hybrid models

In [54,55] the authors tried to compare GANs and VAEs to assess
which approach was the best but failed to identify a clear superiority.
VAEs excel at discovering latent features within the data but, thanks
to adversarial training, GANs tend to produce higher-quality synthetic
data. In order to take advantage of the strengths of both approaches,
it has been attempted to combine AE or VAE and GAN in hybrid
generative models [84,85,89–91].

Other authors exploited techniques and concepts derived from
mathematical modeling together with GANs in order to produce data
constrained by physiological boundaries derived from cardiac mod-
els [67,73,74,92,93]. The authors of [94], instead, recently proposed a
conditional generative model that combines a VAE, an autoregressive
transformer-based model, and a GAN to generate synthetic ECG signals
from text records.
6

4. DGM applications

DGMs have shown great potential in generating large amounts
of realistic synthetic ECG signals. They have been exploited for two
main applications: data augmentation and data anonymization. Both of
them can be useful in solving the problem of low availability and
accessibility of ECG data highlighted in this work. The distribution of
works adopting DGMs for these two main applications is represented
in Fig. 6.

4.1. Data augmentation

It appears clear from Fig. 6 that DGMs have been studied and
adopted mainly for data augmentation purposes, to overcome data
scarcity and/or class unbalancing problems. In most of the cases DGMs
have been exploited in the context of a specific classification task with
the final goal of improving the performance of the downstream clas-
sifier. A large number of studies addressed the problem of insufficient
training samples of different classes and high class unbalance affecting
the MIT-BIH Arrhythmia [30] database in the context of heartbeats or
arrhythmia classification. [79], for instance, generated synthetic ECG
segments with 7 different GANs, one for each heart rhythm (i.e. atrial
fibrillation, atrial flutter, ventricular bigeminy, NSR, paced rhythm, and
ventricular trigeminy), to augment the training set for a downstream
arrhythmia classifier. They obtained an increase of F1-score of about
1% with all the 4 classifier architectures they tested. The improvement
was particularly pronounced for the atrial flutter class, for which the
number of original samples was very low and the F1 score increased

http://creativecommons.org/licences/by/4.0/
http://creativecommons.org/licences/by/4.0/
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Fig. 6. Tasks for which DGMs have been exploited for data augmentation purposes, i.e. synthetic ECGs generation [52,55,57,60–63,66,70,72,76,78,81,87,88,90,91,94], heartbeats
classification [53,54,56,68,69,71,73,74,77,84,89,95–97], AF detection [67,80,92], MI identification [59,83], user recognition [75], shockable rhythms detection [58], ECG quality
assessment [64] and arrhythmias classification [79], or for data anonymization purposes [61,65,82,85,86,93,94].
by about 9%. In [83], the authors exploited a GAN to overcome the
problem of data unbalancing toward the MI class in a MI identification
task. Thanks to the generation of synthetic NSR ECG signals they man-
aged to increase the number of training samples by 150% while keeping
the dataset balanced. This resulted in an increase of the F1 score from
90.87% to 99.24%, where the baseline was obtained by balancing the
dataset by undersampling the MI class. The authors of [64], instead,
did not focus on cardiac diagnosis but on an automatic ECG quality
assessment algorithm to provide an accurate initial screening of ECG
quality. They exploited a conditional GAN to generate ECG samples for
the ‘‘unacceptable’’ class and they managed to increase the accuracy of
the ECG quality assessment task by about 2%. DGMs have been applied
also to other downstream tasks including AF identification, shockable
rhythms detection, and user recognition. The adoption of this tool for
various classification tasks suggests how potentially it can be exploited
to generate a more proper training set for any kind of classification task.

A considerable number of works, indeed, focused on data generation
per se, regardless of any specific classification task, generating ‘‘stand-
alone’’ synthetic ECG datasets. For instance, [55] introduced a DGM to
generate ECG signals that could be used to train automated medical-
aided diagnosis algorithms requiring a large volume of labeled clinical
data and it was one of the first works presenting a DGM independently
of the downstream task. [62], instead, proposed a GAN able to generate
different kinds of bio-signals, i.e. ECG, EEG, electromyogram (EMG),
and photoplethysmogram (PPG). Recently, [94] presented a DGM able
to produce 12-leads ECG signals based on clinical text records.

4.2. Data anonymization

As mentioned above, one of the main barriers to ECG data sharing
is its fingerprint-like attitude. The signal itself contains sensitive infor-
mation, therefore it cannot be easily anonymized. DGMs and especially
GANs, can be exploited to anonymize ECG signals: by creating a new
set of synthetic data from a real dataset only general characteristics
are derived from the entire set of subjects. Therefore, it is extremely
unlikely to find in the generated dataset one ECG with exactly the same
identifying characteristics of a single ECG belonging to a real subject
of the original dataset.

Despite DGMs have been widely exploited for anonymizing elec-
tronic health records or clinical tabular data [98–104], medical im-
ages [105,106], and speech data used for remote health monitor-
ing [107], their adoption in the ECG field is still quite limited.

A few very recent works explored the possibility of using the pro-
posed GANs for ECG data anonymization, as shown in Fig. 6. The
authors of [86], for instance, evaluated the possibility of exploiting a
DM to generate a digital twin of a dataset, reflecting the same charac-
teristics of the original one, but anonymized and thus easily shareable.
To the best of our knowledge, the architecture proposed in [93] is the
7

first designed specifically for the ECG de-identification task. Its aim is
to generate, for each real ECG, a new ECG by removing the subject
identity information while maintaining domain-specific characteristics.
This is made possible by the addition of two elements: the first one aims
to verify if the physiological characteristics of the ECG are maintained,
while the second one, called Verificator, has to assess if the original
and the generated signals belong to the same subject.

5. Generated ECG characteristics

The synthetic ECGs generated with DGM can have different char-
acteristics (i.e. number of leads, number of beats, type of heartbeat/
rhythm reproduced) which may have an impact on their usability in the
final task. These characteristics depend on both the model and the start-
ing dataset. Indeed, the data generated with the DGMs developed so far
replicate the same structure of the real data used to train the model,
in terms of number of leads and beats. It means that, if the model is
trained with single lead ECG recordings segmented beat-by-beat, then
it will be able to generate only single lead ECG heartbeats.

Fig. 7 shows the distribution of studies of the literature depending
on the characteristics of generated ECGs in terms of number of leads
and beats.

As can be noted from Fig. 7, most of the works exploiting DGMs
produce single-lead ECGs. This is probably due to the easiness of the
approach but also to the fact that the majority of the open-access ECG
datasets contain only one or two leads. Few recent works explored
the possibility of generating multiple leads, adopting two different
approaches. The first consists in training a model for each lead inde-
pendently. The second one consists in training one single model by
combining all the desired leads in a matrix. In this way, the model
is able to learn the inter-dependency of the channels and preserve it
in the generated leads. Therefore, the data generated with the second
approach are expected to be more realistic: all the channels are gener-
ated simultaneously and their synchronization and dependency should
be preserved.

Hence, DGMs are able to reproduce either single or multiple leads,
according to the specific needs of the final task. Clearly, it would be
more conservative to always perform data augmentation on all the
available leads. Officially, only the standard 12-leads ECG is recognized
as a diagnostic tool in clinics. In the field of AI, instead, researchers
often try to develop algorithms (e.g. classifiers for diagnosis) able to
obtain the same results with fewer leads, to reduce and optimize the
information needed to solve the task. Therefore, in these cases, it could
be sufficient to reproduce even a single lead.

The DGMs proposed in the literature have demonstrated their ability
to produce both single and multiple heartbeats. The latter is essential
for applications requiring the analysis of series of beats like rhythm
analysis. DGMs have also shown to be able to generate ECG signals up
to one-minute length [75,78].
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Fig. 7. Characteristics of the ECGs generated with DGMs in literature by single beat, i.e. single-lead [52,54,56,57,59,62,67–69,71–74,76,77,84,87–89,93,95–97], eight-leads [66]
nd by multiple-beats, i.e., single-lead [55,58,60,63,64,70,75,78–81,83,90–92], two-leads [61,65], three-leads [82], eight-leads [86], twelve-leads [53,85,94].
It should be highlighted that the length of the generated ECG is also
imited by the training dataset: if the original dataset contains only
ingle heartbeats, the model will not be able to generate more than
ne heartbeat at a time. Combining the obtained beats in a sequence
ay not result in a realistic ECG signal, as the generative algorithm was
ever exposed to characteristics over longer timescales, like heart rate
ariability.

There are different ways to produce multiple ECG classes (e.g. type
f heartbeat, rhythm). The simplest and most common approach is to
se an independent model for each class. However, the introduction
f conditional GANs and auxiliary classifier GANs has opened the
pportunity to generate multiple types of heartbeats or rhythms with
he same model, by conditioning it with the desired class.

. Generated ECG evaluation

After generating synthetic ECGs, either for data augmentation or
ata anonymization purposes, how can we evaluate the goodness of
he generated data?

Unfortunately, there is no single answer to this crucial question.
epending on the final application three main aspects can be evaluated.
hether the end goal is data augmentation and/or anonymization, it

s always important to assess the realness of the generated ECG signals
hich means the fidelity to the real ECG signals of the original dataset.

n a second case, where synthetic ECGs generation is directly related
o a specific classification task, it is also useful to examine the effect of
he generated data in the classification task itself. Finally, when DGMs
re adopted for data anonymization purposes, it is essential to verify
hat generated data are actually anonymized and privacy is preserved.

.1. Fidelity to real ECG signals

Several criteria have been proposed in the literature to evaluate the
ealness of the generated ECG signals.

The most simple and intuitive criterion is the visual inspection of the
ignals [59,82,86,87,90–92,94,96]. It consists of visually assessing the
enerated synthetic signal by evaluating its morphology, rhythmicity,
r other peculiar characteristics.

This is a subjective and qualitative criterion and it may be quite
ime-consuming. Moreover, to enhance reliability the inspection of
ynthetic data should be always performed by expert clinicians. An
xpert cardiologist, indeed, is able to conduct a 360-degree evaluation
8

of the signal by assessing every typical feature and the relationship
between them, especially in case of pathological conditions.

Another visual method has been adopted by [78], by evaluating
the real-vs-fake classification performance of a cardiologist with a set
of real and generated data. This approach makes the evaluation less
qualitative and less subjective but it should be conducted with due
attention. In fact, the evaluation should be performed by an expert car-
diologist, employing an unknown proportion of real and fake signals.
The signals should be presented to the clinician in a random order and
without giving feedback, e.g. by telling the correct answer during the
classification. Moreover, subjectivity should be reduced by repeating
the classification with other expert cardiologists. The main problem
remains the time needed for classifying all the signals. Given the large
quantity of data that is usually generated, this is typically adopted
just as a supplementary evaluation applied to a restricted sample of
synthetic data.

In [65], the author exploited a real-vs-fake classifier that acts as
an external discriminator, and its performance is used to evaluate the
closeness of the generated data to the original ones. It may be seen as
an attempt to automate the real-vs-fake classification performed by the
clinician.

This approach considerably reduces the time required for assessing
the quality of generated signals but, on the other hand, the final
evaluation also depends on the classifier adopted.

In the literature, quantitative metrics have also been proposed, to
evaluate the similarity and fidelity of the generated signals to the
training ones. These metrics can be divided into two groups.

The first one includes all the metrics that evaluate the statisti-
cal distribution of the signal features (e.g. the amplitude), regardless
of the time order. This group comprehends: maximum mean differ-
ence (MMD) based metrics, relative entropy (RE) based metrics, earth
mover’s distance (EMD), statistics of features distribution (SFD) ex-
tracted from the ECG and visualization using T-distributed stochastic
neighbor embedding (TDSNE). For instance, in [63,66,85] the authors
tried to evaluate if the typical ECG characteristics were preserved in
the generated signals. They calculated the amplitude, duration, or axis
of some ECG waves or fiducial points (e.g. RR interval, QT interval,
their correlation, R amplitude, QRS axis, etc.) to assess the plausibility
of these values and/or their similarity with the respective distributions
in the real data.

The second group comprehends metrics that compare pairs of sig-

nals, taking into account the temporal order. It includes Euclidean
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distance (ED), mean absolute error (MAE), structural similarity index
(SSI), mean square error (MSE) based metrics, time warping (TW) based
metrics, Frechet distance (FD) based metrics and Chamfer distance
(CD). In most cases, the comparison is carried out between each pair
of real-fake signals. A few other works [69,95], instead, obtained a
reference template of a single heartbeat by averaging the real ones and
then compared each real or fake heartbeat with the template.

There is a lack of consensus regarding the metrics to be used as a
reference to compare different models or synthetic datasets. Moreover,
even if some of these metrics have been adopted in multiple works, they
are often implemented in different ways, making the studies’ compar-
ison impossible. Another downside is the lack of reference values or
thresholds to define if a signal is close enough to the real signals and
thus realistic enough.

6.2. Effectiveness in classification

When synthetic ECGs generation is directly related to a specific
classification task, the accuracy of the classifier can be exploited as
an indirect measure to evaluate the goodness of the generated data.
For data augmentation applications, this is the most used quantitative
measure and it consists of evaluating the increment in the downstream
classifier performance due to the addition of the generated ECG signals
in the training set. This is a very simple way to assess the effectiveness
of the data augmentation technique.

Similarly, for data anonymization applications, a downstream clas-
sifier can be exploited to verify if the performance obtained with
the anonymized dataset is comparable to the ones obtained with the
original dataset [86,93]. The aim is to assess if the ECG characteristics
needed for the classification task are preserved in the anonymized
dataset.

However, in both cases, these metrics can be adopted only if the
generation of synthetic data is directly associated with and adopted for
a classification task. Another drawback is that this evaluation criterion
is strictly dependent on the specific classification task and on the
classifier adopted, making it quite difficult to compare different works.
Moreover, in data augmentation applications, the original real dataset
quality has naturally a huge influence on the baseline performance of
the classifier (i.e. when trained without synthetic data) and hence on
the possible improvement.

6.3. Anonymization

When DGMs are adopted for ECG anonymization, there is a need to
assess not only that the new dataset has preserved the real data char-
acteristics but also that generated data are actually anonymized and
privacy is secured. The assessment of the anonymization level reached
can be extremely complicated. Only three [61,65,93] of the works
exploiting DGMs for ECG data anonymization provided an evaluation
metric for this purpose. In [61,65] a so-called ‘‘membership inference
attack’’ on the synthetic dataset is performed. In brief, this is a privacy
attack that aims to determine whether a specific data instance was used
in the training set of a machine learning model.

In [93] the authors assess the effectiveness of the anonymization
based on the accuracy of the Verificator. If it is close to the random
guessing (i.e. 50%) it means that it cannot recognize that the two
recordings belong to the same subject and thus the generated signal
can be considered anonymized.

7. Discussion and conclusions

The application of AI techniques in cardiac clinical research is too
often slowed down or even stopped, because of the lack of high-quality
ECG datasets, and because of the limited number of samples in existing
9

datasets. This is a major constraint.
Dataset building and even dataset access for secondary usage, are
complicated processes that present several obstacles. Rarity and/or
paroxysmal behavior of certain pathology obviously limits the amount
of ECG data that can be collected in a single area. Data protection
and ethical regulations, although defending and securing human rights,
too often become barriers and decelerate open science progress. Data
sharing is obstructed by regulation requirements, that may differ from
one country to another, and sometimes even from one hospital to
another. The fact that the ECG signal can be considered a human
fingerprint and cannot be easily anonymized further complicates data
sharing. Fostering a culture of open science and aligning regulations to
favor wider collaboration of different clinical centers around the world
is needed.

The DGM’s ability to produce a larger synthetic dataset that shares
only general characteristics with the original dataset while removing
subjects’ identity information could certainly support both the building
of large datasets and ECG data sharing. Synthetic datasets have man-
aged to boost AI algorithms’ performance in various ECG classification
tasks. The amount of data that DGMs can generate is potentially un-
limited. To the best of our knowledge, there are no studies focusing
on measuring the maximal possible size of a generated dataset. Since
DGMs can only resemble the original dataset, an upper limit could be
set by the specific downstream algorithm trained on these data and, in
particular, by the reaching of a plateau in its performance.

These techniques have been originally conceived in the computer
vision domain, and consequentially have been firstly exploited in the
medical field, for generating images [108,109]. Afterward, they have
been applied in the more challenging domain of biosignals. We deeply
analyzed DGM applications to generate ECG signals, but they have also
found utility with other biosignals, such as EEG [110–113], EMG [114],
PPG [115].

DGMs present several practical advantages. They can be adopted to
enhance the performance of ML algorithms whenever class imbalance
or data scarcity is encountered, by generating synthetic samples for the
less representative classes or for all of them according to need. Poten-
tially, each cardiological center could create an anonymized version of
its own real dataset and openly share useful information while ensuring
the privacy of patients. It should be highlighted that the generation of
new synthetic data would not increase the workload for clinicians in
the data labeling phase since ECG segments can be generated together
with the corresponding label.

Especially in the case of rare diseases, e.g. Brugada syndrome, the
sharing of anonymized data coming from different centers could allow
to produce a more representative dataset. The knowledge that could be
extracted with AI techniques from a large representative dataset could
not only increase algorithm performance but also result beneficial from
a strictly clinical perspective. Indeed, a larger-scale analysis could allow
to extract more useful and reliable information than the one that a
single center can extract from a restricted number of recordings.

Naturally, DGMs are not the only possible solution to the chal-
lenges identified. For class unbalancing problems many popular data
balancing techniques such as random oversampling, synthetic minority
oversampling technique (SMOTE), adaptive synthetic (ADASYN), can
be employed, even if DGMs have proven to be more performing [56,
67,80]. When large datasets are available but are not suitable for
the specific task required, transfer learning techniques [116] can be
exploited to train a model on a different task and then adjust the pre-
trained model to the desired task. Semi-supervised or unsupervised
learning approaches – e.g. promising recently proposed transformer-
based architectures – can also be alternative solutions when a high
number of unlabeled data are available. They can be exploited to learn
data properties and extract representative features that can be used
to solve classification tasks with less data. However, there is still a
need for more research, to clearly understand if such approaches can
be a valid alternative to data generation. Federated learning [117] is

another possible approach to exploit sensitive data while preserving
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privacy. The model can be locally trained, and only the parameters
are exported. A new model is then created by combining multicenter
information. This approach has technical limitations and is not cer-
tainly focused on building an openly accessible dataset, but on creating
stronger algorithms.

The main limitation, common to all generative methods, is the lack
of a standard quantitative and task-independent criterion to evaluate
the realness of the generated data. There is indeed a huge need to
promote a fair comparison between different algorithms and method-
ologies.

Another gap is represented by the lack of a robust anonymization
assessment metric. There is an absolute need for privacy-secure data
sharing, but only a few attempts have been found in the literature in
this sense.

Another limitation may be given by the original dataset used to train
the DGM. If it is too small and at the same time very heterogeneous, the
model may not be able to learn the underlying data properties. Clearly,
if a pathological condition is absent in the original dataset, the DGM
will not be able to produce the related specific patterns in the generated
data.

From a more technical point of view, it should be pointed out that,
despite being the most used DGM, GANs are quite challenging to train
because of problems such as training instability, slow convergence, and
mode collapse [118].

All these considerations highlight the need for further research.
The first step should be the establishment of a standardized quality

evaluation criterion. Probably, the adoption of a set of metrics eval-
uating the signals from different perspectives (e.g. ECG morphology,
rhythmicity, presence of noise, etc.) would be beneficial, attempting to
mimic the 360-degree visual inspection performed by the clinician.

Similarly, for anonymization applications, a standard criterion able
to assess if subject privacy is actually guaranteed needs to be further
explored. The concurrent development of advanced and performing
techniques for easily and accurately identifying individuals from their
ECG must be also kept in mind.

Given the recent popularity and successful application of DM in
various fields and the first attempts to exploit them also for biosignals
generation, it would be worth exploring these techniques further.

In summary, we believe that DGMs can certainly support from a
technical point of view the creation of large anonymized datasets.
Although, several challenges are on the way. A cultural change that
could favor open science concepts adoption and standardization is also
absolutely needed.
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