
s
o
u
r
c
e
:
 
h
t
t
p
s
:
/
/
d
o
i
.
o
r
g
/
1
0
.
4
8
3
5
0
/
1
9
1
5
5
1
 
|
 
d
o
w
n
l
o
a
d
e
d
:
 
2
8
.
4
.
2
0
2
4

GigaScience , 2024, 13 , 1–9 

DOI: 10.1093/gigascience/giad111 

TECH NOTE 

Machine Learning Made Easy (MLme): a comprehensive 

toolkit for machine learning–driven data analysis 

Aksha y Aksha y 1 ,2 ,†, Mitali Katoch 

3 ,†, Navid Shekar c hizadeh 

4 ,5 , Masoud Abedi 4 , Ankush Sharma 6 ,7 , Fiona C. Burkhard 

1 ,8 , 

Rosalyn M. Adam 

9 , 10 , 11 , Katia Monastyrskaya 1 ,8 , and Ali Hashemi Gheinani 1 , 8 , 9 , 10 , 11 , * 

1 Functional Urology Research Group, Department for BioMedical Research DBMR, University of Bern, 3008 Bern, Switzerland 
2 Gr aduate Sc hool for Cellular and Biomedical Sciences, Univ ersity of Bern, 3012 Bern, Switzerland 
3 Institute of Neur opathology, Univ ersitätsklinikum Erlangen, Friedric h-Alexander-Univ ersität Erlangen-Nürnber g (FAU), 91054 Erlangen, Germany 
4 Department of Medical Data Science, Leipzig University Medical Centre, 04107 Leipzig, Germany 
5 Center for Scalable Data Analytics and Artificial Intelligence (ScaDS.AI) Dresden/Leipzig, 04105 Leipzig, Germany 
6 KG Jebsen Centre for B-cell Malignancies, Institute for Clinical Medicine, University of Oslo, 0318 Oslo, Norway 
7 Department of Cancer Immunology, Institute for Cancer Research, Oslo University Hospital, 0310 Oslo, Norway 
8 Department of Urology, Inselspital University Hospital, 3010 Bern, Switzerland 
9 Urological Diseases Research Center, Boston Children’s Hospital, 02115 Boston, MA, USA 

10 Department of Sur gery, Harv ard Medical School, 02115 Boston, MA, USA 

11 Broad Institute of MIT and Harvard, Cambridge, 02142 MA, USA 

∗Correspondence address: Ali Hashemi Gheinani, Urological Diseases Research Center, Boston Children’s Hospital, Harvard Medical School and Broad Institute of 
MIT and Harvard, Cambridge, MA, USA. E-mail: Ali.HashemiGheinani@childrens.harvard.edu 
†Contributed equally. 

Abstract 

Bac kgr ound: Mac hine learning (ML) has emerged as a vital asset for resear c hers to analyze and extract valuable information from 

complex datasets. Howe ver, de veloping an effective and robust ML pipeline can present a real c hallenge , demanding consider able time 
and effort, thereby impeding resear c h progress. Existing tools in this landscape require a profound understanding of ML principles 
and pr ogramming skills. Furthermor e, users ar e r equir ed to enga ge in the compr ehensi v e configuration of their ML pipeline to obtain 

optimal performance. 

Results: To address these c hallenges, w e ha ve de veloped a novel tool called Machine Learning Made Easy (MLme) that streamlines the 
use of ML in resear c h, specifically focusing on classification problems at present. By inte gr ating 4 essential functionalities—namely, 
Data Exploration, AutoML, CustomML, and Visualization—MLme fulfills the di v erse r equir ements of r esear c hers while eliminating the 
need for extensi v e coding efforts. To demonstrate the applicability of MLme, we conducted rigorous testing on 6 distinct datasets, each 

presenting unique c har acteristics and c hallenges. Our r esults consistentl y showed pr omising performance acr oss differ ent datasets, 
r eaffirming the v ersatility and effecti v eness of the tool. Additionall y, by utilizing MLme’s featur e selection functionality, we success- 
fully identified significant markers for CD8 + naive (BACH2), CD16 + (CD16), and CD14 + (VCAN) cell populations. 

Conclusion: MLme serves as a v alua b le r esource for lev era ging ML to facilitate insightful data analysis and enhance resear c h out- 
comes, while alleviating concerns related to complex coding scripts. The source code and a detailed tutorial for MLme are available 
at https://github.com/FunctionalUrology/MLme . 

Ke yw or ds: mac hine learning, classification pr ob lems, data anal ysis, AutoML, visualization 

Key points 

� MLme is a novel tool that simplifies machine learning 
(ML) for r esearc hers by integr ating Data Explor ation, Au- 
toML, CustomML, and Visualization functionalities. 

� MLme impr ov es efficiency and pr oductivity by str eam- 
lining the ML w orkflo w and eliminating the need for ex- 
tensive coding efforts. 

� Rigorous testing on diverse datasets demonstrates 
MLme’s promising performance in classification prob- 
lems. 

� MLme provides intuitive interfaces for data exploration, 
automated ML, customizable ML pipelines, and result vi- 
sualization. 

� Futur e de v elopments aim to expand MLme’s capabilities 
to include support for unsupervised learning, r egr ession, 
hyper par ameter tuning, and integration of user-defined 

algorithms. 

Introduction 

In the realm of r esearc h, mac hine learning (ML) has emer ged 

as a vital resource for analyzing intricate datasets that conven- 
tional statistical a ppr oac hes struggle to inter pr et [ 1–5 ]. Ho w e v er, 
the integration of ML into research presents a multitude of chal- 
lenges. Foremost, the construction and execution of an effective 
ML pipeline can be daunting, requiring deep domain expertise, ex- 
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ensiv e tec hnical knowledge, and pr oficient pr ogr amming skills. In
ddition, the utilization of ML techniques demands a comprehen-
ive understanding of the underlying principles to ensure that the
rained models are unbiased and transparent. 

Multiple tools have been developed to streamline the process
f building and executing ML pipelines (Supplementary Table S1)
 6–16 ]. These tools often r equir e a significant le v el of coding pro-
ciency and extensive configuration to achieve optimal effective-
ess. Additionall y, man y of these tools serve as algorithm recom-
enders, functioning by running multiple ML algorithms on user-

rovided data and providing model performance metrics. How-
 v er, this a ppr oac h can limit user input and guidance, as the tools
end to prioritize automated decision-making rather than allow-
ng users to activ el y participate in the process. As a result, tailor-
ng the ML models to specific r esearc h needs and ensuring that the

odels align with domain knowledge and expertise can be chal-
enging. This lack of flexibility and limited user control potentially
inder the accuracy and applicability of the research outcomes. 

Machine Learning Made Easy (MLme) is a comprehensive solu-
ion aimed at bridging the gap between researchers and the inher-
nt technical complexities of ML. It facilitates the adoption of ML
echniques by simplifying the ML workflow and minimizing the
ypically steep learning curve associated with ML. Through its in-
uitive interfaces, MLme enhances accessibility and usability for
 esearc hers of varying levels of technical expertise (Fig. 1 ). 

MLme offers 4 important components: Data Exploration, Au-
oML, CustomML, and Visualization, each serving a specific pur-
ose in understanding and extracting meaningful information
rom the data within the ML w orkflo w. Thr ough the intuitiv e Data
xplor ation featur e, users easil y examine their datasets and gain
reliminary understanding using an interactive interface. For ad-
anced users, the CustomML interface within MLme provides a
exible platform to design and de v elop tailor-made ML pipelines
hat align with their specific r esearc h r equir ements. Furthermor e,
t facilitates effortless inter pr etation and anal ysis of r esults with
ich visualization capabilities. 

e y Featur es of MLme 

Lme is a multifaceted toolkit that equips r esearc hers with the
unctionalities necessary to effectiv el y utilize ML in their re-
earch. It consists of 4 distinct web interfaces, each tailored to
ddress specific research needs, ensuring a versatile and compre-
ensive experience for users. 

a ta Explor a tion 

he Data Exploration feature of MLme allows users to upload their
atasets and explore them using a range of statistical visualiza-
ions, such as density plots, scatter matrix plots, area plots, and
lass distribution plots (Supplementary Fig. S1A). These visual-
zations and statistical summaries enable users to gain a com-
r ehensiv e understanding of their data, including patterns and
rends within the data, data distribution, and potential outliers.
 density plot, for instance, can r e v eal how data are distributed,
hile a scatter matrix plot can identify potential correlations.
lass distribution plots ar e particularl y useful for comprehend-

ng the balance of target classes within the dataset, which can be
rucial when designing a machine learning model. 

Ov er all, the Data Explor ation featur e enables users to effi-
ientl y explor e their datasets and acquir e initial insights into their
ata. This knowledge can inform subsequent modeling decisions,
nsuring that users are using the most a ppr opriate modeling tech-
iques for their specific dataset. 

utoML 

he AutoML feature in MLme enables users to effortlessly extract
eaningful information from their datasets using ML, even with-

ut extensive technical expertise (Supplementary Fig. S1B). With
 pr econfigur ed ML pipeline (Fig. 2 ), the AutoML handles essential
r epr ocessing steps such as data resampling, scaling, and feature
election [ 17 ]. These steps ensure that the input data are properly
r epar ed for ML algorithms, enhancing the performance and reli-
bility of subsequent trained models . T he AutoML conducts train-
ng and e v aluation of m ultiple classification models, including a
ummy classifier. By employing diverse models, users gain a com-
r ehensiv e understanding of their data and can identify the most
ffective algorithms for their specific dataset. 

After the pipeline is completed, the AutoML offers users vari-
us options for examining and inter pr eting the r esults . T hese op-
ions include intuitive and interactive plots, which help users gain
 deeper understanding of the performance c har acteristics of the
odels . Additionally, users ha ve the flexibility to download the re-

ults and explore them further using the Visualization interface
t their con venience . 

ustomML 

he CustomML feature of MLme empo w ers users with moderate
o advanced knowledge of the ML domain to design and customize
n ML pipeline that caters to their specific r esearc h needs (Supple-
entary Fig. S2A). With its user-friendly and intuitive interface,

sers can easily include or exclude steps and algorithms using
 simple toggle button. This eliminates the worry about writing
omplex pr ogr amming scripts and allows focusing on selecting
he most suitable steps and algorithms for the dataset. 

CustomML offers an extensive range of preprocessing options,
ncluding 7 algorithms for data resampling, 19 algorithms for scal-
ng, and a diverse array of feature selection algorithms to select
 ele v ant featur es fr om the dataset. Mor eov er, with 16 classifica-
ion algorithms a vailable , users can refine their pipeline to align
ith their r esearc h r equir ements. To pr ovide a compr ehensiv e un-
erstanding of the trained model’s performance, CustomML sup-
orts 10 different evaluation methods and 14 evaluation metrics.

The customization options of CustomML are enhanced by al-
owing users to select the par ameters v alue for all the provided
lgorithms, giving them gr eater contr ol ov er the behavior of their
e v eloped pipeline. Once the pipeline is designed, it can be con-
 enientl y downloaded and executed either locally or on a clus-
er, offering flexibility in computing resources . T he CustomML-
enerated ML pipeline produces a pickle file (.pkl) as an output
pon completion, which contains all the results from the pipeline.
his file can be uploaded to the Visualization interface, enabling
sers to inter pr et these results using various plots. 

isualization 

he Visualization feature in MLme allows users to effortlessly
nter pr et their results without the need for advanced program-

ing skills or expertise in data visualization (Supplementary Fig.
2B). It provides a comprehensive range of plots and tables , co v-
ring fundamental as well as advanced options such as bar plots,
eatmaps, and spider plots. These diverse visualization tools fa-
ilitate effective comparison of trained model performance. 

Furthermor e, this featur e allows users to customize the a p-
earance of their plots by selecting from over 50 different color
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Figure 1: Gr a phical abstr act. The input data for Mac hine Learning Made Easy (MLme) is a file with samples as r ows and featur es as columns, with 
sample names in the first column and target classes in the last column. MLme provides various features to enhance usability. The data exploration 
feature enables users to explore the data and gain initial insights. For advanced users, the custom ML feature allows the creation of custom ML 
pipelines. Upon execution, MLme gener ates a compr essed zip file containing inputP ar ameter.pkl, script.py, and README.txt. Alternativ el y, users can 
opt for the AutoML featur e, whic h a pplies a default ML pipeline to the input file. Both CustomML and AutoML pr oduce a r esults .pkl file , which can be 
further analyzed using the visualization feature. 
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palettes. Additionall y, all gener ated plots ar e of high quality and 

are downloadable in high resolution, ensuring they are suitable 
for publication purposes. Supplementary Fig. S11 showcases the 
available list of algorithms and diverse plot types within MLme 
for various machine learning stages. 

Use Cases 

Dataset selection criteria 

The MLme application is evaluated using 7 distinct datasets (Sup- 
plementary Table S2) that are carefully chosen to ensure robust- 
ness. Factors such as sample size, diversity, class imbalance, and 

dimensionality ar e consider ed during the selection process . T he 
selected datasets vary in sample size and div ersity, pr oviding 
 compr ehensiv e assessment of the MLme application’s perfor-
ance across different data scales. 
This includes datasets of varying sizes, from small (chronic 

ymphocytic leukemia [CLL] and cervical cancer study) to large 
inv asiv e br east carcinoma and body signal datasets), which test
he application’s scalability and efficiency. Imbalanced datasets,
ik e invasi ve breast carcinoma (BRCA), are included to evaluate
he MLme application’s handling of class imbalance and predic- 
ion accur acy, whic h is particularl y r ele v ant in r eal-world scenar-
os, such as biological research. The datasets also address the
hallenge of high-dimensional features and low sample sizes,
nown as the curse of dimensionality. By including such datasets,
Lme’s ability to handle challenges is thoroughly assessed. 
Furthermore, the glass identification dataset was selected as 

 nonbiological example, offering variation and enabling testing 
cr oss div erse domains . T his dataset, with m ultiple tar get classes,
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Figure 2: Default ML Pipeline for AutoML. The default ML pipeline can be r epr esented as a flowchart that starts by splitting the input dataset into 
training and independent test sets , pro vided the user has activated the test set option. Otherwise, the entire dataset is used for training. In the 
subsequent step, the training dataset is divided into n bins of equal size through stratified sampling. From these bins, k – 1 are designated as training 
sets while the remainder becomes the test set. In the preprocessing step, low variance features are removed first, follo w ed b y data scaling and 
r esampling. Subsequentl y, the SelectP er centile univ ariate featur e selection method is a pplied to select important featur es, and 5 ML classification 
algorithms are trained. Model performance is assessed on the test set using 3 different methods, and multiple performance metrics are computed. 
This entire process is repeated for each unique bin in the k-fold corss validation (CV) method. The pipeline outputs a zip file comprising the log .txt 
and the results.pkl files. The user can examine the results by visualizing the contents of the pickle file using MLme. 
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llows e v aluation of the MLme a pplication’s performance in m ul-
iclass classification problems. 

ataset descriptions 

he first dataset comprised messenger RN A (mRN A) patient data
 n = 136) obtained from a study on CLL, whic h measur ed their
r anscriptome pr ofiles [ 18 ]. Our objectiv e was to build a model
hat could classify male and female patients based on their tran-
criptomic profiles, using the top 5,000 most variable mRNAs (ex-
luding Y c hr omosome genes). The second dataset was collected
rom a cervical cancer study that analyzed the expression levels
f 714 microRNAs (miRNAs) in human samples ( n = 58) [ 19 ]. 

The third and fourth datasets were obtained from The Cancer
enome Atlas (TCGA), consisting of mRNA ( n = 1,219) and miRNA
 n = 1,207) sequencing data from patients with invasive BRCA,
hic h wer e r etrie v ed using the TCGAbiolinks pac ka ge [ 20 ] in R .

or the BRCA mRNA dataset, we focused only on differentially ex-
ressed genes from edgeR (False discovery rate (FDR) ≤0.001 and

og fold change > ±2) [ 21 ]. Our goal was to train a model capa-
le of distinguishing normal and tumor samples for both cervical
ancer and TCGA–BRCA datasets. 

The fifth dataset consists of single-cell RN A (scRN A) sequenc-
ng data obtained from peripheral blood mononuclear cells
PBMCs) that were sequenced using 10 × c hr omium tec hnology
 22 ]. Among all the cell populations described in this study, we
pecifically utilized the scRNA datasets of CD8 + naive, CD14 + , and
D16 + monocytes ( n = 1,500) with the goal of identifying distinct
arkers for each of these cell populations. 
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The sixth dataset utilized in this study was the widel y r ecog- 
nized glass identification dataset ( n = 214) obtained from the Uni- 
versity of California, Irvine ML repository [ 23 ]. This dataset com- 
prises 10 distinct features that r epr esent oxide content of glass 
samples . T he primary objective of this dataset is to classify differ- 
ent types of glass based on their oxide content. 

The se v enth dataset in our study comprises body signal data 
collected from 100,000 individuals through the National Health 

Insurance Service in Korea [ 24 ]. This dataset includes 21 essen- 
tial biological signals related to health, such as measurements of 
systolic blood pr essur e and total c holester ol le v els. Our main goal 
with this dataset was to determine whether individuals consume 
alcohol based on the available biological signal information. 

Results 

To perform a thorough assessment of the MLme functionality, we 
utilized its CustomML feature to construct distinct ML pipelines 
for CLL, cervical cancer, body signal, and TCGA datasets . T hese 
pipelines entailed various processing steps, including data scal- 
ing and resampling using different algorithms, multiple ML clas- 
sifiers, div erse e v aluation methods, and metrics. Additionally, we 
emplo y ed the AutoML feature of MLme to train multiple models 
for both the PBMC and glass datasets . T he top-performing models 
consistentl y ac hie v ed scor es exceeding 90% for all computed met- 
rics across all evaluated datasets except glass identification and 

body signal datasets. As anticipated, the dummy classifiers per- 
formed the worst among all the datasets (Supplementary Figs. S3–
S9). Additionally, we conducted a comparative analysis to assess 
the performance of MLme in comparison to Tree-based Pipeline 
Optimization Tool (TPOT) and hyperopt-sklearn on these datasets. 
The fact that all 3 tools demonstrated similar performance (Sup- 
plementary Fig. S10) for all datasets, except the glass dataset, un- 
derscores the reliability and consistency of the results produced 

by MLme. For hyperopt-sklearn, we configured it to comprehen- 
siv el y explor e all classification algorithms and data transforma- 
tions within the library while utilizing the tr ee-structur ed P arzen 

estimator algorithm for hyper par ameter searc h. For TPOT, we em- 
plo y ed a 5-minute runtime limit, a population size of 50, 5 gener- 
ations, and default values for all other parameters. 

To further demonstrate the applicability of MLme, we utilized 

its feature selection functionality from AutoML to identify the 
most important genes for classifying CD8 + naive, CD14 + , and 

CD16 + monocyte cell populations from the PBMC dataset. By se- 
lecting the top 10% of the original input of 500 highly variable 
genes , MLme pro vided a list of 50 genes that are sufficient for clas- 
sifying these cell types (Fig. 3 A). These 50 genes exhibited a strong 
correspondence with their respective cell populations, except for 
13 ribosomal genes (RPS and RPL) that sho w ed similar expression 

le v els acr oss all 3 cell types. 
Among the remaining 37 genes, we discov er ed classic mark- 

ers for CD8 + naive cells (TCF7 [ 25 , 26 ], LEF1 [ 25 ], BACH2 [ 27 ],
BCL11B [ 28 ], and THEMIS [ 29 ]), whic h hav e been pr e viousl y de- 
scribed in the liter atur e (Fig. 3 B). The list also included markers 
for the CD16 + cell population, such as FCGR3A (CD16), TCF7L2,
MS4A7, IFITM3, MTSS1, LST1, and WARS (Fig. 3 C), which have been 

associated with CD16 + cells in pr e vious studies [ 30 , 31 ]. Further- 
more, our marker list encompassed known CD14 + specific genes,
including VCAN, a marker of monocytic lineage [ 32 ]; CSF3R, previ- 
ously described in the CD14 + population [ 33 ]; and NEAT1 (Fig. 3 D).
These findings validate the biological relevance of the selected 

genes and highlight the utility of the MLme tool in biomedical re- 
search. 
mplementation 

he MLme is de v eloped using the Dash library [ 34 ] in the Python
 35 ] pr ogr amming langua ge. Plots ar e gener ated using Plotl y [ 36 ],
atplotlib [ 37 ], and bokeh [ 38 ] libraries. Pandas [ 39 ] and NumPy [ 40 ]

ibr aries ar e used to handle data stor a ge and pr ocessing. The de-
elopment of the ML pipeline is facilitated by employing the Scikit-
earn [ 41 ] and Imbalanced Learn [ 42 ] libraries. 

imitations 

urr entl y, MLme focuses on classification problems since a sub-
tantial portion of r esearc h questions and available datasets are
ligned with the domain of classification. This limitation hinders 
Lme’s applicability to regression or unsupervised learning tasks.
dditionally, the tool lacks built-in hyperparameter tuning capa- 
ilities . T his absence of a k e y feature may hinder users in fine-
uning their models. 

Ov er all, despite its limitations in handling r egr ession and un-
upervised ML problems, the current version of MLme is well
quipped to de v elop pipelines for classification tasks. It is worth
oting that users have the flexibility to choose values for all the
arameters of a given algorithm through the user interface, to
ome extent mitigating the impact of the lack of built-in hyper-
arameter tuning. 

onclusion 

ur article introduces a user-friendly tool called MLme, which of-
ers a wide range of functionalities for ML analysis. Its primary
oal is to make ML accessible to users of all skill le v els by remov-
ng technical barriers. With the Data Exploration feature, users 
an efficiently explore datasets and gain initial insights into their
ata. The AutoML feature simplifies ML usage, allowing them to

e v er a ge ML ca pabilities without dealing with complex tec hni-
alities . Moreo ver, the CustomML functionality assists in creat-
ng personalized pipelines using an intuitive graphical user inter- 
ace that caters to specific r equir ements, eliminating the need for
oding complexities. Additionally, the Visualization features en- 
ble users to inter activ el y explor e and understand model perfor-
ance, without extensive data visualization or coding expertise.

n summary, MLme is a po w erful and user-friendly tool that em-
o w ers resear chers to enhance their research outcomes through
L. 
Ho w e v er, it is crucial to emphasize that, despite their impres-

iv e ca pabilities, automated ML tools should ne v er be r egarded as
 replacement for domain expertise. Users of MLme must main-
ain a strong awareness of the invaluable role that domain knowl-
dge plays when using this software to address real-world prob-
ems. Consequently, expertise in the specific field r emains irr e-
laceable, and MLme should be viewed as a complementary tool 
o augment, rather than replace, human understanding and in- 
ights. 

utlook 

espite the limitations mentioned abo ve , there are several
r omising dir ections for futur e de v elopment of the MLme. Our
rimary objective is to expand the capabilities of MLme to include
upport for unsupervised learning and r egr ession pr oblems . T his
xpansion will gr eatl y enhance the tool’s utility and enable its ap-
lication in a broader range of ML tasks. 



6 | GigaScience , 2024, Vol. 13, No. 1 

A B C

Figure 3: Identification of potential markers for CD8 + naive, CD16 + , and CD14 + cell populations in the PBMC dataset. ( A ) Heatmap visualization 
showing the expression patterns of 50 genes selected by MLme. ( B –D ) Expression levels of k e y mark ers specific to CD8 + nai ve, CD16 + , and CD14 + cell 
populations, r espectiv el y, within eac h cell type. 
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Recognizing the importance of hyper par ameter tuning in op-
imizing models, we plan to incor por ate hyper par ameter tuning
apabilities into the tool. This addition will enable users to fine-
une their models and impr ov e ov er all performance, ther eby in-
r easing the effectiv eness and r eliability of MLme. Additionall y,
e intend to introduce a feature that allows users to upload and

ntegrate their own algorithms into the pipeline . T his feature will
nable users to use their pr eferr ed algorithms, e v en if they ar e not
urr entl y av ailable within the tool, ther eby expanding its a pplica-
ility and customization options. 

By dr awing inspir ation fr om other similar tools like MLbox [ 11 ],
ransmogrifAI [ 9 ], STREAMLINE [ 10 ], AutoSklearn [ 16 ], and Weka
 6 ], we aim to integr ate adv anced featur es into MLme . T hese in-
lude automated data cleaning, robust feature engineering, and
fficient data imputation. These futur e de v elopments aim to ov er-
ome the current limitations of MLme and enhance its function-
lity and adaptability. By addressing these limitations, we firmly
elie v e that the MLme will e volv e into a more comprehensive and
 aluable r esource for ML pr actitioners. 

vailability of Supporting Source Code and 

equirements 

roject name: Machine Learning Made Easy (MLme) 
Pr oject homepa ge: https:// github.com/ FunctionalUrology/
Lme 
Operating system(s): Platform independent 
Pr ogr amming langua ge: Python (v ersion 3.9) 
Other r equir ements: Doc ker or Python 

License: GNU GPL 
BioTool ID: MLme 
SciCrunch ID: MLme (RRID: SCR_024439) 

dditional Files 

upplementary Fig. S1. K ey featur es of Machine Learning Made
asy (MLme). (A) Data Exploration. (B) AutoML. 

Supplementary Fig. S2. K ey featur es of Mac hine Learning Made
asy (MLme). (A) CustomML. (B) Visualization. 

Supplementary Fig. S3. Projection of metrics scores on 2-
imensional polar coordinates . T he plots illustrate the perfor-
ance scores of the top and worst 5 machine learning (ML) algo-

ithms trained on the chronic lymphocytic leukemia (CLL) dataset,
oth during training (A) and testing (B). Each ML model is repre-
ented by a circle, and eac h v ertex r epr esents a specific perfor-
ance metric. A circle with a larger shaded area indicates better

erformance. 

https://github.com/FunctionalUrology/MLme
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Supplementary Fig. S4. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the top and worst 5 machine learning (ML) algo- 
rithms trained on the cervical cancer dataset, both during train- 
ing (A) and testing (B). Each ML model is r epr esented by a circle,
and eac h v ertex r epr esents a specific performance metric. A circle 
with a larger shaded area indicates better performance. 

Supplementary Fig. S5. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the top and worst 5 machine learning (ML) al- 
gorithms trained on the TCGA mRNA dataset, both during train- 
ing (A) and testing (B). Each ML model is r epr esented by a circle,
and eac h v ertex r epr esents a specific performance metric. A circle 
with a larger shaded area indicates better performance. 

Supplementary Fig. S6. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the top and worst 5 machine learning (ML) al- 
gorithms trained on the TCGA miRNA dataset, both during train- 
ing (A) and testing (B). Each ML model is r epr esented by a circle,
and eac h v ertex r epr esents a specific performance metric. A circle 
with a larger shaded area indicates better performance. 

Supplementary Fig. S7. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the top and worst 5 machine learning (ML) algo- 
rithms trained on the peripheral blood mononuclear cell (PBMC) 
dataset, both during training (A) and testing (B). Each ML model 
is r epr esented by a circle, and each vertex represents a specific 
performance metric. A circle with a larger shaded area indicates 
better performance. 

Supplementary Fig. S8. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the top and worst 5 machine learning (ML) al- 
gorithms trained on the glass identification dataset, both dur- 
ing training (A) and testing (B). Each ML model is represented 

by a circle, and each vertex represents a specific performance 
metric. A circle with a larger shaded area indicates better 
performance. 

Supplementary Fig. S9. Projection of metrics scores on 2- 
dimensional polar coordinates . T he plots illustrate the perfor- 
mance scores of the machine learning (ML) algorithms trained on 

the body signal dataset, both during training (A) and testing (B).
Each ML model is represented by a circle, and eac h v ertex r epr e- 
sents a specific performance metric. A circle with a larger shaded 

area indicates better performance. 
Supplementary Fig. S10. Performance comparison of MLme, 

TPOT, and hyper opt-sklearn acr oss m ultiple datasets. Eac h bar in 

(A), (B), and (C) r epr esents the F1, accur acy, and r ecall scor es, r e- 
spectiv el y, on the test data for each dataset. 

Supplementary Fig. S11. MLme’s list of algorithms and diverse 
plot types for different machine learning stages. MLme offers an 

arr ay of div erse plots suitable for both exploratory data analy- 
sis (EDA) (A) and visualizing outcomes derived from either Au- 
toML or CustomML (B). MLme provides users with the flexibility 
to design their own machine learning pipelines . (C) T he potential 
pipeline steps alongside corresponding algorithm choices and (D) 
the steps and corresponding algorithms included in MLme’s de- 
fault AutoML pipeline. 

Supplementary Table S1. Comparison of features between 

MLme and other similar machine learning automation tools. 
Supplementary Table S2. Example datasets used in this study.

a ta Av ailability 

ll supporting data, including the input dataset, “inputP ar am-
ters .pkl,” and “results .pkl” files , for all e v aluated datasets, ar e
vailable on Zenodo [ 43 ]. The “results.pkl” files can be visual-
zed using the Visualization feature of MLme. An arc hiv al copy
f the source code and supporting data is also available via the
igaScience database, GigaDB [ 44 ]. DOME-ML (Data, Optimisation,
odel, and Evaluation in Machine Learning) annotation, sup- 

orting the current study, is available through DOME Wizard.
he link to the DOME annotations for this study is available on
igaDB [ 44 ]. 

bbreviations 

RCA: breast carcinoma; CLL: chronic lymphocytic leukemia; 
iRN A: microRN A; ML: mac hine learning; MLme: Mac hine Learn-

ng Made Easy; mRNA: messenger RNA; PBMC: peripheral blood 

ononuclear cell; TCGA: The Cancer Genome Atlas. 
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