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A B S T R A C T 

Global circulation models (GCMs) play an important role in contemporary investigations of exoplanet atmospheres. Different 
GCMs e volve v arious sets of dynamical equations, which can result in obtaining different atmospheric properties between models. 
In this study, we investigate the effect of different dynamical equation sets on the atmospheres of hot Jupiter exoplanets. We 
compare GCM simulations using the quasi-primitive dynamical equations (QHD) and the deep Na vier -Stokes equations (NHD) 
in the GCM THOR. We utilize a two-stream non-grey ‘picket-fence’ scheme to increase the realism of the radiative transfer 
calculations. We perform GCM simulations co v ering a wide parameter range grid of system parameters in the population 

of exoplanets. Our results show significant differences between simulations with the NHD and QHD equation sets at lower 
gravity, higher rotation rates, or at higher irradiation temperatures. The chosen parameter range shows the rele v ance of choosing 

dynamical equation sets dependent on system and planetary properties. Our results show the climate states of hot Jupiters seem to 

be very diverse, where exceptions to prograde superrotation can often occur. Overall, our study shows the evolution of different 
climate states that arise just due to different selections of Na vier -Stokes equations and approximations. We show the divergent 
behaviour of approximations used in GCMs for Earth but applied for non Earth-like planets. 

K ey words: radiati ve transfer – methods: numerical – planets and satellites: atmospheres – planets and satellites: gaseous 
planets. 

1  I N T RO D U C T I O N  

Numerical weather and climate predictions provide useful informa- 
tion for our daily li ves, nav al and aviation safety, national policy, 
strate gy dev elopment, and research in atmospheric science. Running 
numerical simulations can be computationally e xpensiv e; therefore, 
approximations of the Na vier -Stokes equations (Na vier 1823 ; Stokes 
1845 , 1846 ) have been proposed for global scale simulations. 
Bjerknes ( 1904 ) proposed the basis of the hydrostatic primitive 
equations (HPEs). Richardson ( 1922 ) derived a variation from Bjerk- 
nes’s primitive equations to perform the first attempt at a numerical 
weather forecast by hand. Charney & Eliassen ( 1949 ) produced 
the first numerical weather model on ENIAC in 1950. Already at 
the dawn of numerical forecasting, Charney ( 1955 ) identified those 
approximations as an important obstacle to o v ercome. 

The limits of the HPEs are still assessed to this day; for example, 
the energy conservation in global circulation models (GCMs) for 
Earth (Tort, Dubos & Melvin 2015 ), short-period waves at small 
scales (e.g. Álvarez et al. 2019 ), and global simulations of exoplan- 
etary atmospheres (e.g. Mayne et al. 2019 ; Deitrick et al. 2020 ). 
While numerical models utilizing the primitive equations have been 
relatively successfully applied to Earth’s atmosphere, the applicabil- 

� E-mail: pascal-andreas.noti@unibe.ch (PAN); elspeth.lee@unibe.ch 
(EKHL) 

ity of the primitive equation set has been questioned for exoplanet 
atmospheres. F or e xample, Mayne et al. ( 2019 ) disco v ered important 
differences in the zonal advection between simulations using the 
‘primitive’ equations and the ‘full’ Na vier -Stokes equations [accord- 
ing to the nomenclature of Mayne et al. ( 2014a )]. Those differences 
in the zonal adv ection lead, for e xample, to significant differences 
in the atmospheric redistribution of heat in simulations of the warm 

and tidally locked small Neptune GJ 1214b. For hot Jupiters, Deitrick 
et al. ( 2020 ) see changes of 15–20 per cent in the peak zonal winds in 
simulations with the non-hydrostatic, deep atmospheres (NHD) and 
quasi-hydrostatic, deep atmosphere (QHD) equation sets. 

Atmospheric simulations can be in the interest for observations 
of exoplanets; the era of JWST will bring us several phase curves 
observations of exoplanet atmospheres, ranging from hot giants 
to temperate terrestrials, at higher resolutions than ever before. 
Continuous and long duration observations combined with a larger 
spectral resolution, collecting area, and a wider spectral co v erage 
ranging from 0.6 to 20 μm will lead the studies of exoplanets and 
their habitability to quantum leap forward in evolution (Stevenson 
et al. 2016 ; Bean et al. 2018 ). At the same time, Feng et al. ( 2016 ), 
Blecic, Dobbs-Dixon & Greene ( 2017 ), Dobbs-Dixon & Cowan 
( 2017 ), Caldas et al. ( 2019 ), Flowers et al. ( 2019 ), Irwin et al. ( 2020 ), 
Taylor et al. ( 2020 ), Beltz et al. ( 2021 ), and Parmentier, Showman & 

F ortne y ( 2021 ) highlight the importance of multidimensionality in 
interpreting observations. Therefore, simulations of the dynamics 
and the 3D structure of exoplanetary atmospheres are essential 
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Published by Oxford University Press on behalf of Royal Astronomical Society 

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3396/7221342 by guest on 09 February 2024

http://orcid.org/0000-0002-8012-3400
http://orcid.org/0000-0002-3052-7116
http://orcid.org/0000-0001-9423-8121
http://orcid.org/0000-0002-6893-522X
mailto:pascal-andreas.noti@unibe.ch
mailto:elspeth.lee@unibe.ch


NHD versus QHD equations in THOR 3397 

t
d  

o
o
E
E
s  

h
(  

a
i
d

 

s
e
a  

o  

(

g
g
d
b  

s
a

o
g  

G  

s  

w
(
(
2
m
m  

M  

s
G  

c  

2  

(
t  

p
(  

b
p
t  

t  

(  

M  

(
e
c
f

r
e  

a  

L
e
T

d  

d
t
f  

t  

o  

f  

i

S  

K  

J  

Q
E
w  

C  

r
a  

D  

o

m
N  

D  

H  

e  

2  

2  

e  

a
t  

M  

2
(  

D  

h
T
G  

(  

T  

d  

a  

R  

o  

e  

D  

R  

g
t
r

 

p
a  

s
i  

a
t  

m  

d
o  

(  

E

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3396/7221342 by guest on 09 February 2024
ools for helping to understand and interpret the new observation 
ata from JWST. Moreo v er, phase curv e data of hot Jupiters in the
ptical and infrared wavelength regimes can benefit from the findings 
f 3D simulations of exoplanetary atmospheres: the Transiting 
xoplanet Surv e y Satellite (Ricker et al. 2014 ), CHaracterising 
xOPlanet Satellite (Broeg et al. 2013 ), the Atmospheric Remote- 
ensing Infrared Exoplanet Large surv e y (Tinetti et al. 2016 ), and the
igh altitude ballon mission EXoplanet Climate Infrared TElescope 
Nagler et al. 2019 ). Since the 3D simulations of the exoplanetary
tmospheres are necessary tools for the understanding of exoplanets, 
dentifying significant differences between simulations with different 
ynamical equation sets is important. 
White et al. ( 2005 ) and Mayne et al. ( 2014a ) re vie wed the

hallow, deep, h ydrostatic, quasi-h ydrostatic, and non-h ydrostatic 
quations (NHEs) in GCMs. For a complete overview on the NHD 

nd QHD equation sets, see Deitrick et al. ( 2020 ). Other conventions
f dynamical equation sets can also be used [e.g. Mendon c ¸a et al.
 2016 ); Deitrick et al. ( 2020 )]. 

Simulations with HPEs can represent gra vity-wa ves and nearly 
eostropic motions (White et al. 2005 ). For representing nearly 
eostrophic or ‘balanced’ motion, much attention has been put into 
eriving approximations (see reviews in Norbury & Roulstone 2002a , 
 ). Several approximations can be found in the HPEs: the ‘hydro-
tatic’ assumption, ‘shallow atmosphere’, ‘spherical geopotential 
pproximation’, and the ‘traditional approximation’ (Eckart 1960 ). 

The traditional approximation was first introduced to study the 
ceanic and atmospheric dynamics of Earth considering the negli- 
ible Coriolis terms in shallowness of the Earth (e.g. Eckart 1960 ;
erkema et al. 2008 ; Zeitlin 2018 ). In the momentum equation,

everal terms go to zero (see Mayne et al. 2014a ): for longitudinal
ind u , the terms 2 �ωcos φ (traditional approximation) and −uω 

r 

shallow approximation); for latitudinal wind v, the term 

−vω 
r 

shallow approximation); and for the vertical wind ω, the terms 
 �u cos φ (traditional approximation) and u 2 + v 2 

r 
(shallow approxi- 

ation). In astrophysics, the traditional approximation of rotation 
ight describe the dynamics of gra vito-inertial wa ves on stars (e.g.
athis & Prat 2019 ) well, but it is problematic for some exoplanets

uch as dynamics of the warm and tidally locked small Neptune 
J 1214b, as Mayne et al. ( 2019 ) showed. The discussion of the

os φ terms have been in contention for many years (White et al.
005 ). Studies by Phillips ( 1990 ) and Thuburn, Wood & Staniforth
 2002 ), using linearized and adiabatic analyses, showed those cos φ
erms are minor, given the parameters of Earth if the ratio of
lanetary rotation frequency to buoyancy frequency is very small 
 � 1). White et al. ( 2005 ) regarded the terms to be unsettling,
ecause buoyancy frequency differs across the globe and diabatic 
rocesses drive the global circulation. Furthermore, they find that 
he cos φ terms are problematic if the buoyanc y frequenc y increases
hrough climate change. Bretherton ( 1964 ) and de Verdi ̀ere & Schopp
 1994 ) showed the importance of the cos φ terms near the equator.

oreo v er, the cos φ terms become rele v ant for the mesoscale motion
Draghici 1989 ). The traditional approximation to models simulating 
xoplanets varies widely in their climate regimes. Therefore, we 
ould assume that the traditional approximation might not be valid 
or many exoplanets. 

Models with NHEs for global simulations are used for three 
easons (White et al. 2005 ); models with HPEs cannot resolve 
f fecti vely at high resolution, so Daley ( 1988 ) suggested to apply
 single equation set for all scales. Secondly , Tanguay , Robert &
aprise ( 1990 ) saw that semi-implicit methods treat acoustic waves 
fficiently and that more accurate NHEs should be developed. 
hirdly, White et al. ( 2005 ) judged the mathematically evolutionary 
eri v ations of HPEs as less mature compared to NHEs, which are
esigned for classical compressible fluid dynamics. Already outside 
he original discipline, the meteorology, some approximations per- 
orm already less well on Earth; For the dynamics of deep oceans,
he cos φ terms become more important (White et al. 2005 ) because
f the larger ratio of the planetary rotation frequency to the buoyancy
requency. The larger ratio is due to the smaller buoyancy frequency
n the ocean, by one order of magnitude (see p. 52 of Gill 1982 ). 

For understanding the observational data better, Yamazaki, 
keet & Read ( 2004 ), M ̈uller-Wodarg et al. ( 2006 ), Hollingsworth &
ahre ( 2010 ), and Lebonnois et al. ( 2010 ) implemented GCMs for

upiter, Saturn, Mars, and Venus. Since first disco v ered (Mayor &
ueloz 1995 ), several hundreds of exoplanets have been observed. 
xoplanets and their central stars vary widely in their parameters, 
hich makes modelling challenging (see for re vie w Sho wman,
ho & Menou 2010 ). Hot Jupiters are of prime interest, since they

epresent easier targets for observation due to their large radius 
nd the stronger thermal emitted radiation. Showman et al. ( 2009 ),
obbs-Dixon & Lin ( 2008 ), and Dobbs-Dixon ( 2009 ) adapted some
f the first GCMs to hot Jupiters. 
Sev eral groups hav e used GCMs or Radiativ e-Hydrodynamic 
odels to study atmospheres of (ultra) hot Jupiters and warm 

eptunes (e.g. Showman & Guillot 2002 ; Showman et al. 2009 ;
obbs-Dixon, Cumming & Lin 2010 ; Rauscher & Menou 2010 ;
eng, Menou & Phillipps 2011a ; Dobbs-Dixon & Agol 2013 ; Mayne

t al. 2014b ; Charnay et al. 2015 ; Kataria et al. 2015 ; Amundsen et al.
016 ; Mendon c ¸a et al. 2016 ; Zhang & Showman 2017 ; Mayne et al.
019 ; Carone et al. 2020 ; Deitrick et al. 2020 ; Lee et al. 2021 ; Deitrick
t al. 2022 ; Lee et al. 2022 ). Several physical processes have been
dded to GCMs. Regarding radiative transfer (RT), GCMs contain 
he Newtonian relaxation (e.g. Showman et al. 2008 ; Rauscher &

enou 2010 ; Heng et al. 2011a ; Mayne et al. 2014b ; Carone et al.
020 ) and multiband grey or non-grey schemes in various adaptations 
e.g. Heng, Frierson & Phillipps 2011b ; Rauscher & Menou 2012 ;
obbs-Dixon & Agol 2013 ; Mendon c ¸a et al. 2018b ) in studies for
ot Jupiters. Such simplified RT schemes run in GCMs efficiently. 
he computational efficiency enables easier benchmarking between 
CMs (e.g. Heng & Showman 2015 ) and for exploring parameters

e.g. Komacek & Sho wman 2016 ; Komacek, Sho wman & Tan 2017 ;
an & Komacek 2019 ; Tan & Showman 2020 ) for investigations of
ynamical regimes. Showman et al. ( 2009 ), Charnay et al. ( 2015 ),
nd Amundsen et al. ( 2016 ) combined detailed real gas, correlated-k
T schemes to GCMs, which led to more computational e xpensiv e
perations. Studies such as Kataria et al. ( 2014 , 2016 ), Amundsen
t al. ( 2016 ), Parmentier et al. ( 2016 ), Schneider & Liu ( 2009 ), and
eitrick et al. ( 2022 ) perform GCM simulations, including real gas
T schemes. In Lee et al. ( 2021 ), they compared semigrey, non-
rey picket-fence and correlated-k RT schemes and suggested to use 
he picket-fence scheme as simple and computationally efficient but 
ealistic solution. 

Regarding the validity, Tokano ( 2013 ) raises doubts about the
rimitive equations in relatively thick atmospheres. In such thick 
tmospheres, the ratio of scale height to the planetary radius gets
ufficiently large so that the traditional approximation becomes 
nappropriate. Similarly, Tort et al. ( 2015 ) and Gerkema et al. ( 2008 )
nalysed the limits of the primitive equations for Earth, respectively, 
he traditional approximation in particular. In the past decade, a few

odels with the full or deep Na vier -Stokes equations ha ve been
eveloped for exoplanets: the 3D radiation-hydrodynamics model 
f Dobbs-Dixon & Agol ( 2013 ), the dynamical core of THOR
Mendon c ¸a et al. 2016 ; Deitrick et al. 2020 ), the modified UM
NDGame (Mayne et al. 2014b ), and LFRic-Atmosphere (Adams 
MNRAS 524, 3396–3428 (2023) 
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t al. 2019 ; Sergeev et al. 2023 ). Ho we ver, only a few studies (e.g.
ayne et al. 2014b , 2019 ; Deitrick et al. 2020 ) hav e inv estigated dif-

erences between simulations with different dynamical equations for
xoplanets. While Deitrick et al. 2020 uses two-stream, double-grey
T, respectively, only Mayne et al. ( 2019 ) applied a detailed real
as, correlated-k RT scheme for the comparison of the dynamical
quations. They suggested to study differences emerging out of
ifferent dynamical equations by implementing a full RT solution
s used in Amundsen et al. ( 2016 ). 

In this study, we investigate the differing effects of simplified
a vier -Stokes equations in a GCM. We use THOR GCM because of

ts computational efficiency and update the RT using the picket fence
cheme of Lee et al. ( 2021 ). THOR allows us to simulate atmospheres
ith different dynamical equations, as shown by (Deitrick et al.
020 ), with NHD and QHD equation sets. We will focus on the
HD and QHD equation sets in our investigation similarly. 
F or inv estigating the effects between the NHD and QHD equa-

ion sets, we analyse effects in a parameter grid space appropriate for
he hot exoplanet regime. We alter the gravity, rotation period, and
rradiation temperature at the top of the atmosphere separately to see
he differences among the equations and their dependence of those
arameters. 

 T H O R  M O D E L  

endon c ¸a et al. ( 2016 ) developed the open-source GCM THOR for
he purpose to study exoplanet atmosphere dynamics. Further model
evelopments were published by Mendon c ¸a et al. ( 2018a , 2018b ,
018c ) and Deitrick et al. ( 2020 , 2022 ). THOR simulates the global
tmospheres in a full 3D icosahedral grid with a given horizontal
esolution (customizable by the g levels settings). Consequently, sin-
ularities and resolution crowding at the poles do not occur like in
atitude-longitude grids. 

.1 Hydrodynamics 

HOR evolves the general non-hydrostatic Euler equa-
ions (Mendon c ¸a et al. 2016 ). The integration schemes are hori-
ontally explicit and vertically implicit. Mendon c ¸a et al. ( 2018b ,
018c ) added a dry conv ectiv e adjustment and a ‘sponge layer’ as
 form of drag for numerical stability similar to most contemporary
CMs. Furthermore, the model offers hydrostatic shallow (HSS),
uasi-hydrostatic deep (QHD), and non-hydrostatic deep (NHD)
quation sets (Deitrick et al. 2020 ). In summary, the vertical mo-
entum flux differs between both equation sets. 
NHD and QHD vary mainly in three terms: Dv r 

Dt 
, the Langrangian

eri v ati ve of the vertical velocity, F r , the hyperdif fusi ve flux, and
 r , the vertical component of the advection term. The terms Dv r 

Dt 
and

 r turn to zero in the QHD case. A r = ∇( ρ� v ⊗ � v ) becomes 

 

QH 

r = 

ρ� v h · � v h 

r 
, (1) 

here ρ is the density of the air, � v h the horizontal momentum vector,
nd r the radial distance from the centre of the planet. For a more
omplete re vie w on the NHD and QHD equation sets, see Deitrick
t al. ( 2020 ). 

.2 Picket-fence RT scheme 

 two-stream, double-grey RT scheme is available in THOR since
he update made by Deitrick et al. ( 2020 ). Ho we ver, to increase
he realism of the RT scheme, we use the non-grey ‘picket-fence’
NRAS 524, 3396–3428 (2023) 
Chandrasekhar 1935 ) translated from Lee et al. ( 2021 ), who refer to
he approaches of Parmentier & Guillot ( 2014 ) and Parmentier et al.
 2015 ). The picket-fence approach of Lee et al. ( 2021 ) simulates
he radiation propagating in five bands (three visible, two infrared)
hrough the atmospheric layers. The picket fence scheme uses
wo representative opacities: the molecular and atomic line opacity
nd the general continuum opacity. The values of these opacities
re derived from the Rosseland mean opacity computed through
tting functions (analytically derived by Parmentier & Guillot 2014 ;
armentier et al. 2015 ). 
Ignoring the effects of multiple scattering, the net flux,

 net , i [ Wm 

−2 ], at each level i is given by the difference of the outgoing
ong-wave flux, F IR ↑ , i , to the downwards long-wave flux, F IR ↓ , i , and
hort-wav e flux es, F V ↓ , i , 

 net,i = F IR↑ ,i − F IR↓ ,i − F V ↓ ,i . (2) 

ssuming hydrostatic equilibrium, the partial optical depth, �τ i ,
Parmentier & Guillot 2014 ), is given by 

τi,b = κR,i,b ( p i , T i ) �h i ρi , (3) 

here the opacity, κR , i , b [ m 

2 kg −1 ], for the level i and for the band
 , the height difference between levels � h i , and the density ρ i 

etermines the partial optical depth. We implemented a B ́ezier
nterpolation to compute p i and T i from the pressure and temperature
t the layers of the model from the altitude levels. We consider the
tmosphere abo v e the model grid using a ghost layer with optical
epth 

τghost = 

κR,top ( p top , T top ) p top 

g 
. (4) 

here p [ Pa ] stands for the pressure and g [ ms −2 ] for the gravity. The
osseland mean opacity is calculated (Parmentier et al. 2015 ) as 

1 

κR 

≡
∫ ∞ 

0 
1 
κλ

d B λ
d T d λ∫ ∞ 

0 
d B λ
d T d λ

, (5) 

here κλ[ m 

2 g −1 ] is the wavelength-dependent opacity and dB −
/ dT is the temperature deri v ati ve of the Planck function. In order

o quantify the non-greyness of the atmosphere, κ i , b is computed for
ach level as well as for each V and IR band through the relation 

P ,i,b ≡ γb κR,i,b ( p i , T i ) , (6) 

here γ b is the opacity ratio coefficient (Parmentier & Guillot 2014 ;
armentier et al. 2015 ) for each band, b , and κR ( p i , T i )[ m 

2 kg −1 ] is the
osseland mean opacity for each band b . Adding the opacity ratio
oefficient to equations ( 3 ) and ( 4 ), the equations become 

τi,b = γb κR,i,b ( p i , T i ) �h i ρi , (7a) 

τghost = 

γb κR,top,b ( p top , T top ) p top 

g 
, (7b) 

here γ b = 1 accounts for a grey atmosphere and γ b > 1 for a non-
rey atmosphere in the band b (King 1956 ). Applying the formation
efinition in equation ( 5 ), the Rosseland mean opacity is computed
rom fitting function and tables in Freedman et al. ( 2014 ). 

The γ b , β, and the Bond albedo, A B , depend on the ef fecti ve
emperature, T eff [ K ]. Therefore, T eff [ K ] is computed in advance
ccording to Parmentier et al. ( 2015 ) for each column as 

 eff = 

4 
√ 

T 4 int + (1 − A B ) μ� T 
4 
irr , (8) 

here T int [ K ] is the internal temperature, μ� = cos φcos θ the cosine
ngle from the sub-stellar point, A B the Bond albedo, and T irr the
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rradiation temperature at the substellar point. Equation ( 8 ) simplifies
o T eff = T int for night-side profiles. We use the fit of Parmentier et al.
 2015 ) to the Bond albedo, A B , which depends on g , the gravity, and
 eff . 
The RT scheme operates for each column as follows: 

(i) Computation of the Bond albedo according to Parmentier et al. 
 2015 ), with T eff assuming μ� = 1 / 

√ 

3 . 
(ii) Computation of all γ b and β with T eff calculated according to 

quation ( 8 ) for each column and according to the fitting coefficient
ables in Parmentier et al. ( 2015 ) and definitions in Parmentier &
uillot ( 2014 ). 
(iii) Compute the IR band Rosseland mean opacity, κR ( p i , 

 i ), in each layer from the fits and tables of Freedman et al.
 2014 ). 

(iv) Compute the V band opacities in each layer using the γ b and 
R relationships as in the equation ( 6 ). 
(v) Compute the IR band opacities in each layer using the γ b and 

R relationships as in the equations ( 6 ). 
(vi) Compute the optical depth as in the equation( 7b ). 
(vii) Compute the two-stream calculations for each V and IR band. 

.2.1 Short-wave radiation 

or the stellar flux at the top of the atmosphere, F 0 [ Wm 

−2 ] is given
y the irradiation temperature, T irr [ K ] (Guillot 2010 ) as 

 0 = σT 4 irr = 

(
R � 

a 

)2 

σT 4 � , (9) 

here σ [ Wm 

−2 K 

−4 ] is the Stefan–Bolzmann constant, R � [ m ] the
tellar radius, a [ m ] the semimajor axis, and T � [ K ] the ef fecti ve
emperature of the star. 

The downw ard shortw ave flux at each layer i is summed o v er the
hort-wave bands with the optical depth to layer i , τ i , b 

 V ↓ ,i = (1 − A B ) F 0 μ� 

N b ∑ 

b= 1 

βV ,i exp 

(
− τi,b 

μ� 

)
, (10) 

here N b stays for the number of V bands (3 in this study) and βV , i 

he fraction of stellar flux in band b (1/3 in this study). 

.2.2 Long-wave radiation 

e implement a two-stream solution using the short characteristic 
ethod with linear interpolants introduced by Olson & Kunasz 

 1987 ). The downward intensity, the intensity of the ghost layer,
he upward intensity, and the upward intensity at the bottom 

 IR , g , i [ Wm 

−2 sr −1 ] at levels i and in IR bands for a Gaussian quadrature
 point are given by 

 ↓ ,IR ,g ,i = ( ε0 i − 1) I ↓ ,IR ,g ,i+ 1 + α−
i B i+ 1 ,IR + β−

i B i,IR , (11a) 

 ↓ ,IR ,g ,ghost = [1 − exp ( τIR,top) /μg ] B top−1 , (11b) 

 ↑ ,IR ,g ,i = ( ε0 i − 1) I ↑ ,IR ,g ,i−1 + β+ 

i B i,IR + γ + 

i B i−1 ,IR , (11c) 

 ↑ ,IR ,g ,bot t om 

= B int + I ↓ ,IR ,g ,bot t om 

, (11d) 

here 

0 i = 1 − exp( −�τIR,i / μg ) , (12a) 

1 i = �τIR,i / μg − 1 + exp( −�τIR,i / μg ) = �τIR,i / μg − ε0 i , (12b) 
ith the coefficients for linear interpolation 

−
i = ε0 i − ε1 i /�τIR,i , (13a) 

−
i = ε1 i /�τIR,i , (13b) 

−
i = 0 , (13c) 

+ 

i = 0 , (13d) 

+ 

i = ε1 i /�τIR,i , (13e) 

+ 

i = ε0 i − ε1 i /�τIR,i , (13f) 

nd for optical depth lower than 10 −6 , the coefficients are set to 

−
i = 0 . 5 · ε0 i ( B IR,i+ 1 + B IR,i ) /B IR,i+ 1 , (14a) 

−
i = 0 , (14b) 

−
i = 0 , (14c) 

+ 

i = 0 , (14d) 

+ 

i = 0 . 5 · ε0 i ( B IR,i + B i−1 ,b ) /B IR,i , (14e) 

+ 

i = 0 , (14f) 

hich reduces to the isothermal approximation to a v oid numerical
nstability. μg is the emission angle, and B IR , i [ Wm 

−2 sr −1 ] is the
av e-length inte grated blackbody intensity defined as 

 IR,i = βIR B i = βIR σT 4 i /π, (15) 

here β IR , b is the fraction of flux in band b . This forces the RT
cheme to return to the isothermal approximation at low optical 
epths where numerical stability would be an issue. The upward and
ownw ard long-w av e flux es F IR , i [ Wm 

−2 ] are giv en by 

 IR↓ ,i = 2 π
N IR ∑ 

b 

N g ∑ 

g 

w g μg I ↓ ,IR ,g ,i (16a) 

 IR↑ ,i = 2 π
2 ∑ 

IR 

5 ∑ 

g 

w g μg I ↑ ,IR ,g ,i , (16b) 

here N IR is the number of IR bands (here 2), N g the number of
auss quadrature points (here 2), and w g the quadrature weight. 

.3 Altitude setup 

trong temperature gradients pose a problem in the simulations with 
 low vertical resolution. Instead of increasing vertical resolution, 
hich would increase numerical cost, we instead alter the relative 

hickness of the atmosphere layers. Where the temperature gradi- 
nt remains relatively constant (e.g. deeper atmosphere), a higher 
hickness can be tolerated. Therefore, we create a function, which 
ncreases the vertical resolution at a chosen relative height, h rel ,
efined by 

 lev ( i) = z( i) h top , (17a) 

 lay ( i) = [ h lev ( i) + h lev ( i + 1)] / 2 , (17b) 

here i stands for the height index, h lev for the altitude at the levels
interfaces), h lay for the altitude at the layers, h top is the chosen top
ltitude of the model, z( i ) is the relative height and was defined by 
MNRAS 524, 3396–3428 (2023) 
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Figure 1. Distribution of the cumulative heights of the levels in the new 

varying height setting compared to the standard setting with constant level 
heights. 
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Figure 2. Grid of simulated exoplanetary parameters compared to the known 
exoplanets organized by host star type (retrieved on the 2021 November 22 
from the entries with sufficient information in the NASA Exoplanet Archive 
– Akeson et al. 2013 ). 

 

t
 

p
 

p
 

t
 

t

3

F  

e  

J  

o  

e  

y  

o  

e  

v  

g  

N  

p  

t  

l  

d  

b  

5  

E  

T  

e  

1  

c

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3396/7221342 by guest on 09 February 2024
 ( i ) = a( i − c) 3 + b( i − d) 2 , (18a) 

( i ) = 

y ( i ) + y(0) 

y ( N lev − 1) + y(0) 
, (18b) 

here c and d are parametrized as 

 = 

h rel ( N lev − 1) 

2 
+ 

b 

3 a 
+ 

( N lev − 1) 

4 
, (19a) 

 = 

1 

2 
, (19b) 

here a and b are parameters that can be chosen. In this study, we
et h rel = 0.7, a = 1, and b = 6 for our simulations. Fig. 1 illustrates
he different heights of the levels in the new setting compared to the
tandard setting. The new scheme aims to have a slightly smother
-p profiles where temperature gradients are large like at pressures p
 10 5 Pa . 

.4 Initial condition setup 

e assume an initial T-p profile given by the picket-fence analytical
olution at the substellar point. We implemented the suggestion of
ainsbury-Martinez et al. ( 2019 ) aiming for a hot adiabatic profile
or the deep atmosphere of hot Jupiters. Furthermore, a hotter T-p
rofile can quickly cool down towards a realistic adiabatic gradient
ompared to a warming up from colder temperatures. The internal
emperature, T int [ K ], was calculated in advance using the expression
f Thorngren, Gao & F ortne y ( 2019 ). A pressure grid with 1000 grid
oints is generated by 

( x) = p ref e 
− 20( x) 

10 3 , (20) 

here p ref is the reference pressure. The opacity at the layer i is
efined as 

i = τi+ 1 + κ( p i+ 1 , T i+ 1 )( p i − p i+ 1 ) /g. (21) 

he scheme of the initial conditions operates as follows: 

(i) Computation of the Bond albedo, according to Parmentier et al.
 2015 ), with T eff assuming μ� = 1 / 

√ 

3 . 
(ii) Computation of all γ b , γ p , and β with T eff calculated,

ccording to equation ( 8 ), for each column and according to the
tting coefficient tables in Parmentier et al. ( 2015 ) and definitions in
armentier & Guillot ( 2014 ). 
(iii) Computation of the IR band Rosseland mean opacity, κR ( p i ,

 i ), in each layer from the fits and tables of Freedman et al. ( 2014 ). 
NRAS 524, 3396–3428 (2023) 
(iv) Computation of the temperature from the top to the bottom of
he atmosphere with a first guess, followed by a convergence loop. 

(v) Computation of the adiabatic correction of the initial T-p
rofile according to Parmentier et al. ( 2015 ). 
(vi) Computation of an initial altitude grid, in addition to the T-p

rofile, with the hydrostatic equation in the bottom up approach. 
(vii) Interpolation of the temperature with both altitude grids and

he initial temperature structure. 
(viii) Computation of the T-p profile with the hydrostatic equa-

ion and the reference pressure from bottom up. 

 TEST  CASES  

 or inv estigating the differences between the NHD and QHD
quation sets, we run simulations across a parameter grid. In the
WST mission, WASP 43b will be among the first exoplanets to be
bserved with the MIRI/LRS instrument (Bean et al. 2018 ; Venot
t al. 2020 ), and many more exoplanets will follow in the coming
ears. Therefore, we used WASP 43b as role model planet and altered
nly the parameters for the rotation rate �, g and T eff . The T eff in the
quation ( 8 ) was changed in the way that the T irr reaches our targeted
alues. Additionally, we analyse the effects rising from altering �,
 , and T eff with regard to the differing terms Dv r 

Dt 
, F r and A r in the

HD and QHD case. Due to the lack of computational resources, we
erformed simulations across nine parameter sets. Fig. 2 illustrates
he grid values with the altering �, g , and T eff one by one. Table 1
ists the other parameters for the simulations. For the divergence-
amping and hyperdiffusion coefficients, we follow the suggestions
y Hammond & Abbot ( 2022 ). The simulations are computed o v er
100 d. We take the mean of the last 10 outputs co v ering 100 d.
ach pair of NHD-QHD simulations share the same altitude grid.
o compare the 18 simulations, the outputs are interpolated and
xtrapolated to pressures ranging from 10 8 to 10 3 Pa . For the first
00 d, D div and D hyp , v was increased by a factor of 10 to damp waves
aused by initial instabilities. 
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Table 1. Defined parameters for the all simulations. 

Symbol Model runs Units Description Source 

R p 72 427 000 ( m ) Planet radius Gillon et al. ( 2012 ) 
g 10 25 47.39 [ m s −2 ] Gravity - 
� 10 −5 , 10 −4.5 , 10 −4 [ rad s −1 ] Rotation rate 
R d 3714 ( JK 

−1 kg −1 ) Gas constant Deitrick et al. ( 2020 ) 
C p 13 000 ( JK 

−1 kg −1 ) Atmospheric heat capacity Deitrick et al. ( 2020 ) 
P ref 1 × 10 8 ( Pa ) References pressure at the bottom - 
T int 535 ( K ) temperature of internal heat flux according to Thorngren et al. ( 2019 ) 

T irr 500, 1000, 1500, 2000 ( K ) Irradiation temperature at TOA - 
T � 1108, 2217, 3325, 4434 ( K ) Stellar ef fecti ve temperature computed from T irr see Guillot ( 2010 ) 
R � 0.667 - Stellar radius ratio relative to Earth Gillon et al. ( 2012 ) 
a 0.01525 ( au ) Orbital distance Gillon et al. ( 2012 ) 
met 0 - stellar metalicity [Fe/H] - 

� t M 

300 ( s ) Time step - 
t M , tot 5100 ( Earth days ) Run length - 
g level 5 - Grid refinement level ( g level = 5 ∼ 2 ◦) - 
v layer 40 - Number of vertical layers - 
O hyp , v 6 - Order of hyperdiffusion operator Hammond & Abbot ( 2022 ) 
D div 0.01 - Divergence damping coefficient Hammond & Abbot ( 2022 ) 
D hyp , h 0.0025 - Horizontal hyperdiffusion coefficient Hammond & Abbot ( 2022 ) 
D hyp , v 0.001 - Vertical hyperdiffusion coefficient Hammond & Abbot ( 2022 ) 

ηsp 0.8 - Bottom of sponge layer (fraction of z top ) Hammond & Abbot ( 2022 ) 
k R sp,h 0.001 ( s −1 ) Horizontal Rayleigh sponge strength Hammond & Abbot ( 2022 ) 
k R sp,v 0.0001 ( s −1 ) Vertical Rayleigh sponge strength - 
k HD 

sp 0.01 ( s −1 ) Hyperdif fusi ve sponge strength Hammond & Abbot ( 2022 ) 
n lats 20 - Number of sponge layer latitude bins Deitrick et al. ( 2020 ) 
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In our results, we compare and contrast the NHD and QHD T-p
rofiles, maps showing the temperature and horizontal wind velocity 
t 10 4 Pa , mean zonal wind, vertical and horizontal momenta- 
ressure profiles, Outgoing Longwave Radiation (OLR), OLR phase 
urv e, and radiativ e and zonal wind time-scales. Additionally, we 
enerate further composites with NHD and QHD equation sets, 
hich we present in the supplementary file ; temperature, horizontal 

nd vertical wind at 10 4 Pa , the streamfunction �, the tidally locked
treamfunction � 

′ 
, the components of the Helmholtz decomposi- 

ion, vertical and horizontal density acceleration, and the sign of 
he vtan ( � ) 

10 w − 1 for quality assessment (Mayne et al. 2019 ). The 
ertical and horizontal (zonal) density acceleration is computed 
s in Hammond, Tsai & Pierrehumbert ( 2020 ) and Hammond &
ewis ( 2021 ). In the discussion, we classify the results into climate
tates based on the simulations with the NHD case and relate the
esults to the literature. Furthermore, we computed (large-scale flow) 
haracteristic quantities and scales, including the scale height H , 
ossby number Ro , Rossby deformation radius L D , Rhines scale, 
nd the Brunt–V ̈ais ̈al ̈a frequency N . We relate these characteristic
alues to climate states in the discussion. Sections A –F of the
ppendix describe how the tidally locked coordinates and wind, the 
treamfunction �, the tidally locked streamfunction � 

′ 
, Helmholtz 

ecomposition, the OLR phase curve, the radiative and zonal time- 
cales, and the large-scale flow quantities and scales are calculated. 

 RESULTS  

.1 Altering rotation rate 

ig. 3 shows T-p profiles (vertical temperature-pressure profiles) for 
he NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and
ltering �. Looking at the differences between the NHD and QHD 
quation sets at the slow rotation rate, the regions around the eastern
erminator and antistellar point reach much lower temperatures in 
he NHD case at pressures < 50 000 Pa . In contrast, the areas around
he poles and western terminator are warmer in the NHD case. At the
ast rotation rate, the temperature differences between the NHD and 
HD cases increase by two times in many regions. The temperatures

t antistellar point, eastern terminator, and western terminator differ 
ore than 1000, 800, and 450 K at pressures < 10 5 Pa . In general,

he differences in temperatures diminish at higher pressures. In the 
ower atmosphere, the high rotation rate produces larger temperature 
if ferences. At the lo w rotation rate, temperature dif ferences almost
anish in the deep atmosphere. 

Fig. 4 shows the temperature and horizontal wind at 10 4 Pa for the
HD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K and

ltering �. The NHD case shows a hotspot shift to the east at low
. Increasing � leads to smaller hotspot shifts to the east. The QHD

ase leads to the opposite effect with a larger shift to the east with
igher �. Regarding the horizontal wind, we see strong divergence at
he substellar point at low � in the NHD case. Higher � cause more
eflection by Coriolis forces. Furthermore, jets have evolved at high 
atitudes on the eastern hemisphere, while a retrograde equatorial 
et occurs on the western hemisphere. The QHD case has evolved a
arge jet spanning from pole to pole at low and high �, but a different
ind field at moderate � interestingly. The wind field at moderate 
looks similar to the NHD case, but varies at different pressures.

he different wind field to the NHD case leads to different advection
t low and high �. Therefore, the NHD case has lower temperatures
t the nightside and higher temperatures at the poles than the QHD
ase. 

Fig. 5 shows the zonal mean wind for the NHD and QHD
quation sets with g = 10 ms −2 , T irr = 2000 K , and altering �. We
ee a three-prograde jet system at all � in the NHD case and at some
MNRAS 524, 3396–3428 (2023) 
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Figure 3. T-p profiles of co v ering entire planet for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. The coloured lines 
indicate T-p profiles along the equator and its coordinates by the colourbar. The dotted black thin line shows T-p profiles at the latitudes 87 ◦N and 87 ◦S. The 
bold coloured lines represent T-p profiles at the western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other T-p profiles. 
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in the QHD case. The QHD case seems to be in transition to a
wo-prograde jet system with superrotation at low �. We ignore the
ery top layers because they might be affected by extrapolation and
oundary conditions in some simulations. The QHD case has much
igher horizontal wind speeds, which increase with �, except for the
oderate �. There is a deep retrograde jet at low � in both cases

ut more pronounced in the NHD case. The height of the westerlies
ecreases faster as the rotation rate gets in the NHD case at pressure
 < 10 6 Pa (in the upper atmosphere), as observed in Showman,
ewis & F ortne y ( 2015 ). 
Fig. 6 shows the zonal momenta [ kg / m 

3 m s −1 ] along vertical
rofiles at each grid point for NHD and QHD equation sets with
 = 10 ms −2 , T irr = 2000 K , and altering � (without the deep
tmosphere). Throughout all profiles and simulation cases, the range
f the momenta gets smaller with higher altitude mainly due to
ecreasing density. The QHD case would follow the same trend at
NRAS 524, 3396–3428 (2023) 
ressure p < 10 6 Pa , if the simulation of the moderate rotation rate did
ot resemble the NHD case. In the NHD case at the poles, the zonal
omenta changes from a divergent to a more zonal field of momenta

see divergent component of the Helmholtz decomopostion in the
upplementary file ). The balance between eastward acceleration
nd v ertical adv ection of westward momentum (Showman & Polvani
011 ) fa v ours westward winds abo v e major westerly jet at lower
atitudes in the upper atmosphere at higher rotation rates. The
HD simulations show two regime changes at pressure p < 10 5 Pa
ith increasing rotation rate. At high rotation rates, high positive
omenta dominates at pressure p < 10 7 Pa , and the flow pattern
 aries qualitati vely to the NHD simulations. Interestingly, the flow
attern in the QHD case is qualitatively much more similar to that
f the NHD case at moderate rotation rate at pressure p < 10 5 Pa (in
he upper atmosphere). But in the deep atmosphere (at pressure p >
0 5 Pa , the dynamical regime of the QHD case varies from that of the
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Figure 4. Temperature and wind speed at 10 4 Pa for the the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. 
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HD case substantially. Considering the entire simulated altitudes, 
he simulation with the QHD case has the smaller range of zonal

omenta than the NHD case at low rotation rate. But at high rotation
ate, range of the QHD case exceeds by around five times that of the
HD case at high rotation rates. 
Fig. 7 shows the vertical momenta [ kgm 

−3 ms −1 ] along vertical
rofiles at each grid point for the NHD and QHD equation sets with
 = 10 ms −2 , T irr = 2000 K , and altering � (without the deep atmo-
phere). The maxima of the upward momenta sinks to higher pressure 
he faster the planet rotates as observed in Showman et al. ( 2015 ). 

Fig. 8 shows the phase curves of the upward flux at the top of the
tmosphere (OLR) for the NHD and QHD equation sets with g =
0 ms −2 , T irr = 2000 K , and altering �. The OLR reaches the highest
alues in the NHD case at the lowest rotation rate, whereas the
HD case does at moderate rotation rate. Furthermore, the hotspot 

s shifted more eastwards in the QHD case at low and high rotation
ates (see the phase curves). At high rotation rate, the gap between the
otspot shifts in the simulations with the QHD and NHD equation sets
eveloped the largest at high rotation rate. At moderate rotation, the
ifference in the hotspot shifts reaches the smallest value. In the
egion around the eastern terminator and on the night side, the NHD
ase remains cooler. 

Fig. 9 shows the radiative and zonal wind time-scales for the NHD
nd QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with
ltering �. The radiative time-scales vary less than the zonal wind
ime-scales for the NHD and QHD equations sets. The radiative time-
cales on the dayside is conserved more than other time-scales when
he planet rotates faster. Abo v e about 10 5 Pa , the radiative time-scales
n the day- and nightside remain the shortest for the NHD and QHD
ase. Furthermore, the radiative time-scales on the day- and nightside 
all together in the deep atmosphere. But at pressures p < 10 5 Pa , the
adiative time-scales on the day- and nightside start to divert more
nd more in both cases. Around 10 5 Pa , we see the time-scales of the
onal wind become the shortest for both cases. For the slow and fast
otation rates, there may be a few switches between radiative and
ynamical time-scales to be the shortest. 
MNRAS 524, 3396–3428 (2023) 
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Figure 5. Zonal mean wind at each grid point for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. 
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Regarding differences between the NHD and QHD equation sets,
e see most differences occurring in the time-scale of the zonal
ind. At the fast rotation rate, the QHD equation set shortens the

ime-scale of the zonal wind throughout the atmospheres, especially
n the deep atmosphere. We see a slightly higher radiative time-scales
n the dayside respecti vely lo wer on the nightside, which speaks for
n higher heat transport in the QHD case. There is an increase in
he time-scales of the zonal wind in the NHD case when the planet
otates faster. Whereas the QHD equation set leads to an decrease of
he zonal wind time-scales in the deep atmosphere when the planet’s
otation increases. 

.2 Altering gravity 

ig. 10 shows the T-p profiles for the NHD and QHD equation sets
ith the same � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering
 . Looking at similarities between NHD and QHD equation sets,
hen the spread of temperatures shrinks, the gravity becomes
NRAS 524, 3396–3428 (2023) 
tronger. The decreasing day-night contrast occurs together with
dditional inversions and increasing rotation rates. The number of
nversions increases in the T-p profiles around the equator with
igher gravity. Furthermore, the base of the lowest inversions reach
igher pressures the larger the gravity gets. Therefore, the temper-
tures are substantially lower in the deep atmosphere with higher
ravity. 
Looking at pressures p ∼ 10 5 Pa , differences between simulations

ith NHD and QHD equation sets, we see a decrease in the
ifferences the stronger the gravity gets. 
Fig. 11 shows the temperature and horizontal wind at 10 4 Pa for the

HD and QHD equation sets with the same � = 1 × 10 −5 rad s −1 ,
 irr = 2000 K , and with altering g . While the hotspot shift has an
astern offset at low g , it gets a western offset at higher g . The hotspot
hift comes along with retrograde jet, ranging to high latitudes with
uch higher wind speeds. The offset got larger with the high wind

peeds, but decreases with higher g . Differences between the NHD
nd QHD case decreases with higher g . 
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Figure 6. Zonal momenta at each grid point for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. The profiles show only 
pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its coordinates by the 
colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta profiles at the western, 
eastern terminators, sub-, and antistellar point. The grey lines represents all the other momenta profiles. 
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Fig. 12 shows the zonal mean wind for the NHD and QHD
quation sets with the same � = 1 × 10 −5 rad s −1 , T irr = 2000 K ,
nd with altering g . The higher g leads to a change from the three-
rograde jet system to a one-retrograde jet system. The system and 
limate state change brings higher wind speeds for the jet along. 
urthermore, the wind flows in the deep atmosphere become weaker 
t higher g . 

Fig. 13 shows the zonal momenta [ kg / m 

3 m s −1 ] along vertical
rofiles at each grid point for NHD and QHD equation set with � =
 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g (without the deep
tmosphere). The zonal momenta, along the vertical profiles in the 
imulations with NHD and QHD equation sets, become more similar 
hen the gravity becomes higher. Furthermore, higher gravity leads 

o a change to an easterly jet (retrograde flow) in both cases. Another
ffect of higher gravity is the strengthening of the jet at pressures p
 10 5 Pa in both cases. The jet reaches higher pressure with higher
ravity in both cases. The highest momenta are found where the jet
s the coldest regardless the gravity. Around the substellar point, the
omenta remains still high, but the air masses get decelerated in a

one with a lot of upwelling. 
Fig. 14 shows the vertical momenta [ kg / m 

3 m s −1 ] along vertical
rofiles at each grid point for the NHD and QHD equation sets with
= 1 × 10 −5 rad s −1 , T irr = 2000 K and with altering g (without the

eep atmosphere). Looking at the effects of increasing gravity, we 
ee a wider range of vertical momenta when the gravity gets higher
n both cases at pressures p < 10 5 Pa . 

Fig. 15 shows the OLR fluxes at the top of the atmosphere for
he NHD and QHD equation set with � = 1 × 10 −5 rad s −1 , T irr =
000 K , and with altering g . Looking at the OLR phase curve, the
axima decrease with higher gravity in the NHD and QHD cases,
MNRAS 524, 3396–3428 (2023) 
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Figure 7. Vertical momenta at each grid point for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. The profiles show 

only pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its coordinates by the 
colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta profiles at the western, 
eastern terminators, sub-, and antistellar point. The grey lines represent all the other momenta profiles. 
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lthough the QHD case stays much higher abo v e the NHD case
hen gravity is moderate. When gravity gains strength, the minima

witches to the western terminator. Furthermore, we see a westward
hifted hotspot together with a retrograde flow like in Carone et al.
 2020 ), but the retrograde flow extends to higher latitudes. At both ter-
inators, small wave patterns occur in both cases with moderate and

igh gravity. When the rotational wind re-enters the daylight zone,
he OLR phase curve to rises from the minimum at moderate and
igh gravity. Moreo v er, the slope of the OLR phase curv es fall less
n the upstream side of the maxima in both cases with higher gravity.
Fig. 16 shows the radiative and zonal wind timescales for the

HD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr =
000 K , and with altering g . The time-scale of the zonal wind shrinks
t many heights when the gravity becomes higher. Similarly, the
adiative time-scales get shorter when gravity increases. 
NRAS 524, 3396–3428 (2023) 

t  
.3 Altering irradiation temperature 

ig. 17 shows the T-p profiles for the NHD and QHD equation sets
ith � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . The

ange of temperatures at pressures p ≤ 10 5 Pa decreases when the ir-
adiation temperature decreases in both cases. Regarding differences
etween the NHD and QHD cases, they get smaller by a magnitude
ith each 500 K step in temperature. Furthermore, the temperatures

t the poles get the coldest when the irradiation temperatures are equal
r less than 1500 K. Inversions start to disappear when the irradiation
emperature lowers. The deep atmosphere has cooled down more the
ower the irradiation temperature is set. 

Fig. 18 shows the temperature and horizontal wind at 10 4 Pa for
he NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g =
0 ms −2 , and with altering T irr . Lower T irr leads to a change from
he three-prograde jet system to a one-prograde jet system. The jet is
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Figure 8. OLR fluxes at the top of the atmosphere for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. Third row: OLR 

phase curves. 
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tronger in the one-prograde jet system and ranges from pole to pole.
he offset of the hotspot is higher at moderate T irr . But the hotspot
tarts to vanish at low T irr . The differences become minor at low T irr .

Fig. 19 shows the zonal mean wind for the NHD and QHD
quation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with
ltering T irr . At lower T irr , the jet gets shallower and differences
etween NHD and QHD case become minor. A peak of jet speeds is
eached at T irr ∼ 1500 K . 

Fig. 20 shows the zonal momenta [ kg / m 

3 m s −1 ] along vertical
rofiles at each grid point for the NHD and QHD equation sets
ith � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr 

without the deep atmosphere). When the irradiation temperature 
owers, all zonal wind components become positive at pressures 
 ≤ 10 5 Pa in the NHD and QHD cases. We see an increase
f zonal momenta, when the irradiation temperature decreases 
rom 2000 to 1500 K . Additionally, the divergent component de- 
reases and zonal component becomes stronger if the irradiation 
emperature lowers (see Helmholtz decomposition in the supple- 
entary file ). Regarding differences between the NHD and QHD 

ases, they become a magnitude smaller at each 500 K step in
emperature. 

Fig. 21 shows the vertical momenta [ kg / m 

3 m s −1 ] along vertical
rofiles at each grid point for the NHD and QHD equation sets with
= 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr (without

he deep atmosphere). 
Fig. 22 shows the OLR fluxes at the top of the atmosphere for

he NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g =
0 ms −2 , and with altering T irr . We see an increasing shift of the OLR
o the East when the irradiation temperature is set lower. Similarly,
he minima of the OLR phase curve occur around the western
erminator in both simulations with lowered irradiation temperature. 
urthermore, the differences between NHD and QHD equation sets 

n the OLR decrease when we set the irradiation temperature 
ower. 
MNRAS 524, 3396–3428 (2023) 
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Figure 9. Radiative and zonal wind time-scales for the NHD and QHD equation sets with g = 10 ms −2 , T irr = 2000 K , and with altering �. 
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Fig. 23 shows the radiative and zonal wind time-scales for the NHD
nd QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 ,
nd with altering T irr . At a irradiation temperature of 1500 K, the
ime-scale of the zonal wind stays much shorter than the radiative
ime-scales at pressures 10 4.5 ≤ p ≤ 10 7.5 P a . W e see a more efficient
dvection by the zonal wind when the divergent component weakens.
ut the radiative time-scales get shorter than the time-scale of the
onal wind when the irradiation temperature is lowered to 1000 K .
he zonal wind gets weaker and therefore less efficient of advection.

 DISCUSSION  

he difference between the NHD and QHD equation sets in THOR
ies in the Dv r / Dt , the Lagrangian deri v ati ve of the vertical velocity,
 r , the hyperdif fusi ve flux, and A r , the vertical component of the ad-

ection terms. These terms lead to deviations in the vertical momenta
n the simulations with QHD. The altered vertical momenta affects
he horizontal momenta and the temperature structure indirectly.
hose changes caused by a different dynamical equations set even

ead to different climate states in the simulated time period. 
As first approach, we can compare to the analytic solutions of

ho wman & Polv ani ( 2011 ), which applied the linearized shallow
ater equations. They designed the equation set to be the simplest as
ossible to cleanly identify specific dynamical processes; therefore,
 two-layer model was implemented. Those analytic solutions were
alculated with the zonal wavenumber k = 0.5 and a rotation period
f 3 Earth days. The rotation periods in our study are 7.27, 2.3, and
.73 Earth days. Therefore, all analytic solutions lie between our
imulations with � = 1 × 10 −5 rad / s and � = 1 × 10 −4.5 rad / s .
he closest parametrization between our results and those analytic
olutions is τ rad = 1 d and τ drag = 1 d , which corresponds to the top
eft plot of fig. 3 of Showman & Polvani ( 2011 ). In our simulations,
he radiative time-scales reach values between τ rad ∼ 0.12 d for
ayside and τ rad ∼ 1.11 d at the height of the jet. Furthermore, τ diff 

ecomes 1.69 × 10 −4 d when D hyp , h = 0.0025 is used in the following
quation [according to Hammond & Abbot ( 2022 )] 

diff ∼ �t 

2 2 n + 1 D hyp,h 

. (22) 

ossby-wave gyres do not appear in the analytic solutions
Sho wman & Polv ani 2011 ) with τ rad = 1 d and τ drag = 1 d .
NRAS 524, 3396–3428 (2023) 
hen τ rad and τ drag become higher, cyclones and anticyclones
ecome visible in the analytic solutions. In our results, we do see
ossby-wave gyres pumping zonal momenta from higher latitudes

o lower latitudes, when gravity or the rotation rate gets more intense
e.g. see figure with high g and high � in the supplementary file and
ig. 11 ). Ho we ver, τ rad is smaller in our composites with altering

than in the analytic solutions of the linearized shallow-water
quations. The equilibrated solutions in Showman & Polvani ( 2011 )
ead to a single maxima and minima of the geopotential gh for
rad = τ drag = 0.1 d . When gh for τ rad or τ drag become higher, 2
inima and 2 maxima evolve. In our results, we see 1 maxima

nd a chevron respectively 2 minima. That pattern evolves likely
ue to the different τ rad on the day- and nightside compared to the
niform time-scales in Komacek, Showman & Parmentier ( 2019 ).
omacek et al. ( 2019 ) did run 36 experiments with a comparable

etting ( c P = 13 000 Jkg −1 K 

−1 , R = 3700 Jkg −1 K 

−1 , a = 9.437 ×
0 7 m , g = 9.36 ms −2 , and � = 2.078 × 10 −5 s −1 ). They show the
ertical and horizontal wind for different τ drag and T eq at 10 2 Pa .
heir simulations with τ drag ≤ 10 6 s led to no superrotating jet and
 more divergent flow, whereas simulations with τ drag ≥ 10 6 s show
 superrotating jet. Our comparable simulation with g = 10 ms −2 ,
= 1 × 10 −5 rad s −1 , and T irr = 2000 K falls with τ diff = 1.69 ×

0 −4 d below the threshold of τ drag ≤ 10 6 s and produces a similar
orizontal and vertical flow pattern, although we see the similarity at
0 4 Pa instead of at 10 2 Pa . The differences to Komacek et al. ( 2019 )
robably occur because of different dynamical cores (dynamical
quation sets) and spatially different radiative time-scales. 

.1 Examination of climate states 

e classify the NHD simulation outputs into climate states according
o jet behaviours and manifestations of the components of the
elmholtz decomposition. The stated climate states are presented
ereafter and illustrated in Fig. 24 . We consider this classification as
 first assumption to figure out parameters where the QHD case (and
aybe GCMs with HPEs) perform not as accurately. So, it should

ot be seen as a definitive classification scheme. 
Moreo v er, we computed large-scale flow quantities and other char-

cteristic values and scales in T able 2 . W e discuss those indicators in
elation to the climate states in the next section. 
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Figure 10. T-p profiles of co v ering entire planet for NHD and QHD equation sets with the same � = 1 × 10 −5 rad s −1 , T irr = 2000 K and with altering g . The 
coloured lines indicate T-p profiles along the equator and its coordinates by the colourbar. The dotted black thin line shows T-p profiles at the latitudes 87 ◦N 

and 87 ◦S. The bold coloured lines represent T-p profiles at the western, eastern terminators, sub- and antistellar point. The grey lines represents all the other T-p 
profiles. 
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.1.1 Three prograde jets 

hen we alter the planetary rotation rate � at irradiation tempera- 
ures T irr = 2000 K and gravity g = 10 ms −2 , we see a transition
rom a climate state with a dominate divergent component to a 
limate state with higher Coriolis forces. A dominate large ‘extra- 
ropical’ zone expands near to the equator with higher rotation rates
Parmentier 2014 ). In that zone, the advection term becomes small
r even negligible and the force balance is mainly made up among
he Coriolis term and the pressure gradient. The Rossby number Ro
or � = 10 −4.5 and � = 10 −4 rads −1 are in the range of 0.031–
.39, respectively, in the range of 0.0098–0.44. For the maximum 

orizontal wind speeds in our simulations, we get Ro = 0.19 and
o = 0.15 for the NHD and QHD case for � = 10 −4.5 r ads −1 . F or
= 10 −4 rads −1 , we get Ro = 0.052 and Ro = 0.14 for the NHD and
HD case for the horizontal winds in our simulations. The too high
 h  
ind speed in the simulation with the QHD equation set prevents the
oriolis force to act on the jet structures at � = 10 −4 rads −1 . At � =
0 −4.5 rads −1 , the horizontal wind in QHD case is more moderate
han at lower � and therefore the balancing regarding the Coriolis 
orce is more similar to the NHD case. 

Looking at the Helmholtz decomposition at 10 4 Pa , all components
re weaker than at lower rotation rates (see the plots of the Helmholtz
ecomposition in the supplementary file ). The divergent component 
s still dominant compared to simulations with higher g or lower T irr .
he rotational eddy and rotational jet components evolved moderate 
eakly. 
The scale height H and the Brunt–V ̈ais ̈al ̈a frequency are 525.24 km

nd N = 0.00816 s −1 for the three altered � at T irr = 2000 K and g =
0 ms −2 . The Rossby deformation radius L D are 1.32 and 0.42 R p for
= 10 −4.5 and � = 10 −4 rads −1 . So, we expect smaller eddy sizes at

igher �. The Rhines scales L RH vary between 0.46 and 3.11 R p . For
MNRAS 524, 3396–3428 (2023) 
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Figure 11. Temperature and wind speed at 10 4 Pa for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g . 
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ur maximum wind speeds in our simulations, L RH becomes 1.14,
espectively, 0.06 R p , for � = 10 −4.5 and � = 10 −4 rads −1 . Such
mall scales let small-scale vortices boost the larger atmospheric
ow with their energies (Parmentier 2014 ). The values for L RH 

ncrease with higher latitude and the likelihood for the appearance
f Rossby waves. At higher latitudes, we do see planetary waves at
0 4 Pa . 
The NHD case shows the emergence of high-latitude prograde

ets in addition to the deeper, prograde, and primary superrotating
quatorial jet. Showman et al. ( 2009 ) and Rauscher & Kempton
 2014 ) observed the three jet structure in their GCM simulations as
ell but for both HD 189733b and HD 209458b, respectively, with
on-synchronous rotation rates. 
We see differences in our simulations between the NHD and QHD

quation sets growing with increased rotation rate. Wind speeds and
omenta in the QHD simulations underlay those in the NHD simula-

ions at slow rotation. But the zonal momenta in the QHD case exceed
y about five times those in the NHD case at high rotation rates. The
NRAS 524, 3396–3428 (2023) 
ifferences in the momenta lead to significant differences in the
dvection and the temperature structure at pressures p ≤ 10 6 Pa at
low and high rotation rates. The differences in the temperature range
row from about 600 K at the slow rotation to 1200 K at fast rotation
ate. The difference between the NHD and QHD equation sets do not
ehave linearly and include dynamical regime and climate changes
n the QHD case. We see even very similar regimes and climates
t moderate rotation rate at pressures p ≤ 10 4 Pa , but the dynamical
quations lead to totally different regimes in the deep atmosphere. We
oticed two dynamical regime and climate state changes by altering
he rotation rate in the QHD case at pressures p ≤ 10 4 Pa . The QHD
ase changes from a two-jet system with superrotation to a three-jet
ystem with weak extra-tropical conditions and then back to the state
ith two jets and superrotation when we alter the rotation rate. There
ight further dynamical regime changes and multiple stable climate

tates at different parameters that we did not simulate. Considering
eeper atmosphere layers with pressures p > 10 5 Pa , the range of
he zonal momenta is lower in the QHD case than the NHD case
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Figure 12. Zonal mean wind for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g . 
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t low rotation rate but larger at high rotation rate. Furthermore, 
e see a slow down of o v erturning circulation in the standard and

idally locked coordinates with increasing � (see the plots of the 
 v erturning circulation in the supplementary file ). The o v erturning
irculations of NHD cases differs quantitatively and qualitatively 
rom circulations in the QHD case. 

In the QHD case, the terms Dv r 
Dt 

, F r = 0, and A r lead to different
ertical and indirectly to higher horizontal momenta. Therefore, the 
HD case implies that GCMs with HPEs simulate too high zonal 
elocities at these parametrizations. The higher zonal wind speeds 
ncounter the Coriolis forces. We expect a range of critical wind 
peed at a given rotation rate at which the climate switches to another
limate state when the extra-tropical zone is relatively large. Higher 
ind speeds in combination with the smaller Rossby deformation 

adius L D , moderate Coriolis forces may cause totally different 
limate states at certain parameters. Consequently, the models show 

ifferent shifts of hotspot in simulations with different hydrodynamic 
quation sets depending on the parameters. 
The faster rotation rates also cause deviations with other approx- 
mations; as Tort et al. ( 2015 ) has already pro v ed for terrestrial
egimes, the traditional approximation gets increasingly less valid, 
hen the rotation becomes faster. Regarding another Coriolis term, 
2 �ωcos φ can be neglected if 2 �H cos ( φ) U 

−1 � 1, as White &
romley ( 1995 ) showed. For our simulation at low g and at
= 10 −4 rads −1 , 2 �H cos ( φ) U 

−1 is about 0.21 and 0.11 for a
ind speed of 500 m 

−1 at the equator, respectively, for the mid-
atitudes. Therefore, the term −2 �ωcos φ gets more rele v ant in
his climate state with extra-tropical conditions and GCMs with 
he traditional approximation in their dynamical equation sets may 
redict incorrectly. Mayne et al. ( 2019 ) has shown that increased
otation rate leads to significant differences in the flow and the
ow becomes dominated by the Coriolis forces. Furthermore, a 
igher rotation rate result in a net warming on the dayside and a
et cooling on the nighside in their simulation although the more
omplete equations manifest less those warming and cooling effects. 
t higher pressures, they noticed only temperature changes by a 
MNRAS 524, 3396–3428 (2023) 
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Figure 13. Zonal momenta at each grid point for NHD and QHD equation set with � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g . The profiles 
show only pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its coordinates 
by the colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta profiles at the 
western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other momenta profiles. 
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ew degrees. Mayne et al. ( 2019 ) suggested to analyse and compare
ifferent dynamical equation sets with a full RT solution, as used in
mundsen et al. ( 2016 ). Similarly, as in Mayne et al. ( 2019 ), we see
 net warming on the dayside and a net cooling on the nightside at
ressures p ≤ 10 5 Pa . But in the deep atmosphere, temperatures start
o vary increasingly by increased rotation rates in our simulations.
hat difference among both studies in the deep atmosphere may arise

rom different type of planet: hot, fast rotating Jupiters may respond
ifferently than on slowly rotating and warm Neptunes. Furthermore,
e simulated a much larger fraction of the deep atmosphere than
ayne et al. ( 2019 ). Regarding the RT, we expect effects on the

ynamics and temperature structure due to different RT imple-
entations. Additionally, we expect some differences in the GCM

mplementations that lead to varying results when comparing to other
tudies. 
NRAS 524, 3396–3428 (2023) 

d  
.1.2 Radial flow 

his idealized climate state has a radial and divergent flow on the
ayside as well as a convergent flow on the nightside in the upper
tmosphere, analogous to a global Hadley or Walker cell. Vica versa
or some deeper layers. The Helmholtz decomposition would show a
ominant divergent component. That climate state is an idealized and
eeds higher ratio of T irr to �, which is likely unrealistic compared
o the observed exoplanets so far. At lower rotation rates �, at T irr =
000 K and g = 10 ms −2 , we see a transition to a climate state with
 dominant divergent component, a moderate weak rotational eddy
omponent and weak rotational jet component (see the plots of the
elmholtz decomposition in the supplementary file and Fig. 24 ).
he three-jet system is still present in this transitional phase. As the
oriolis forces get weaker, winds get less deflected and can flow more
irect from the dayside to the nightside. We see wind flows deflected
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Figure 14. Vertical momenta at each grid point for NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr = 2000 K and with altering g . The profiles 
show only pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its coordinates 
by the colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta profiles at the 
western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other momenta profiles. 
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ess and crossing more directly o v er the poles to the nightside (e.g. at
0 4 Pa ). There are certainly more simulations in this parameter space
eeded to characterize that area in the parameter grid. The circulation 
tate may change at lower �. It cannot excluded if there is a retrograde
uperjet at lower � and if radial flow is evolved due to a balance be-
ween prograde and retrograde tendencies (similar to the simulations 
ith higher g ). A similar radial flow pattern was found by Carone

t al. ( 2018 ) for tidally locked ExoEarths (TRAPPIST 1b, TRAPPIST
d, Proxima Centauri b, and GJ 667 C f) at relatively low �. 
The gradual transition to the climate state is seen at T eq =

414.21 K and H = 525.24 km . The Rossby number Ro varies
etween 0.098 and 4.39 from winds of 100–4500 ms −1 . The Rossby
eformation radius and Rhines scale are 4.19 and 0.83–5.54. The 
runt–V ̈ais ̈al ̈a frequency remains the same as at higher �, N =
.00816 s −1 . 
(  
.1.3 Pr ograde superr otation 

his circulation and climate state occurs on the one side at high g
nd high T irr , on the other side at low and high g , at relatively high
 int compared to the T irr . 
The T int lies abo v e the value computed according to the ex-

ression in Thorngren et al. ( 2019 ), 300 and 400 K , respectively.
he high T int is debatable; high T int might be the reality as strong
agnetic fields have been detected by (Yadav & Thorngren 2017 ;
auley et al. 2019 ). The magnetic field strength determines the T int 

ubstantially (Christensen, Holzwarth & Reiners 2009 ). Thorngren 
t al. ( 2019 ) excluded T int = 100 K for planets with clouds because
f the cold trap, especially for Teq ∼ 1100–1600 K (Lines et al.
018a ). Nevertheless, higher T int can be realistic because of a
ignificant higher entropy, which causes a higher internal heat flux 
Thorngren et al. 2019 ). Regarding the cooling rate of hot (ultra)
MNRAS 524, 3396–3428 (2023) 
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Figure 15. OLR fluxes at the top of the atmosphere for NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g . Third 
row: OLR phase curves. 
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upiters, Showman & Guillot ( 2002 ), Guillot & Showman ( 2002 ),
oudin & Mitchell ( 2010 ), and Tremblin et al. ( 2017 ) predicted
 downward heat transport by the atmosphere. As a theoretical
roof, Mendon c ¸a ( 2020 ) found heat transport from the upper into
he deeper atmosphere by the atmospheric circulation. Similarly,
omacek et al. ( 2022 ) saw the coupling of internal evolution
nd atmospheric structure with the atmospheric dynamics in their
imulations. 

The Rossby number Ro lies between 0.098 and 4.39. For the
aximum wind speeds in our simulation, we get Ro < 1.18. The

limate state have Rossby deformation radii L D ≤ 3.63 R p . The
hines scales L RH vary between 0.83 and 5.54 R p and are smaller

han 2.9 R p for the maximum wind speeds in our simulation. The
runt–V ̈ais ̈al ̈a frequency is N > 0.01 s −1 . The scale height is H =
5.42 km for g = 47.39 ms −2 , and H ≤ 393.93 km for g = 10 ms −2 . 
Differences between simulations outputs from NHD and QHD

quation sets are quantitati vely relati vely small and negligible at
NRAS 524, 3396–3428 (2023) 
 irr = 1500 K and g = 47.39 ms −2 , respectively g = 10 ms −2 .
ualitati vely, the dif ferences are more pronounced in the circulation
attern at 10 4 Pa . In this transitional phase, the QHD performs not so
ell compared to clear distinguishable circulation and climate states.
A dominant rotational jet component, a dominant rotational eddy

omponent, and a weaker divergent component characterize that
limate state (see the plots of the Helmholtz decomposition in the
upplementary file ). Comparable simulations were computed by
ataria et al. ( 2015 ) and Schneider et al. ( 2022 ) for WASP 43b with

he HPEs, although our parametrization differs by slightly higher
 irr and slightly higher �. Our results with the parametrization � =
0 −4 rad s −1 , T irr = 2000 K , and g = 47.39 ms −2 partially agree to
hose of Kataria et al. ( 2015 ) and Schneider et al. ( 2022 ). We see a
rograde jet and Rossby gyres that transport zonal momenta to low
atitudes as well as retrograde flow at high latitudes like in their study
e.g. see figure with simulation computed with g = 47.39 ms −2 T irr =
000 K and altering � in the supplementary file ). But the speed of
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Figure 16. Radiative and zonal wind timescales for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , T irr = 2000 K , and with altering g . 
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he jet remains with ∼1800 ms −1 for the NHD and QHD case much
ower than the wind speeds of 5500 ms −1 in studies of Kataria et al.
 2015 ) and Schneider et al. ( 2022 ). At this parametrization, it seems
he HPEs predict too high wind speeds compared to the NHD and
HD equation sets. The differences between the NHD and QHD 

ase are less than 100 K and minor compared to the low gravity. 

.1.4 Retrograde superjet 

n this circulation and climate state, a retrograde superjet leads 
o a westward offset of the hotspot. This climate states occurs 
t high gravity and low rotation rate ( T irr = 2000 K , � = 10 −5 

ad s −1 , g = 25 ms −2 , and g = 47.39 ms −2 , respectively; see Fig.
4 ). This climate state has a dominant rotational jet component, a
eak divergent component, and a weak rotational eddy component 

see the plots of the Helmholtz decomposition in the supplementary 
le ). We see a transition from retrograde to prograde superrotation 

n the simulations with T irr = 2000 K , � = 10 −4.5 rad s −1 , and
 = 47.39 ms −2 , respectively partially in the simulation with T irr =
500 K , � = 10 −5 rad s −1 , and g = 47.39 ms −2 (see Fig. 24 ). 
The equilibrium temperature lies around T eq = 1414.21 K . The 

cale height is 110.83 and 210.1 km , respectively. The Rossby
umber is around 0.098–4.39. The high winds in our simulations 
mply encountered Coriolis forces, partially tropical conditions. The 
ossby deformation radius is 4.19, while the Rhines scales varies in 
 range of 0.83–5.54. 

Differences between simulations outputs from NHD and QHD 

quation sets are less than 200 and less than 100 K at T irr = 2000 K ,
= 10 −5 rad s −1 , g = 25 ms −2 and g = 47.39 ms −2 , respectively,

or pressures larger than 10 4 Pa . The smaller temperature differences 
ome along with a stronger retrograde superjet. 

.2 Implication for the superrotation 

e see a complete shift in the climate regime in our simulations
owards a retrograde jet spreading to high latitudes at pressures 
 ≤ 10 5.5 Pa and at low � when gravity increases. Many studies
e.g. Showman & Guillot ( 2002 ); Showman et al. ( 2009 ); Dobbs-
ixon et al. ( 2010 ); Tsai, Dobbs-Dixon & Gu ( 2014 ); Kataria

t al. ( 2015 ); Amundsen et al. ( 2016 ); Zhang & Showman ( 2017 );
endon c ¸a et al. ( 2018b )] have shown that tidally locked hot Jupiters
roduce an equatorial eastward wind jet in 3D simulations. The 
quatorial eastward jet transports heat to the nightside and shifts the
otspot to the east (Knutson et al. 2007 ). Nevertheless, there are
ev eral e xceptions among hot Jupiters; Dang et al. ( 2018 ) observ ed
 westward shifted hotspot in CoRoT 2b. Similarly, May et al.
 2022 ) made observations of a westward shift for WASP 140b.
everal factors can counter superrotation (Carone et al. 2020 ), 
louds (Helling et al. 2016 ; Parmentier et al. 2016 ; Mendon c ¸a
t al. 2018b ), including variability in the cloud co v erage Armstrong
t al. ( 2016 ), Dang et al. ( 2018 , possible for CoRoT 2b and HAT
7b), higher metallicity in the planet’s atmosphere (Kataria et al. 
015 ; Drummond et al. 2018a ), and magnetic fields (Rogers &
omacek 2014 ; Kataria et al. 2015 ; Arcangeli et al. 2019 ; Hindle,
ushby & Rogers 2019 ) may affect the circulation significantly. 
oreo v er, planets may evolve retrograde flow because of non-

ynchronous planetary rotation (Rauscher & Kempton 2014 ). We 
uggest that the choice of the dynamical equation set may counter
uperrotation as well as lead to different jet systems and climate
tates. Furthermore, we assume additional physical schemes may 
lter the balances for the evolution of jet systems and climate
tates. 

Many of the previous studies used simplified Newtonian cooling 
r grey RT solutions; (Lee et al. 2021 ) showed the impro v ements for
ore realistic RT solution We consider more realistic RT solution in
CMs and other schemes, in addition to the dynamical cores as a key

onsideration, when investigating differences between dynamical 
quation sets. WASP 43b orbits its host star with 0.8315 d relatively
uickly (Hellier et al. 2011 ) and is unusually dense. Carone et al.
 2020 ) simulated WASP 43b and got varying results compared to
ataria et al. ( 2015 ), Mendon c ¸a et al. ( 2018b ), and Schneider et al.

 2022 ); The simulations of WASP 43b in Carone et al. ( 2020 ) show
estward (retrograde) flow in the upper thermal photosphere ( p ≤
000 Pa ) as soon as the model simulates deep wind jets. They found
 strong tendency of an equatorial westward flow in the eddy-mean-
ow analysis for p < 10 4 Pa for WASP 43b. Carone et al. ( 2020 )
oncluded that the deep atmosphere may significantly influence the 
tmospheric flow in the observable middle and upper atmosphere 
f hot Juptiers. Deitrick et al. ( 2020 ) also stated a retrograde
ow at 10 6 Pa in the simulations of HD 189733b . In vestigating
ddy transport, Mayne et al. ( 2017 ) noticed a deceleration of the
uperrotating jet due to the evolution of the deep atmosphere (the
odel did not reach steady state after 10 000 Earth days). In their
MNRAS 524, 3396–3428 (2023) 
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Figure 17. T-p profiles of co v ering entire planet for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . The 
coloured lines indicate T-p profiles along the equator and its coordinates by the colourbar. The dotted black thin line shows T-p profiles at the latitudes 87 ◦N and 
87 ◦S. The bold coloured lines represent T-p profiles at the western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other T-p 
profiles. 
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tudy, air masses sink o v er the poles and rise o v er the equator. The
orizontal temperature gradient at greater depths ( p > 10 6 Pa ) powers
he deep circulation. 

Retrograde flow has been noted in simulation in few cases;
howman et al. ( 2015 ) performed simulations for HD 189733b
ltering irradiation (warm and cool Jupiters) and rotation periods
0.55, 2.2, and 8.8 Earth days). Their simulations with fast rotation
r low irradiation show retrograde flow in the zonal-mean wind.
ore retrograde flow patterns were found for tidally locked exo-

arths with fast rotation (less than 3 Earth days; Carone, Keppens &
ecin 2015 ). Carone et al. ( 2020 ) showed that retrograde flow o v er

he equator can appear on dense and hot Jupiters. Mayne et al. ( 2017 )
ighlighted that vertical angular momentum in balance of horizontal
nteractions plays a crucial role for the evolution of superrotation.
arone et al. ( 2020 ) identified unusually deep wind jets (already
NRAS 524, 3396–3428 (2023) 
redicted by Thrastarson & Cho 2011 ) accompanied by deeper
onv ectiv e layers. Those deep wind jets may impact the upper
tmosphere ( p < 10 6 Pa ) by zonal momentum transport at depths
 p > 10 6 Pa ) that was supposed to increase with faster rotation. More
tudies are required to understand the exact mechanisms and regimes
hat can produce retrograde flow. 

Mayne et al. ( 2019 ) analysed indirectly the effect of gravity on the
ynamic equation set via temperature contrast and the scale height.
hey concluded that the maximum variation appears between varying
nd constant g , when the temperature contrast is altered, and their
iew when g is supposedly altered as well (scale height). The deep
equation) case varies roughly 30 per cent to the full (equation) case at
he top of the atmosphere. Mayne et al. ( 2019 ) stated that the resulting
ows in the simulations with the primitive and deep equation set
espond independently of the treatment of g . Our results support
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Figure 18. Temperature and wind speed at 10 4 Pa for the NHD and QHD equation sets with g = 10 ms −2 , � = 1 × 10 −5 rad s −1 , and with altering T irr . 
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he idea of independence of g partially; At high gravity differences 
mong NHD and QHD nearly vanish. It can be explained by the
rowing dominance of the gravity term o v er other terms. But at
ow gravity, the other terms in the NHD and QHD equation set
e veal their ef fects and the related differences that cannot anymore
e encountered by the gravity term. We cannot comment how the 
ull equation responses in comparison to other equation sets, since 
he THOR model does not provide the option for varying g yet. Only
n e xtensiv e study on the effects of the gravity term with different
ynamical equation sets can provide a full answer. The combination 
f high gravity in the deep atmosphere with decreasing gravity in the
pper atmosphere may even lead to total different climate states than 
resented in here. 
We have to note that the Bond albedo changes with g with altered

ravity and with that the incoming shortwave radiation. Therefore, 
e see effects of g combined with radiative effects on the dynamics.
Mayne et al. ( 2019 ) showed that increased planetary temperature 

ontrast lead to an accelerated zonal flow while comparing the 
rimitive with the full equation set. They see significant changes 
n the thermal structure. As a consequence the regime becomes 
dv ectiv ely dominated. The changes in the zonal flow and advection
nd in changed temperature structure (Mayne et al. 2019 ). We see
ro wing dif ferences between the NHD and QHD equation set in
he zonal momenta in our simulations when we increase the irradia-
ion temperature. At lower irradiation temperatures, the differences 
early vanish and a superrotation is evolved. The deviations in the
emperature remain much smaller at lower temperatures. That is not 
urprising, since the temperature is not included directly in the altered
erms in the QHD case, Dv r 

Dt 
, F r and A r . Therefore, the deviations

ave to rise from the changed dynamics that alter the temperature
dvection and therefore the temperature structure at higher irradiation 
emperature more significantly. At higher irradiation temperatures, 
he spread in the T-p profiles (day–night contrast) increases with 
igher irradiation temperatures. Hence the temperature advection 
ets a more decisive role in the temperature structure of planets. In
he comparable study of Deitrick et al. ( 2020 ), only minor differences
MNRAS 524, 3396–3428 (2023) 
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Figure 19. Zonal mean wind at each grid point for the NHD and QHD equation sets with g = 10 ms −2 , � = 1 × 10 −5 rad s −1 , and with altering T irr . 
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ppear in the temperature among simulations with NHD and QHD
quation sets in the simulations of HD 189733b. They stated slightly
igher velocities in the NHD case and differences of jet velocity of
oughly 5 per cent. THOR produces a superrotation as well in their
imulation. 

May et al. ( 2022 ) compared Spitzer phase curves and showed
vidence for a trend of increasing phase offset with increasing
rbital period at 4.5 μm (for T eq ≡ 1300 K ), as already shown in
armentier & Crossfield ( 2018 ). Our results show larger offsets with

arger orbital periods for the NHD case when gravity is low (for T eq ≡
414.21 K ). This comes along with a weaker o v erturning circulation
ith increasing � (see the plots of the o v erturning circulation in

he supplementary file ). The QHD case does not show a trend
n this regard and the offset changes more due to climate state
hanges at low g . At higher gravity, the offset switches direction
ue to climate state changes. We see a decrease of the eastward
ffset of the hotspot when superrotation is prograde, g is high, and

increases. 
NRAS 524, 3396–3428 (2023) 
Moreo v er, Zhang & Showman ( 2017 ) suggested that only the
adiative and advective time-scales affect the hotspot offset. So,
he radiative time-scale should not be changed by the rotation rate.
onsequently, the rotation rate should change the wind speed in

idally locked hot Jupiter when the rotation rate is altered because of
he trend of the offset. Therefore, faster rotation rates should lead to
eaker equatorial jets. In our simulations, we see the radiative time-

cales changing in the NHD and QHD case when the rotation rate is
ltered due to temperature adv ection. Moreo v er, the radiativ e time-
cales on the nightside vary much more than those on the dayside
hen the rotation rate alters. Nevertheless, we see a weakening of

he equatorial jets with higher rotation rates in the NHD case. The
HD case does not show weakening, much more a strengthening
ith higher rotation rates. Looking at the entire parameter grid we

imulated, the offset changes, when we altered g , T irr , and �. We see
he offset changes due to several parameters. Similarly, Hammond &
ierrehumbert ( 2018 ) showed dependence of the offset on a non-
imensional parameter, which is related to the radius, scale height,



NHD versus QHD equations in THOR 3419 

Figure 20. Zonal momenta at each grid point for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . The profiles 
show only pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its coordinates 
by the colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta profiles at the 
western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other momenta profiles. 
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ravity, and rotation rate. May et al. ( 2022 ) observed the dependence
f the offset is not only bound to the rotation rate as in hot Jupiters
ut also to gravity for cooler Jupiters with consistent nightside 
emperature near ∼1000 K . The different jet structures and offsets
f the hotspots in our simulated parameter grid imply a dependence 
n multiple parameters as Hammond & Pierrehumbert ( 2018 ) and 
ay et al. ( 2022 ) suggested. 
Comparable simulations to ours in the studies of Kataria 

t al. ( 2015 ; SPARC/MITgcm) and Schneider et al. ( 2022 ) (ex-
eRT/MITgcm), but computed with HPEs, show three times higher 
ind speeds for WASP 43b than our results. Unfortunately, the lower 
ind speeds in our simulations are mostly due to the limit imposed
y the model top. Moreo v er, our parametrization differs by slightly
igher T irr and slightly higher �. The GCM with HPE in Kataria
t al. ( 2015 ) predicts a superrotation with high wind speeds up to
800 ms −1 . The wind speeds in our simulations lie around ∼1000 and
500 ms −1 for our QHD case with T irr = 2000 K , g = 10 ms −2 , � =
 × 10 −5 , and � = 1 × 10 −4.5 , respectively. The QHD case already
redicts too high wind speeds compared to the NHD case depending
n the parametrization. The HPEs seem to predict even much higher
ind speeds at this parametrization, but it needs to be studied more
 xtensiv ely. Furthermore, the simulation for HD 209458b in Kataria
t al. ( 2015 ) can be classifed in a transitional state between our three
rograde jets and the radial flow . Therefore, we expect elements of a
hree prograde jets combined with a dominant divergent component 
f computed with the NHD equation set. 

On the other hand, if we compare simulations for HD 189733b,
he THOR model (with the double-grey dual band RT scheme) 
roduces a prograde superrotation in Deitrick et al. ( 2020 ) with
ind speeds up to ∼5600 ms −1 in the NHD case, even higher than
MNRAS 524, 3396–3428 (2023) 
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Figure 21. Vertical momenta at each grid point for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . The 
profiles show only pressures p ≤ 10 6 Pa (without the pressure range 10 6 ≥ p ≤ 10 8 ). The coloured lines indicate momenta profiles along the equator and its 
coordinates by the colourbar. The dotted black thin line shows momenta profiles at the latitudes 87 ◦N and 87 ◦S. The bold coloured lines represent momenta 
profiles at the western, eastern terminators, sub-, and antistellar point. The grey lines represents all the other momenta profiles. 
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n the QHD case. Kataria et al. ( 2016 ) simulated HD 189733b as
ell. The zonal mean wind speed goes a bit beyond 3200 ms −1 , but

t remains lower than in Deitrick et al. ( 2020 ). Although Deitrick
t al. ( 2020 ) and Kataria et al. ( 2016 ) predict a superrotation, the
et maxima is found at 2 mag higher pressures in Kataria et al.
 2016 ). We consider different physical scheme as well combination
ith different dynamical equation sets have an effect on the jet

tructure and the climate state, but is has to be investigated further.
n a comparison of radiative schemes, Lee et al. ( 2021 ) showed
ifferent RT schemes can lead to different wind speed and temperatur
 structures. 

Hot Jupiter climates are often associated with a equatorial prograde
uperrotating jet (see Showman, Tan & Parmentier ( 2020 ) for full
e vie w). That concept is often supported by GCM simulations that
how a prograde superrotation. Comparing jet systems in different
NRAS 524, 3396–3428 (2023) 
tudies, most simulations for hot Jupiters [e.g. Kataria et al. ( 2015 ,
016 ); Amundsen et al. ( 2016 ); Schneider et al. ( 2022 )] show
nly prograde superrotation. So far, only Carone et al. ( 2020 )
redicts a retrograde flow for WASP 43b, embedded in a strong
uperrotation, with the GCM MITgcm with HPEs. Like in Carone
t al. ( 2020 ), we see retrograde flow in similar cases depending
n the parametrization, but we did not explicitly simulate WASP
3b. Ne vertheless, we predict e ven a retrograde superjet in one of
he four different circulation states. The evolution of climate states
nd the jet structures depend on the parametrization and choice of
he dynamical equation set. Zonal momentum transport may play a
rucial role for the evolution of retro-, prograde, and cross-the-poles
ind flow. Such association with the momentum transport was found
y Carone et al. ( 2020 ). They associate the upwards zonal momentum
ransport to a deep jet, which leads to the retrograde flow in the upper
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Figure 22. OLR fluxes at the top of the atmosphere for NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . Third 
row: OLR phase curves. 

a
t  

t  

d  

d  

a
a
c
e

(
T
n
e
m
n
m

p
T
o
n  

C  

d  

r  

e  

e  

o  

G

e  

e  

o  

d  

n

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3396/7221342 by guest on 09 February 2024
tmosphere. Such momenta transport can be missed by HPEs, since 
he y ignore sev eral terms of the full equation set related to momenta
ransport such as 2 �cos ( φ), −uw 

r 
and −uv 

r 
(see the full re vie w on

ynamical equation sets in Mayne et al. 2014a ). Even the NHD case
oes represent the full equation set since g does not alter with the
ltitude. We illustrated some effects of g on the different dynamics 
nd outcomes by altering g . Therefore, our simulation outcome may 
hange drastically, depending on the parametrization when the full 
quation set is implemented in THOR. 

Regarding the evolution of different jet system, Sergeev et al. 
 2022b ) demonstrated an interesting case of climate bistability in 
RAPPIST-1e. They found two distinct jet systems for a 10 5 Pa 
itrogen-dominated atmosphere. They characterized one strong 
quatorial prograde jet (with strong day-night contrast) and two 
id-latitude prograde jets (with weak day-night contrast). In their 

umerical experiments, the bistability was highly sensitive to the 
odel setup, such as initial conditions, surface boundary conditions, 
hysical parametrization of convection and cloud radiative effects. 
hey found a balance between the zonally asymmetric heating, mean 
 v erturning circulation, and mid-latitude baroclinic instability. As 
ot the only study, Edson et al. ( 2011 ), Noda et al. ( 2017 ), and
arone et al. ( 2018 ) disco v ered transitional states between well-
efined jet systems and climate states similarly to our study. Some
ock y e xoplanets seem to be sensitive not only to GCM setup Sergeev
t al. ( 2022b ) but as well to the GCM choice, as shown by Sergeev
t al. ( 2022a ) and Turbet et al. ( 2022 ). As an addition to these studies,
ur study shows that choice of the dynamical equation set within a
CM leads to evolution of different climate state. 
The discussion about the dynamics on hot Jupiters (e.g. Kataria 

t al. 2015 ; Mendon c ¸a et al. 2018b ; Mayne et al. 2019 ; Carone
t al. 2020 ; Deitrick et al. 2020 ; Schneider et al. 2022 ) together with
ur results have no reached a consensus yet. Further studies of the
ynamics of hot Jupiters with GCMs with the full equation set are
eeded. 
MNRAS 524, 3396–3428 (2023) 
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Figure 23. Radiative and zonal wind time-scales for the NHD and QHD equation sets with � = 1 × 10 −5 rad s −1 , g = 10 ms −2 , and with altering T irr . 
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Many simulations uses HPEs which come along with shortcom-
ngs due to their approximations made for Earth. We demonstrate
ith our comparison that such approximations can lead to complete

hanges in the jet structure and climate state that just arise from the
hoice of the dynamical equation set. In several parameter settings,
e see prograde superrotation, but as well deviations from prograde

uperrotation, such as retrograde superjet, disrupted superrotation
nd a three-jet instead of a one-jet structure. None the less, we
hould be careful since climate state and observational features may
hange o v er long inte gration times (e.g. 50 000–250 000 Earth days)
s Wang & Wordsworth ( 2020 ) hav e shown. The y sa w the evolution
f two prograde off-equatorial jets to a single prograde equatorial jet
anging up to the poles. Also, they found the hotspot shift becomes
astward after long integration times. Regarding the reason of the
ong conv ergence, the y hint to the long radiativ e time-scales in the
eep atmosphere. They run simulations for the warm sub-Neptune
J 1214b with the GCM LMDZ with HPEs and with two-stream
rey gas RT scheme. Our comparable simulations have too high
 int in comparison to GJ 1214b and might be in a different climate
tate. 

We assume the climate states on hot Jupiters are more diverse than
he simple superrotation. Armstrong et al. ( 2016 ) found a westward
hift of the hotpsot and brightness peak with Kepler measurements
f HAT-P-7b. Similarly, May et al. ( 2022 ) observed a westward
ffset of the hotspot for WASP 140b. Moreo v er, Dang et al. ( 2018 )
resented thermal phase observations of the hot Jupiter CoRoT
b obtained with the Infrared Array Camera on the Spitzer Space
elescope. They detected a westward offset of the hotspot of 23 ± 4 ◦.
he large westward offset in Dang et al. ( 2018 ) might be another
vidence of retrograde flow or even retrograde superjet in hot Jupiter
tmospheres. Simulations including magnetohydrodynamics (MHD)
redicted a westward flow (Rogers & Komacek 2014 ). A more recent
tudy (Hindle et al. 2019 ) showed simulations with MHD, which led
o westward shifts of the hotspot for HAT P-7b and CoRoT 2b. For
hese reasons, we conclude hot Jupiter atmospheres might be more
iverse than so far assumed. 

.3 Limitations and future impro v ements 

he GCM THOR can encounter numerical instability when the
radient between the nightside and dayside temperatures is too large
Deitrick et al. 2020 ), most problematic when modelling ultra hot
NRAS 524, 3396–3428 (2023) 
upiters. As a consequence, we could not simulate pressures lower
han ∼7 × 10 2 or 10 3 Pa (depending on the parametrization), which
ffects the dynamics and temperature structure to some degree.
uture updates to the THOR GCM will address the issue of large
ay-night temperature gradients. 
Mayne et al. ( 2019 ) performed simulations for warm, tidally

ocked and slowly rotating Neptunes and super Earths with a duration
f 1000 Earth days. The y sa w the evolution of the maximum
onal wind speed and structure ceased in their simulations at lower
ressures (pseudo-steady). The deep, high pressure atmosphere still
 volve slo wly in their simulations after 1000 Earth days. The slow
volution of the deep atmosphere does not appear to have a significant
ffect on the dynamics of the upper, low pressure atmosphere for hot
upiters (Mayne et al. 2017 ). On the contrary, Carone et al. ( 2020 )
uggested advection of zonal momenta upwards from the deeper
tmosphere. 

In this study, we run the simulations for 5000 Earth days and for a
ertain number of Earth days and did not set the duration according to
 convergence condition. The computation time w ould tak e too long
or two dozens of simulation cases to finish the study in a meaningful
ime. We simulated the deep atmosphere to 10 8 Pa , which needs
ignificantly more time to converge (Mayne et al. 2017 ). Ho we ver,
e simulated the deep atmosphere to stabilize THOR, especially for

he first few hundreds days. Regarding sufficient time periods for
onvergence to steady state, Wang & Wordsworth ( 2020 ) simulated
J 1214b for 50 000 d to observe the transition from two equatorial

et into one jet. Such long integration times are beyond our current
omputational resources for parameter grid we computed. Christie
t al. ( 2022 ) set the simulation time on basis of evolved features
hat different models create early on. Important feature such as the
quatorial jet can be evolved in 7800 d (Menou 2012 ) for GJ 1214b.
 shorter run time was used in Komacek et al. ( 2022 ) but with
 shallower atmosphere and a surface pressure of 10 6 Pa . A more
etailed analysis on the convergent time for deep atmosphere is done
y Schneider et al. ( 2022 ). They did run simulations with a surface
ressure of 10 8 Pa for WASP 43b and HD 209458b for 12 000 Earth
ays. While HD 209458b did converge within the 12 000 Earth days,
ASP 43b did evolve steadily during the full simulation time. The

emperature change rate drops from ∼1.5 to ∼0.05 Kd −1 at the end
f the simulation. Regarding the final state of the deeper atmosphere,
chneider et al. ( 2022 ) confirmed the independence of the initial
onditions for WASP 43b. As Sergeev et al. ( 2022b ) showed the
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Figure 24. Classification of the simulations to circulation and climate states in the parameter grid of known exoplanets (retrieved on the 2021 November 22 from 

the entries with sufficient information in the NASA Exoplanet Archive - Akeson et al. 2013 ). Orthographic projections shows the temperature and horizontal 
wind flow on the dayside at 10 4 Pa . The shaded lines in red and yello w sho w assumptions for possible classifiers. Subplots (a) and (b) show the classification of 
simulations for the NHD, respectively, QHD case with g = 10 ms −2 , altering �, and with altering T irr . Subplots (c) and (d) show the classification of simulations 
for the NHD, respectively, QHD case with g = 47.39 ms −2 , altering �, and with altering T irr . Subplots (e) and (f) show the classification of simulations for the 
NHD, respectively, QHD case with g = 25 ms −2 , � = 1 × 10 −5 rad s −1 , and T irr = 2000 K . 
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M

Table 2. Characteristic values and scales in comparison to the circulation and climate states in the NHD case. The characteristics include scale height H , Rossby 
number Ro , Rossby deformation radius L D , Rhines scale, and the Brunt–V ̈ais ̈al ̈a frequency N of the all simulations using a similar setting as in Parmentier ( 2014 ) 
and Lee et al. ( 2020 ; for details of the calculations see Appendix F ). We set L = R p and the characteristic velocity in a range between 100 and 4500 ms −1 . The 
Rossby number and Rossby deformation radius is e v aluated for the mid-latitudes. For the Rossby deformation, we set D = H . For the Rhines scale, we use the 
equatorial value for the β-Term and use the range between 100 and 4500 ms −1 for the wind speeds. Rossby deformation radius and Rhines scale are calculated 
as ratios to R p . 

� g T irr T eq H Ro L D L Rh N Circulation state Features 
( rads −1 ) ( ms −1 ) ( K ) ( K ) ( km ) - ( R p ) ( R p ) ( s −1 ) - - 

10 −5 10 2000 1414 .21 525 .24 0.098–4.39 4.19 0.83–5.54 0 .00816 three prograde jets three deeper 
and radial flow retrograde jets 

10 −4.5 10 2000 1414 .21 525 .24 0.031–1.39 1.32 0.46–3.11 0 .00816 three prograde jets three deeper retrograde jets 
10 −4 10 2000 1414 .21 525 .24 0.0098–0.44 0.42 0.26–1.75 0 .00816 three prograde jets shallow equatorial 

retrograde flow 

10 −5 25 2000 1414 .21 210 .1 0.098–4.39 4.19 0.83–5.54 0 .0204 retrograde superjet jet width from pole to pole 
10 −5 47.39 2000 1414 .21 110 .83 0.098–4.39 4.19 0.83–5.54 0 .039 retrograde superjet jet width from pole to pole 

10 −5 10 1000 707 .11 262 .62 0.098–4.39 2.96 0.83–5.54 0 .011 prograde superrotation jet width from pole to pole 
10 −5 10 1500 1060 .66 393 .93 0.098–4.39 3.63 0.83–5.54 0 .0094 massive prograde jet width from 

superrotation pole to pole 

10 −4.5 47.39 2000 1414 .21 110 .83 0.031–1.39 1.32 0.46–3.11 0 .039 interrupted prograde two interrupted retrograde 
superrotation high-latitude jets 

10 −4 47.39 2000 1414 .21 110 .83 0.0098–0.44 0.42 0.26–1.75 0 .039 prograde superrotation - 

10 −5 47.39 1000 707 .11 55 .42 0.098–4.39 2.96 0.83–5.54 0 .055 retrograde superjet jet width from pole to pole 
10 −5 47.39 1500 1060 .66 83 .12 0.098–4.39 3.63 0.83–5.54 0 .045 prograde superrotation jet width from pole to pole 

h  

d  

a

3  

r  

e  

M  

a  

2  

t  

a  

2  

d  

d
1

 

n  

l  

q  

r  

t  

m  

G  

h  

w  

n  

o  

M
 

t  

s  

f  

h  

w

6

F  

t  

h  

o  

e  

d
 

(  

i  

g  

o  

s  

t
 

Q  

g  

e  

d  

A  

t  

v  

p  

d
 

t  

t  

t  

a  

D  

b  

o  

d  

c  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/524/3/3396/7221342 by guest on 09 February 2024
igh sensitivity of the model setup in relation to the evolution of the
istinct climate states, more studies are needed to examine bistability
nd even multistability of exoplanets. 

At lower resolution, THOR approaches steady state around 2500–
000 Earth days for simulations of HD 189 733 b, while high-
esolution simulations converge after 10 000 Earth days [Deitrick
t al. ( 2020 ), indicated by the superrotation index according to
endon c ¸a ( 2020 )]. The zonal flow undergoes a quick development

nd changes only very little after 2000 Earth days (Deitrick et al.
020 ) in the simulations of HD 189733b. They also showed that
he upper atmosphere reached steady state, although the lower
tmosphere did not reach it in their simulations with g level = 5 (around
 

◦). For hot Jupiters, we expect even shorter convergence times
ue to higher temperatures so that 5000 d are sufficient to observe
ifferences between NHD and QHD equation sets at pressures p ≤
0 6 Pa . 
Higher resolutions conserve mass better as Deitrick et al. ( 2020 )

oted that THOR conserves mass at g level = 5 (around 2 ◦) slightly
ess well than at g level = 6 (around 1 ◦), although the output looks
ualitativ ely v ery similar. Moreo v er, terms such as cos φ become
ele v ant for the mesoscale motion (Draghici 1989 ) on Earth. Fur-
hermore, more complex atmospheric motions may appear if the
odel resolution increases like on Jupiter (Schneider & Liu 2009 ;
astine & Wicht 2021 ; Heimpel et al. 2022 ). On exoplanets, a
igher resolution may lead to larger differences among simulations
ith different dynamical equation sets. Furthermore, mass, energy,
umerical dissipation, and integration errors lead to gradual changes
f the total axial momentum (see more details in Deitrick et al. 2020 ;
endon c ¸a 2020 ). 
Regarding the gravity, THOR has a constant value throughout

he atmosphere. A decreasing gravity with height would change the
imulation outputs and their realism. We expect further implications
or the QHD equation set and other approximations, especially at
igher altitudes respectively at lower pressures ( p < 10 5 Pa ) since
e find the largest differences at low gravity. 
NRAS 524, 3396–3428 (2023) 

s  
 SUMMARY  A N D  C O N C L U S I O N S  

 or e xoplanet atmosphere GCMs, sev eral hydrodn ymaic equa-
ion sets are used across the literature. Ho we ver, only a few studies
ave compared the differences between equation sets and their effects
n the atmospheric dynamical properties (Mayne et al. 2019 ; Deitrick
t al. 2020 ). This will be important to consider as spectral phase curve
ata is produced by JWST. 
In this study, we compared the NHD and QHD equation sets

following the nomenclature and definitions in Deitrick et al. 2020 )
n the GCM THOR. We simulated atmospheres across a parameter
rid to reveal the validity of the equation sets for a wide range
f the exoplanet population. Additionally, we implemented a two-
tream, non-grey, ‘picket-fence’ scheme to THOR, which increases
he realism of the RT in the model. 

Our results show significant differences between the NHD and
HD equation sets in the GCM THOR for fast rotation rates, lower
ravity, and higher irradiation temperatures. The NHD and QHD
quation sets in THOR differ only in the terms Dv r / Dt , the Lagrangian
eri v ati ve of the vertical velocity, F r , the hyperdif fusi ve flux, and
 r , the vertical component of the advection term. Ho we ver, those

erms cause significantly different results in the dynamics and the
ertical temperature structure in several regimes. Depending on the
arameters, the NHD and QHD equation sets e ven e volve to dif ferent
ynamics, radiative regime, and climate state. 
Overall, our study shows the evolution of different climate states

hat arise just due to different selection of Na vier -Stokes equa-
ions and approximations. We show the implications of approxima-
ions made for Earth but used for non Earth-like planets. Our results
gree qualitatively to comparable studies of Mayne et al. ( 2019 ) and
eitrick et al. ( 2020 ). Mayne et al. ( 2019 ) made a similar comparison
ut with the Met Office Unified Model. They compared simulations
f slow-rotating, small Neptune-sized planets with the primitive and
eep equation set. Deitrick et al. ( 2020 ) used THOR in a similar
omparison of the NHD and QHD equation sets and showed already
ignificant differences in the dynamics in two regimes (Earth like case
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nd HD 189733b). We showed that differences between the NHD and 
HD equation sets can vary depending on the parametrization and 

hoice of the dynamical equation set. Finally, our results show the 
ele v ance in the use of different dynamical equation sets depending
n planetary and system properties. 
Future investigations may extend this study by comparing the full 

quation set, NHD equation set and hydrostatic, shallow approxi- 
ations in GCMs. Additionally, Mayne et al. ( 2019 ) suggested to

mplement chemical equilibrium (Drummond et al. 2016 , 2018b ) and 
 cloud scheme like in Lines et al. ( 2018b ). A more sophisticated
pectral RT scheme like Deitrick et al. ( 2022 ) may also alter our
ndings. Longer simulations times, similar to Wang & Wordsworth 
 2020 ), and GCMs with the full equation set may re veal ne w
irculation and climate states as well as multistabilities. 
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PPENDIX  A :  TIDALLY  L O C K E D  

O O R D I NAT E S  A N D  VELOCITIES  

or analysis of symmetries in the atmosphere of a tidally locked 
lanet, we make use of the ‘tidally locked coordinate system’ 
uggested by Koll & Abbot ( 2015 ). In the transformation, the
raditional latitude-longitude system ( ϑ, λ) get replaced by the ‘tidally 
ocked coordinate system’ ( ϑ

′ 
, λ

′ 
) as the following: 

The coordinates are ef fecti vely a rotation of regular latitude- 
ongitude coordinates, so that the polar axis runs from the substellar
oint to the antistellar point. They define the tidally locked latitude 
0 to be the angle to the terminator and the tidally locked longitude
o be the angle about the substellar-antistellar axis. That rotation 
f the coordinate system results into the tidally locked coordinates 
ccording to Koll & Abbot ( 2015 ) as 

 

′ = s i n −1 ( cos ϑ cos λ) , (A1a) 

′ = t an −1 

(
sin λ

tan ( ϑ ) 

)
, (A1b) 

here ϑ
′ 
is the tidally locked latitudes, λ

′ 
the tidally locked longitude, 

the original latitude, and λ
′ 

the orginal longitude. The tidally 
ocked wind velocities consist of fractions of the original zonal and 

eridional wind components. The fractions change depending on the 
oordinates. According to Koll & Abbot ( 2015 ), the tidally locked
onal and meridional wind u 

′ 
and v 

′ 
are defined as 
 

′ = cos ϑ 

(
∂ λ′ 

∂ λ

u 

cos ϑ 

+ 

∂ λ′ 

∂ ϑ 

v 

)
, (A2a) 

 

′ = 

∂ ϑ 

′ 

∂ λ

u 

cos ϑ 

+ 

∂ ϑ 

′ 

∂ ϑ 

v, (A2b) 

here u and v are the zonal and meridional wind components of the
riginal coordinate system. 

PPENDI X  B:  STREAMFUNCTI ON  A N D  

I DALLY  L O C K E D  STREAMFUNCTI ON  

or analysing the mass flow, we performed the tidally locked 
treamfunction � 

′ 
and the Eulerian mean meridional streamfunction 

 in the same fashion as Hammond & Lewis ( 2021 ) as 

 = 

2 πa cos ϑ 

g 

p ∫ 
0 

[ v] λd p, (B1a) 

 

′ = 

2 πa cos ϑ 

′ 

g 

p ∫ 
0 

[ v ′ ] λ′ d p, (B1b) 

here g declares the gravity, a the equatorial radius, [ v] λ averaged
ind o v er longitude, and the [ v ′ ] λ′ an av eraged wind o v er tidally

ocked longitude. 

PPENDI X  C :  H E L M H O LT Z  DECOMPOS ITIO N  

e performed a Helmholtz decomposition, according to Ham- 
ond & Lewis ( 2021 ), to analyse changes due to altered parameters

n our grid that might be disco v ered in the components of the total
irculation such as the o v erturning circulation, stationary waves, 
nd superrotating jet. In the Helmholtz decomposition, the total 
irculation is split up into the divergent and rotational components, 
 d and u r (Dutton 2002 ): 

 = u d + u r (C1a) 

= � χ + k × � ψ, (C1b) 

here χ stands for the velocity potential function and ψ for a
treamfunction, which are defined as: 

� 

2 χ = δ, (C2a) 

� 

2 ψ = ζ, (C2b) 

here δ is the divergence and ζ the vorticity. 

PPENDI X  D :  O L R  PHASE  C U RV E  

owan & Agol ( 2008 ) formulated the phase curve as 

 = 

∫ λ2 

λ1 

∫ ϑ 2 

ϑ 1 

∫ π/ 2 

−π/ 2 
R 

2 F TOA 

π
cos 2 ( θ ) cos ( ϑ − α) d φ d ϑ d λ, (D1) 

here F TOA is the flux at the top of the atmosphere coming from the
ach atmospheric column of the GCM at a given wavelength λ, φ,
nd ϑ, declaring the latitude and longitude and α the orbital phase
ngle. Deitrick et al. ( 2022 ) introduced a formalism to calculate the
 on an icosahedral grid as 

 = 

N grid ∑ 

i= 1 

F TOA,i 

π
μi 

A i 

R 

2 
p 

, (D2) 
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here A i declares the area of each control volume at the top of the
tmosphere R p , the radius of the planet and 

i = 

{
cos ( φ) cos ( ϑ − α) , α − π

2 < ϑ < α + 

π
2 , 

0 , ϑ > α + 

π
2 or ϑ < α − π

2 . 
(D3) 

e take the approach of Deitrick et al. ( 2022 ) to adapt it to a
ongitude-latitude grid and limit it to long-wave radiation. Kelly &
ˇavri ̌c ( 2021 ) defined the surface area of a grid-cell in a longitude-
atitude grid on the sphere as 

 S = 

∫ φ2 

φ1 

∫ ϑ2 

ϑ1 
R 

2 
p cos ( ϑ) d φ d ϑ 

= R 

2 
p ( ϑ2 − ϑ1)( sin ( φ2 ) − sin ( φ1 )) . (D4) 

y switching to longitude-latitude grid, we modify the equation ( D2 )
ith equation ( D4 ) and reformulate as OLR phase curve as 

 OLR = 

N grid ∑ 

i= 1 

F O LR,TO A,i 

π
μi ( �ϑ)( sin ( φ + �φ) − sin ( φ − �φ) ) , (D5) 

here � ϑ is the longitudinal width of a grid cell and �φ the
atitudinal width; and we defined μi as 

i = 

{
cos ( φ) cos ( ϑ − α) , cos ( φ) cos ( ϑ − α) ≥ 0 , 
0 , cos ( φ) cos ( ϑ − α) < 0 . 

(D6) 

PPENDIX  E:  R A D I AT I V E  A N D  Z O NA L  

IME-SCALES  

e computed the radiative time-scale as in Showman & Guillot
 2002 ) as 

rad ∼ P 

g 

c p 

4 σB T 3 
, (E1) 

here P [ Pa ] declares the pressure, g [ ms −2 ] the gravity, σ B the
tefan-Boltzmann constant, c p [ Jkg −1 K 

−1 ] the heat capacity at con-
tant pressure, and T [ K ] the temperature. The zonal time-scales were
alculated as well like in Showman & Guillot ( 2002 ) as 

zonal � 

R 

u max 

, (E2) 

here R is the planetary radius and u max the maximum of the zonal
ind speed. We computed the radiative and zonal time-scale for each

ayer with the related values. 

PPENDIX  F:  LARGE-SCALE  FLOW  

UANTITIES  

or the analytics, we used several quantities for the large-scale flow
haracteristics. The scale height H is defined in Parmentier ( 2014 ),
nd we reformulated it as 

 = 

k B T 

mg 
= 

R d T 

g 
, (F1) 

here k B [ m 

2 kgs −2 K 

−1 ] is the Bolzmann constant, T [ K ] the temper-
ture of the gas, g [ ms −2 ] the gravity, m [ kg ] the mass of the gas, and
 d [ Jkg −1 K 

−1 ] the specific gas constant. 
The Rossy number indicates the balance in the momentum

quation between the Coriolis and the advection term (Parmentier
NRAS 524, 3396–3428 (2023) 
014 ; Kataria et al. 2016 ): 

o ≡ U 

f L 

, (F2) 
here L [ m ] is the typical horizontal scale, U [ m / s ] the typical wind

peed, and f [ rads −1 ] the Coriolis parameter as 

 = 2 � sin ( ϑ) , (F3) 

here � [ rad ] s −1 represents the rotation rate of the planet and ϑ[ rad ]
he latitude. The typical horizontal scale is typically calculated as
he Rossby deformation radius L D [ m ] (see hereafter). The Coriolis
orce becomes negligible, and the advection, pressure gradient, and
issipation remain the terms rele v ant in the force balance, when the
ossby number is much larger than one (Parmentier 2014 ). On the
ther hand, a much smaller Rossby number indicates a force balance
mong pressure gradient and Coriolis force. 

Pressure gradients may equalized by gra vity wa ves, unless the
ra vity wa ves are not deflected by Coriolis force. The Rossby
eformation radius L D [ m ] defines the distance at which the gravity
aves get deflected by the Coriolis force (Parmentier 2014 ): 

 D 

= 

ND 

f 
, (F4) 

here N [ s −1 ] is the Brunt–V ̈ais ̈al ̈a frequency (actually the oscillation
requency of gravity waves) and D [ m ] the vertical length scale of the
tmosphere. The vertical length scale of the atmosphere is calculated
t the order of one scale height, so D = H . The the Brunt–V ̈ais ̈al ̈a
requency is defined in an isothermal atmosphere as (Parmentier
014 ): 

 = 

√ 

c p g 

R d H 

, (F5) 

here c p [ JK 

−1 ] represents the heat capacity [we corrected a typing
istake in Parmentier ( 2014 )]. The Rhines scale L Rh indicates the

cale at which the transition from dominant linear advection to the
ppearance of an inverse cascade occurs. The inverse cascade is
he energy injection of small scales vortices into larger atmospheric
ow. The Rhines scale is also known as the indicator of flow
eorganization into the bands of alternating zonal jets, often called
onation (Suk oriansky, Dik ovskaya & Galperin 2007 ). In unsteady
ow regimes, the Rhine scale might be associated with the moving
nergy front propagating towards the decreasing wavenumbers. The
hines scale is defined as (Parmentier 2014 ): 

 Rh = π

√ 

U 

β
, (F6) 

here β corresponds to the meridional gradient of the Coriolis force,
hich is also known as the ’ β-effect, and defined as (Parmentier
014 ; Kataria et al. 2016 ): 

= 

2 � cos ( ϑ) 

R p 

, (F7) 

here R p is the radius of the planet. 
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