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The increasing reliance on complex algorithmic systems by online platforms has sparked a growing need for algorithm auditing, a
research methodology evaluating these systems’ functionality and societal impact. In this paper, we systematically review algorithm
auditing studies and identify trends in their methodological approaches, the geographic distribution of authors, and the selection of
platforms, languages, geographies, and group-based attributes in the focus of auditing research. We present evidence of a significant
skew of research focus toward Western contexts, particularly the US, and a disproportionate reliance on English language data.
Additionally, our analysis indicates a tendency in algorithm auditing studies to focus on a narrow set of group-based attributes, often
operationalized in simplified ways, which might obscure more nuanced aspects of algorithmic bias and discrimination. By conducting
this review, we aim to provide a clearer understanding of the current state of the algorithm auditing field and identify gaps that need
to be addressed for a more inclusive and representative research landscape.

CCS Concepts: • Human-centered computing → Collaborative and social computing; Human computer interaction (HCI); • General
and reference→ Surveys and overviews.

Additional Key Words and Phrases: algorithm auditing, literature review, comparative, linguistic diversity, representation

1 INTRODUCTION

The ubiquity of intransparent algorithms adopted by (online) platforms prompted the emergence of a research method-
ology known as algorithm(ic)1 auditing. It allows researchers to evaluate the functionality and/or impact of algorithmic
systems and diagnose problems in algorithmic decision-making such as discrimination of social groups or misrepresen-
tation of societal phenomena. Though the field is relatively young, it is developing quickly, and in an interdisciplinary
manner: while auditing methodology emerged within the Computer Science community, it has by now been adopted
by other disciplines such as Social Sciences [49, 112]. The fast-paced and interdisciplinary nature of algorithm auditing
make it difficult to keep track of the field and identify main trends in auditing research. Addressing this, [8] conducted
the first and, to date, only systematic literature review of algorithm audits, identifying important imbalances in terms of
the domains and platforms that are in focus of audit studies. However, other trends in auditing - such as which national
and linguistic contexts are in the focus of auditing research - have not been examined before, despite their importance.

It is widely recognized that conclusions drawn about the design and performance of technologies in specific contexts
do not necessarily generalize to other contexts [81, 94, 125]. In relation to algorithm auditing, for instance, if we find
that a certain social media algorithm is more likely to prioritize right-leaning vs left-leaning content in user feeds in the
US, this does not automatically mean that the same effect will be observed in, say, a Western European multi-party
democracy or in an authoritarian context. This is because even if the algorithms deployed by a platform work exactly
1Both terms are used in the field to refer to this methodology, we will use "algorithm auditing" in this paper for consistency.
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2 Urman et al.

the same in different countries or languages, the pool of content available for an algorithm to select from differs. Thus,
the same algorithm will return (qualitatively) different sets of results depending on the linguistic and/or cultural (e.g.,
national or geographic) context it is deployed in [145]. Thus, it is highly relevant to evaluate which of these contexts are
(under)researched in algorithm auditing. Further, as the imbalances in the contexts that are scrutinized by a research
field can be associated with imbalances in the geographical distribution of researchers [125], it is important to establish
what the corresponding distribution is in auditing research.

To this end, in this paper we conduct a systematic literature review of algorithm audits and, first, building on [8],
update the review to catch up with the rapidly developing field, reviewing 128 research papers. We establish that the
imbalances in the field identified by [8] with regard to the problems and domains examined by the authors are still
present and, in some cases, have become even more pronounced. Second, we provide empirical evidence that the field
of algorithm auditing is disproportionately focused on the contexts of liberal democracies in Western Europe and North
America as well as on English-language data. Third, we identify that audits that focus on group-based attributes in some
way (e.g., gender- or race-based discrimination) are focused on a limited number of these attributes and operationalize
them in simplified ways such as treating gender and race as binary categories. Finally, we establish that the authors of
auditing studies most often are affiliated with academic institutions in the US or a small set of European countries,
though this skew only partially aligns with the observed skew in the geographic focus of auditing research.

2 RELATEDWORK

The only systematic literature review mapping the field of algorithm auditing conducted to date [8] identified the
main types of problematic algorithmic behaviors, evaluated which platforms are researched more often, and outlined
important gaps in the field. For instance, [8] highlighted that the field is concentrated on a small set of platforms, such
as Google, while others, like YouTube, tend to be understudied. However, while [8] made an assumption about the
(lack of) linguistic and geographic diversity in the field - "It may be true that most algorithm audits have come from
English-speaking countries, and have focused on algorithmic systems in those countries" - this idea was not empirically
tested.

At the same time, empirical research findings from specific national or linguistic contexts in the fields where societal
structures are relevant do not necessarily generalize to other contexts. In behavioral sciences, this was established based
on a large-scale comparative literature analysis in 2010 [53]. Beyond establishing that findings differ depending on social
and cultural contexts, this work found that behavioral sciences tend to disproportionately focus on what the authors
call WEIRD - Western, Educated, Industrialized, Rich, and Democratic - societies. In computing, researchers have also
established that findings from social context-related work - e.g., in human-computer interaction or AI fairness and
ethics, including auditing, - often do not generalize across contexts [18, 86, 121, 140]. Further, disproportionate focus on
Western countries (primarily the US), is related to important deficits in the computing fairness research: for example,
categories that dominate the US public discourse such as race and gender are scrutinized with regard to discrimination
and fairness disproportionately more often than e.g., age, and biases that are relevant (only) for non-Western cultures
are not explored [121]. Such observations have prompted researchers to start scrutinizing which national contexts tend
to be in the focus of such computing work. For instance, [81] established that 73% of studies in CHI, one of the leading
conferences on human-computer interaction, are based on samples from WEIRD contexts. Furthermore, the authors of
the work also tend to disproportionately often be based in industrialized, democratic and rich countries. A similar study
[125] conducted for FAccT, a key conference in computing ethics and fairness, found that between 2018 and 2022 63% of
papers the authors reviewed focused exclusively on the US samples, and 84% on Western samples, and 65% of authors
Manuscript submitted to ACM
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were affiliated with institutions in Western countries. Another literature review also found that research on AI fairness
predominantly comes from European and North American institutions [151]. For algorithm auditing specifically such
evaluations have not been conducted yet: the only systematic literature review of the field [8] did not scrutinize the
geographic and national dimensions. And a recent field scan of algorithm auditing ecosystem with a focus on auditors
did not aim to systematically aim to identify audit researchers in all regions of the globe, as the authors noted in the
limitations [27].

In this work, we address the existing gaps and, beyond updating the review [8] of algorithm audits, also evaluate
which national and linguistic contexts are in the focus of auditing research, and examine the geographic distribution of
audit researchers. Further, we evaluate which group attributes (e.g., gender or race) are examined in algorithm audits,
allowing us to establish whether the disproportionate focus on gender and race in computing fairness work more
generally [121] is also manifested in auditing research. In terms of specific research questions (RQs), we adopt RQ1
from [8] and add additional RQs focused on geography, language, and group-based attributes discussed in the reviewed
studies, resulting in the following RQs:

RQ1:What kinds of problematic machine behavior have been diagnosed by previous algorithm audits?
RQ2: What has been the focus of the previous algorithm audits in terms of (RQ2a) geography, (RQ2b) language,

(RQ2c) group-based attributes?
RQ3:What is the geographic distribution of the institutions where algorithm audit studies have been conducted?

3 METHODOLOGY

Similarly to Bandy [8], we adopt the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA)
guidelines [98]. The review thus involves the following steps: identification of relevant studies, screening article metadata
for potential relevance, assessing eligibility through full-text review, and inclusion of articles in the comprehensive
analytic stage.

Within identification and screening steps, we rely on the definition of algorithm audit by Bandy as "an empirical
study investigating a public algorithmic system for potential problematic behavior" except the "public" part. Specifically,
while Bandy regarded an algorithmic system as public when it is "used in a commercial context or other public setting
such as law enforcement, education, criminal justice, or public transportation" [8], we treat systems as public only when
people can interact with them directly, and to avoid confusion we opted to use the term "public-facing". That means that,
unlike Bandy, we did not include in our analysis systems used in public settings but inaccessible for ordinary citizens
(e.g., those used by law enforcement for facial recognition). The reason for that is that during the initial screening we
found many studies dealing with the systems which are not necessarily publicly accessible; as we found it difficult to
distinguish whether they are public based on Bandy’s definition [8], we opted for the modified definition.

3.1 Identification and screening

To identify studies to review, we used Scopus database keyword search, using the expanded search query from Bandy.
We looked for studies that reference influential algorithm auditing papers listed by Bandy [8] and included Bandy’s own
paper. We added terms to define a) empirical studies ("experimental design", "agent-based" or "examination"); and b) stud-
ies relevant for algorithm auditing ("algorithm* personalization", "algorithm* diversity", "algorithm* recommendation";
we replaced the term "algorithmic bias" by Bandy with a broader one - "algorithm* bias*")2.
2The full search query was the following: ( TITLE-ABS-KEY ( "algorithmic discrimination" ) OR TITLE-ABS-KEY ( "algorithmic fairness" ) OR TITLE-ABS-
KEY ( "algorithmic accountability" ) OR ALL ( "algorithm audit*" ) OR ALL ( "algorithmic audit*" ) OR REF ( "auditing algorithms: research methods"
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4 Urman et al.

We retrieved 2,483 papers in total. We then added papers cited by Bandy as the original study included papers
identified by Bandy or suggested by reviewers beyond the Scopus search [8]. After removing duplicate records (e.g.,
papers that were both retrieved by our Scopus search and cited by [8]), we had a total of 2,532 papers included for
screening.

The title and abstract screening was performed by the first author in a similar procedure to [8]. This has led to
the exclusion of 2,332 papers and the selection of 200 papers for the full-text eligibility check. The proportion of
excluded papers was higher in our case than that of [8] due to a broader search query and a narrower definition of
what constitutes a public-facing system in our case.

3.2 Exclusion after the eligibility check

A total of 79 papers were excluded at the full-text screening stage. The reasons for exclusion were the following:
Not public-facing - 35 studies were excluded due to not fitting our narrower definition of a public(-facing) system.
Theory or methods - 14 studies dealt with theoretical or methodological contributions and not specific systems.
Non-algorithm - 9 papers dealt with some aspects of a system but not its algorithm. User study - 5 studies focused on
users and their experiences with a system but not the system itself. Overview - 2 studies were overviews of algorithm
auditing-related research but not empirical studies. Development process - 1 study dealt with the system development.
Finally, in 6 cases, we could not retrieve the full text of the articles. Altogether, 128 papers were included in the
final analysis.

3.3 Analysis and synthesis

For identifying coding categories, we followed [8]. The first author developed the initial codebook based on their
knowledge of relevant scholarship and the categories from [8]. Then, the codebook was refined through discussions
with the second author, who also possesses extensive knowledge of the field. Next, we describe each category in detail.

3.3.1 Platform. This category lists the name of the platform/website audited in the reviewed study (e.g., YouTube or
Twitter3). In rare cases when the platform/website was not named or when there were too many platforms/websites
(e.g., dozens of websites of a certain type), we listed the type of platform/website audited (e.g., News website; Job search
websites).

3.3.2 Problem. This category is based on [8] where four common types of problems audited for were identified:
Distortion, Discrimination, Misjudgement and Exploitation. See [8] for details.

3.3.3 More specific problem. We added this category to provide a more fine-grained categorization of the audited
problems. The initial list of options was drafted by the first author based on their knowledge of the field; this coding
scheme was tested on 30 randomly selected studies and then further expanded and refined. The final list of problems
includes the following:

• Personalization - factors that affect content personalization on a platform and/or distortions and disparities in
content delivery that arise due to personalization.

) OR REF ( "thinking critically about researching algorithms" ) OR REF ( "the relevance of algorithms" ) OR REF ( "problematic machine behavior"
) OR TITLE-ABS-KEY ( "algorithm* bias*" ) OR TITLE-ABS-KEY ( "algorithm* personalization" ) OR TITLE-ABS-KEY ( "algorithm* diversity" ) OR
TITLE-ABS-KEY ( "algorithm* recommendation" ) AND TITLE-ABS-KEY ( "study" OR "audit" OR "analysis" OR "experiment" OR "experimental design"
OR "agent-based" OR "examination" ) ). The search was conducted on October 25, 2023.
3All Twitter audits in our collection analyzed the platform before it was renamed to X so we keep the original name here.
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• Filter bubble - the presence/absence of so-called filter bubbles. While filter bubbles might be seen as a specific
case of personalization, we decided to include this as a separate option due to the significant scientific attention
this specific phenomenon has attracted.

• News distribution - issues regarding the distribution of news by algorithmic systems.
• Harmful content - algorithmic distribution (e.g., amplification) of harmful content (see below for the Harmful
content types specification).

• Group misrepresentation - misrepresentation (e.g., stereotypical representations) of specific groups of people by
algorithmic systems.

• Price discrimination - potential price discrimination by algorithmic systems.
• Discrimination (other) - other types of discrimination that are not related to price discrimination and/or group
misrepresentation (e.g., gender-based discrimination in job ad delivery).

• Information quality - the quality of information provided by algorithmic systems without focusing on harmful
content or news specifically.

Multiple options could be applicable to one study.

3.3.4 Audit method. In this category we followed Bandy who, in turn, followed Sandvig’s original categorization of
auditing approaches [8, 122]. However, we made several amendments in terminology following a test coding round
of 20 papers and a discussion between the authors. First, instead of the term "carrier puppet" we used "repurposing"
due to the original term being confusing as the respective studies involve researchers (and not "puppets") repurposing
platform functionalities to audit algorithmic systems. Second, we distinguished not between "sock puppets" and "direct
scrape" but between "personalized scrape" (usually associated with "sock puppets" in [8, 122]) and "non-personalized
scrape" (aligned with "direct scrape"). Instead of distinguishing between direct web scraping and the use of sock
puppets (e.g., via browser automation tools), we were more interested in whether the authors collected system data
under non-personalized conditions or modeled the behavior of users with specific characteristics. The complexity of
contemporary platform architectures prompts the growing use of browser automation tools even for non-personalized
scraping that is different from the time when Sandvig made the original categorization [122]. Hence, the use of sock
puppets often does not tell us much about the research design per se. In contrast, our amended categorization allows
capturing the distinction between studies which do or do not model specific user behavior that is increasingly important
under the conditions of behavior-based content personalization. Further, we included a category of platform-led studies
denoting audits conducted by a company/online platform itself. There were two such studies in our collection [44, 58]
and both were distinguished by the resources and data available to them.

3.3.5 Domain. This category followed [8] and listed a domain inwhich a systemwas deployed. Possible options included
Ad delivery, E-commerce, Search, Recommendation, Spam detection, Large Language Models (LLMs), Monetization,
Translation, User categorization.

3.3.6 Language of content. We listed the language(s) relevant for the audit, such as the language of search queries
used or of the news included. There was one study for which language was irrelevant, and this category was coded as
NA - a study on the personalization of borders on Google Maps based on a user’s location [130]. Further, there were 9
studies where language was coded as "Mixed" due to them including content in several unspecified languages. In all
other cases, specific languages were listed in this category.

Manuscript submitted to ACM



6 Urman et al.

3.3.7 Geographical focus. This category listed countries on which an audit was focused. Where a country selection
was ambiguous, we used the term "Mixed". In one case, we also used the term "Comprehensive" as the authors included
all 191 countries where audited social media platform was operating [75]. In another case, we used "EU" as the authors
focused on all EU countries [22]. Importantly, if an audit used IP addresses located in a certain country and it may affect
the system outputs (e.g., in the context of search results that are known to be personalized based on location), we listed
that country as a geographical focus of the audit.

3.3.8 Countries of author affiliations. We listed countries of all institutions the authors of a paper were affiliated with
when the reviewed paper was published.

3.3.9 Harmful content types. In cases where the "More specific problem audited for" included the "Harmful content"
category, we further specified the type of harmful content. Possible options included: Hate speech, Misleading content
(including mis- and disinformation, Low-quality (but not necessarily misleading) news content, Conspiratorial content,
Terrorist content, and Extreme political ideology (specifying left/right extreme of the spectrum).

3.3.10 Group-based attributes where relevant. For studies dealing with discrimination and/or misrepresentation of
people, we further specifiedwhich group attributes the study focused on and how thosewere operationalized. Specifically,
such attributes included Gender (binary vs other - as listed by the authors); Race/ethnicity (as listed by the authors);
Sexuality (as listed by the authors); Age (as listed by the authors); Nationality (as listed by the authors); Religion (as
listed by the authors); Socio-economic background (as listed by the authors). These attributes were not pre-specified by
us but rather were "snowballed" during the coding procedure - this way we made sure we included all group-based
attributes studied in at least 1 of the reviewed studies.

3.4 Coding procedure and synthesis

Two first authors coded all the studies selected for full-text analysis. Inter-coder reliability was 80% agreement on
language, 90% agreement on country-context, general specific problem categories, 96% agreement on audit method,
and perfect agreement on all other categories. Then, based on the coding outcomes, the lead author synthesized and
summarized the results.

4 RESULTS

4.1 RQ1: Overview of the field

4.1.1 Auditing research agenda over time. In Table 1 we present an overview of the audit studies per year focused on
the four overarching problems - discrimination, distortion, exploitation, and misjudgment. Up to 2020, our observations
correspond to those from Bandy [8]. Wemanually verified that the marginal differences between us and [8] are attributed
either to our focus on studies that audited public-facing algorithms (see Methodology) or the inclusion of studies not
included in [8] as we used a slightly broader search query. Similarly to [8], we find that the number of studies has been
increasing over the years, rising from less than 5 per year before 2017 to over 20 yearly since 2021. This growth is
mainly associated with the increased number of audits focused on Distortion - it already was the most common focus
of audits before 2021 [8], and the attention to this overarching issue has only increased.

4.1.2 Distortion-focused audits. In Table 2 we list all the studies that focused on distortion. In terms of more specific
problems these studies examined, the most common one was information quality (36 studies), followed by harmful
Manuscript submitted to ACM
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content (22), news distribution (21), personalization (16), and filter bubbles (12)4. Notably, all audits focused on harmful
content have been published since 2020 and belong to the distortion category. Regarding specific types of harmful
content, 10 studies analyzed misleading content, 8 - conspiratorial content, 4 - low-quality news, 4 - extreme ideological
content, 2 - hate speech, and 1 - terrorist content. Domain-wise distortion audits have been largely focused on search
(47 studies) and recommendation (38). In addition, 3 studies examined distortion in ad delivery and 1 in e-commerce.
Methodologically, 40 studies utilized non-personalized (shortened to non-persona in Tables 2, 3, 5, 4) scraping, 26
used personalized (shortened to persona) scraping, 20 relied on crowdsourcing, and 1 each involved repurposing of
platform functionalities, code audit or a platform-led study.

4.1.3 Discrimination-focused audits. In Table 3, we list all the studies that focused on discrimination. In terms of
more specific problems, the most common ones were group misrepresentation (12 studies), followed by discrimination
(except price discrimination) (11) and price discrimination (8). Domain-wise discrimination audits usually focused on
search (13 studies). However, other than this, the distribution of domains was different from the distortion-focused
audits. 11 discrimination audits focused on e-commerce (often in connection to price discrimination), 5 on ad delivery,
and 1 each on monetization, recommendation, spam, translation and LLMs. Methodologically, 17 studies utilized
non-personalized scraping, 8 used personalized scraping, 3 - crowdsourcing, 3 - platform repurposing, and 1 was a
platform-led study.

4.1.4 Misjudgment-focused audits. In Table 4, we list all the studies that focused onmisjudgment. Regarding specific
problems, 4 studies examined group misrepresentation, 1 - information quality, and 1 - personalization.Domain-wise 5
out of 6 studies focused on ad delivery, and 1 on user categorization.Methodologically, 5 studies utilized crowdsourcing
and 1 - platform repurposing.

4.1.5 Exploitation-focused audits. In Table 5, we list all the studies that focused on exploitation. Regarding specific
problems, 2 studies focused on group misrepresentation, 2 on information quality, and 1 on personalization. Domain-
wise 3 studies examined ad delivery, and 2 search. Methodologically, 2 used personalized scraping, and 1 each
non-personalized scraping, platform repurposing and crowdsourcing.

4.1.6 Domains audited: Overview. In the previous sections, we mentioned that search was the domain that audits in the
most "popular" categories of distortion and discrimination most commonly focused on. Hence, it is not surprising it is
the most examined domain in the reviewed studies in general: 62 out of 128 papers audited search domain. Importantly,
while most often this meant auditing web search engines, some studies that analyzed search functionalities on other
platforms - e.g., on YouTube [85], - were also categorized as focusing on search, following [8]. The second most
commonly analyzed domain was recommendation with 39 studies, followed by ad delivery (16), e-commerce (9), and 1
each for spam, translation, monetization, LLMs, and user categorization.

4.1.7 Platforms audited: Overview. In terms of specific platforms that were audited, the focus of the field is concentrated
around a small selection of large platforms, most often search engines: 54 out of 128 included audits of Google Search
(incl. advertising in search), 22 audited YouTube, 12 Bing Search, 12 Facebook (Meta), 10 Twitter (X), 9 DuckDuckGo, 8
Yandex Search, 7 Yahoo Search, 7 Google News, 5 Amazon (E-commerce platform), 3 Baidu, 3 Spotify. This was followed
by a long tail of platforms audited by only 1 or 2 studies. This long tail included such widely popular platforms with

4Here and elsewhere in the sections covering the four overarching problems, the sum of studies can be greater than the total N of studies category due to
each study possibly focusing on several specific problems/domains.
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Table 1. Number of audits focused on each problem type by year (Note: 2023 includes studies up to the end of October only).

Year Discrimination Distortion Exploitation Misjudgement Total
2012 1 0 0 0 1
2013 3 1 0 0 4
2014 1 0 0 0 1
2015 1 1 1 0 3
2016 2 1 0 0 3
2017 1 5 2 0 8
2018 2 7 1 1 11
2019 2 12 1 2 17
2020 1 11 0 1 13
2021 4 18 0 2 24
2022 7 13 0 0 20
2023 6 17 0 0 23
Total 31 86 5 6 128

algorithmic content distribution as Instagram [68, 75] and TikTok [19, 48] that thus are, compared to their popularity,
underresearched in the field.

4.1.8 Summary. Our analysis demonstrates that algorithm auditing has experienced major growth in recent years in
terms of the number of published papers. We also identify several imbalances in the focus areas of studies in the field.
Specifically, we observe that the studies tend to be most often focused on distortion as a type of problem, and search is
by far the most audited domain, with almost half of all auditing studies focusing on search. We also find that audits tend
to focus on major platforms like Google and (since 2021) YouTube, while other highly popular platforms like Instagram
and TikTok remain underexplored. Additionally, we find that the only platforms based outside of Western liberal
democratic countries that were audited are Baidu and Yandex, indicating that platforms created and/or headquartered
in other regions remain understudied.

4.2 RQ2: country contexts, languages, and group-based characteristics analyzed in algorithm audits

4.2.1 Country contexts. Figure 1 shows countries color-coded by the N of auditing studies that included data from each
country-context. It does not include 28 studies (21.88% of the collection) with the Mixed country contexts. The counts
include studies that focused on each context explicitly or as part of comprehensive [75] or EU-focused [22] analyses.
Top countries by the number of auditing studies are all Western liberal democracies, with the US accounting for over
half of all auditing studies (73 papers). The other countries from the top 5 were analyzed >3 times less often than the
US. These are Germany (23 papers), the UK (9), France (9), and Spain (8).

Other countries explicitly analyzed in the auditing studies (including in [22, 75]) were Russia (7 papers), Italy (6)
Brazil (5), Denmark (5). The following countries were included 4 times: India, Japan, Canada, Ukraine, Belarus, Austria,
Belgium, Greece, Ireland, Portugal, Sweden. 3 times: Argentina, Australia, Egypt, Iraq, Mexico, Morocco, Nigeria,
Pakistan, Estonia, Finland, Cyprus, Hungary, the Netherlands, Poland. Countries included twice: Afghanistan, Algeria,
Angola, Chile, China, Georgia, Guatemala, Indonesia, Israel, Kazakhstan, Kenya, Malaysia, New Zealand, Norway,
Paraguay, Peru, Philippines, Saudi Arabia, South Africa, South Korea, Turkey, Uzbekistan, Venezuela, and Zambia. All
other countries, if included at all, were only included in the two larger-scale analyses [22, 75].
Manuscript submitted to ACM
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Table 2. Audits focused on distortion (Note: 2023 includes studies up to the end of October only).

Study Platform Specific problem Method Domain Language Country-context Author affiliation Year
[50] Google Personalization Persona scrape, Crowdsourcing Search English US US 2013
[67] Google Personalization Persona scrape Search English US US 2015
[130] Google Maps, Bing Maps Personalization Persona scrape Search NA Morocco, Argentina, China, India, Russia, Ukraine US 2016
[35] Spotify Personalization Persona scrape Recommendation Mixed Mixed Sweden 2017
[129] Spotify Personalization Persona scrape Recommendation Mixed Mixed Sweden 2017
[36] Booking Information quality Non-persona scrape E-commerce English US US 2017
[71] Twitter, Google Information quality Non-persona scrape Search English US US, Germany 2017
[150] News apps (wide range) News distribution Code audit Recommendation Mixed US US 2017
[28] Google Filter bubble Crowdsourcing Search Dutch Belgium Belgium 2018
[17] Facebook Filter bubble, News distribution Crowdsourcing Recommendation Danish Denmark Denmark 2018
[49] Google News News distribution, Filter bubble Persona scrape Recommendation German Germany Germany 2018
[116] YouTube Information quality Non-persona scrape Search English Mixed Netherlands, Australia, Spain 2018
[117] Google Filter bubble, Information quality Crowdsourcing Search English US US 2018
[119] Google Personalization, Information quality Crowdsourcing Search English US US 2018
[24] New York Times News distribution, personalization Persona scrape Recommendation English US India 2018
[128] Google Maps Filter bubble Persona scrape Search Dutch, French Belgium Belgium 2019
[97] YouTube Information quality Non-persona scrape Search Danish, Norwegian, Swedish Denmark, Norway, Sweden Norway 2019
[112] Google, Google News News distribution, Personalization, Information quality Crowdsourcing Search German Germany Germany 2019
[74] Google Personalization Crowdsourcing Search English New Zealand New Zealand 2019
[55] Google Information quality Non-persona scrape Search English US US 2019
[84] Google Information quality, News distribution Non-persona scrape Search English US US 2019
[102] Google News Information quality, News distribution Crowdsourcing Search English US US 2019
[72] Twitter, Google Information quality Non-persona scrape Search English US US, Germany 2019
[136] Google News distribution, Information quality Non-persona scrape Search English US US 2019
[93] Google Information quality Non-persona scrape Search English US US 2019
[118] Google, Bing Information quality Non-persona scrape Search English US US 2019
[23] Google Information quality Non-persona scrape Search English, Spanish, French Spain, France, Mexico, US, UK Spain 2019
[20] Google, Bing, DuckDuckGo Information quality Non-persona scrape Search German Germany Germany 2020
[114] Google Harmful content Crowdsourcing Ad delivery English Mixed Germany 2020
[1] YouTube Harmful content Non-persona scrape Recommendation English Mixed Canada 2020
[40] YouTube Harmful content Non-persona scrape Recommendation English Mixed US 2020
[126] Amazon Harmful content Non-persona scrape Search English US US 2020
[57] YouTube Harmful content, Personalization Persona scrape Recommendation English US US 2020
[100] Google Information quality Non-persona scrape, Persona scrape Search English US US 2020
[115] YouTube Harmful content Non-persona scrape Recommendation English US Switzerland, Brazil 2020
[9] Apple News News distribution, Information quality Persona scrape, Crowdsourcing Recommendation English US US 2020
[42] Google News News distribution, Personalization, Information quality Persona scrape Search English US US 2020
[64] YouTube Harmful content, Filter bubble Persona scrape Recommendation English, German US, Germany US, Germany, Taiwan 2020
[139] Google Information quality Persona scrape Search German Germany Germany 2021
[54] YouTube Information quality Non-persona scrape Recommendation German Germany Germany 2021
[141] Google, Bing, Yahoo, Yandex, DuckDuckGo Information quality Non-persona scrape Search English, Russian Germany Switzerland, Germany 2021
[14] Twitter Information quality Persona scrape Recommendation English Mixed US, Chile 2021
[135] YouTube Filter bubble, Harmful content Persona scrape Recommendation English Mixed Slovakia 2021
[99] YouTube Harmful content Non-persona scrape Recommendation Mixed Mixed US 2021
[31] Amazon Information quality Non-persona scrape Recommendation English Mixed India, Germany 2021
[68] Instagram Filter bubble Persona scrape Recommendation English Mixed Netherlands 2021
[123] YouTube Filter bubble Crowdsourcing Recommendation English, Spanish, Chinese, Portuguese, Arabic Mixed Italy 2021
[46] Siri Information quality Crowdsourcing Search English US Sweden 2021
[63] Amazon Harmful content Persona scrape, non-persona scrape Search, Recommendation English US US 2021
[11] Twitter Information quality, News distribution Persona scrape Recommendation English US US 2021
[45] Google, Bing Information quality Non-persona scrape Search English US Turkey, UK 2021
[30] Alexa Information quality, News distribution Non-persona scrape Search English US US 2021
[85] YouTube Information quality Non-persona scrape Search, Recommendation English US US 2021
[10] Twitter News distribution, Harmful content Persona scrape Recommendation English US US 2021
[133] Facebook Personalization Crowdsourcing Ad delivery English US US, Netherlands 2021
[3] Facebook Personalization Repurposing Ad delivery English US US 2021
[131] News website News distribution Crowdsourcing Recommendation Greek Cyprus Cyprus 2022
[88] Bing, DuckDuckGo, Google, Yandex Information quality Non-persona scrape Search English, Russian, Ukrainian, German Germany Switzerland, Germany 2022
[47] Google, Bing Information quality Non-persona scrape Search German Germany Germany 2022
[76] Google Personalization Crowdsourcing Search English Germany, Brazil, US, India, Spain Australia 2022
[2] YouTube Harmful content Persona scrape Recommendation Arabic Mixed Saudi Arabia, US 2022
[70] Google, Yandex, Google News, Yandex News Information quality, News distribution Non-persona scrape Search Russian Mixed Germany 2022
[89] Google, Yandex Information quality Non-persona scrape Search Russian Russia Switzerland, Netherlands 2022
[38] Google News Personalization Crowdsourcing Search English UK UK 2022
[143] Google, Baidu, Bing, DuckDuckGo, Yahoo, Yandex Information quality Non-persona scrape Search English US Switzerland, Germany 2022
[78] YouTube Filter bubble Persona scrape Recommendation English US US 2022
[19] TikTok Personalization Persona scrape Recommendation English, German, French US, Canada, Germany Switzerland, Germany 2022
[144] Google, DuckDuckGo, Bing, Yahoo, Yandex Harmful content Non-persona scrape Search English US, UK Switzerland, Germany 2022
[58] Twitter News distribution, Information quality Platform-led experiment Recommendation English, Japanese, French, Spanish, German US, UK, Japan, France, Spain, Canada, Germany US, UK 2022
[69] Google, Yandex Harmful content Non-persona scrape Search Russian Belarus Germany 2023
[120] Google Information quality Non-persona scrape Search French, Spanish, Portuguese France, Spain, Portugal France, Spain, Portugal 2023
[82] YouTube Harmful content Non-persona scrape Recommendation German Germany Germany 2023
[106] YouTube Filter bubble Non-persona scrape Recommendation Indonesian, English Indonesia US 2023
[77] Youtube Harmful content Persona scrape Recommendation English Mixed France 2023
[90] Reddit News distribution Non-persona scrape Recommendation English Mixed US 2023
[152] Twitter Filter bubble Persona scrape Search English Mixed Australia, Brazil 2023
[104] Youtube Harmful content Persona scrape, crowdsourcing Recommendation English Mixed US, Spain 2023
[124] YouTube Harmful content Persona scrape Recommendation English Mixed Netherlands 2023
[12] Facebook News distribution Crowdsourcing Recommendation English US US 2023
[62] YouTube Harmful content Crowdsourcing Search, Recommendation English US US 2023
[110] DuckDuckGo Harmful content Non-persona scrape Search English US US 2023
[48] TikTok News distribution Persona scrape Recommendation English US US 2023
[103] Google, Google News, Facebook, YouTube, Twitter News distribution Crowdsourcing Search English US US 2023
[138] Baidu, Bing, DuckDuckGo, Google, Yahoo News distribution Non-persona scrape Search English US, Germany Germany, Switzerland, Finland 2023
[134] Google Harmful content Non-persona scrape Search English, German, Estonian, Belarusian, Russian, Ukrainian US, Germany, Belarus, Russia, Estonia, Ukraine Germany 2023
[29] Google Harmful content Non-persona scrape Recommendation Diverse (shortened for readability) Israel, Switzerland 2023

Table 3. Audits focused on discrimination (Note: 2023 includes studies up to the end of October only).

Study Platform Specific problem Method Domain Language Country-context Author affiliation Year
[95] Google, Bing, Amazon, E-commerce (wide range) Price discrimination Persona scrape E-commerce Mixed Greece, Hungary, Italy, Germany, US, Austria, UK, Poland, Spain US, Spain 2012
[96] E-commerce (wide range) Price discrimination Crowdsourcing E-commerce Mixed Mixed Spain 2013
[132] Google Group misrepresentation Non-persona scrape Ad delivery English US US 2013
[105] Google Group misrepresentation Non-persona scrape Search English US US 2013
[51] E-commerce (wide range) Price discrimination Persona scrape, Crowdsourcing E-commerce English US US 2014
[66] Google Group misrepresentation Non-persona scrape Search English US US 2015
[5] Google, Bing Group misrepresentation Non-persona scrape Search Mixed Diverse (shortened for readability) Brazil 2016
[26] Amazon Price discrimination Non-persona scrape E-commerce English US US 2016
[52] TaskRabbit, Fiverr Discrimination Non-persona scrape Search English US US 2017
[56] Booking, Hotels, Avis, Hrs, Orbitz Price discrimination Persona scrape E-commerce Mixed France, Georgia, Germany, Pakistan, Russia, US Netherlands, Germany 2018
[25] Indeed, Monster, CareerBuilder Discrimination Persona scrape Search English US US 2018
[75] Facebook, Google, Instagram, Twitter Discrimination Repurposing Ad delivery English Comprehensive US 2019
[44] LinkedIn Discrimination Platform-led experiment Search English US US 2019
[7] Google Discrimination Persona scrape Ad delivery English US US 2020
[39] Comparison website Price discrimination Persona scrape E-commerce Italian Italy Italy, US 2021
[146] Job websites Discrimination Non-persona scrape Search Dutch Netherlands Netherlands 2021
[60] Facebook, Linkedin Discrimination Repurposing Ad delivery English US US 2021
[92] Google Group misrepresentation Non-persona scrape Search English US US 2021
[142] Google, Bing, Yahoo, Baidu, Yandex, DuckDuckGo Group misrepresentation Non-persona scrape Search English, German Germany Switzerland, Germany 2022
[34] YouTube Discrimination Non-persona scrape Monetization English Mixed US, Spain 2022
[21] Foundations app Discrimination Crowdsourcing Recommendation English Mixed Spain 2022
[41] Google Translate Group misrepresentation Non-persona scrape Translation English, Hungarian Mixed Hungary 2022
[61] Gmail, Outlook, Yahoo Discrimination Persona scrape Spam English US US 2022
[90] Facebook, Google Discrimination Repurposing Ad delivery English US US 2022
[140] Google Group misrepresentation Non-persona scrape Search English US, Ireland Switzerland 2022
[59] Google Group misrepresentation Non-persona scrape Search French, German, Italian, English France, Germany, Italy, UK Italy 2023
[108] Google Group misrepresentation Non-persona scrape Search Mixed Mixed US 2023
[107] ChatGPT, other LLM Group misrepresentation Non-persona scrape LLMs English Mixed US 2023
[79] Google, DuckDuckGo, Yahoo Group misrepresentation Non-persona scrape Search English Mixed Netherlands 2023
[65] Online market Price discrimination Persona scrape E-commerce English US US 2023
[16] Online market Price discrimination Non-persona scrape E-commerce English US US 2023
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Table 4. Audits focused onmisjudgment (Note: 2023 includes studies up to the end of October only).

Study Platform Specific problem Method Domain Language Country-context Author affiliation Year
[137] Google Group misrepresentation Crowdsourcing Ad delivery English US US 2018
[147] FacebookAcxiomEpsiolonExperianOracle (Datalogix) Group misrepresentation Crowdsourcing Ad delivery Mixed US, Australia, UK, Germany, France, Brazil, Japan US, Germany 2019
[15] Google, Facebook, Oracle BlueKai, and Neilsen eXelate Group misrepresentation Crowdsourcing Ad delivery Mixed US, Pakistan US, Pakistan 2019
[127] Facebook Information quality Crowdsourcing Ad delivery Portuguese Brazil Brazil, France 2020
[43] Twitter Group misrepresentation Crowdsourcing User categorization English Mixed Netherlands, Australia, Norway 2021
[13] Google Personalization Repurposing Ad delivery English US US 2021

Table 5. Audits focused on exploitation (Note: 2023 includes studies up to the end of October only).

Study Platform Specific problem Method Domain Language Country-context Author affiliation Year
[32] Google Personalization Persona scrape Ad delivery English US US 2015
[101] Spotify Group misrepresentation Non-persona scrape Ad delivery Mixed Mixed Sweden 2017
[91] Google Information quality Crowdsourcing Search English US US 2017
[22] Facebook Group misrepresentation Repurposing Ad delivery Mixed EU Spain 2018
[148] Google Information quality Persona scrape Search English US US 2019

Fig. 1. Countries color-coded by the N of auditing studies that included data from a given country context.

This summary shows that algorithm audits to date have been disproportionately focused on the US and Western
European liberal democracies. Among non-democratic countries, the one most commonly analyzed was Russia, yet
only 7 studies (5.5% of the reviewed papers) focused on it. Furthermore, out of these, only [89] focused on Russia
explicitly while other studies included Russia as part of larger-scale (4+ countries) comparative analyses. The same
applies to the second most commonly studied authoritarian context - Belarus - that was examined in 4 papers but only
[69] focused on it specifically, not within a larger-scale comparative research. The only other authoritarian country
analyzed specifically was Pakistan [15] but even in this case it was combined with the US.

Within the studies focused on democratic contexts, we also observe that countries located outside of North America
and Western Europe are understudied. For instance, despite India, Brazil and Indonesia being among the top 10 largest
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democracies by population, only 4 papers included India in their analysis, all of them being 4+ country comparative
studies; two analyzed Indonesian context (only [106] focused on it specifically); Brazilian context that was included in 5
papers was specifically focused on only by [127]. Thus, within democratic contexts, the skew in the focus of the studies
does not correspond to the skews in the sizes of digital markets of different countries. Instead, we observe a strong
geographic skew, with North American and Western European contexts being analyzed disproportionately more often
than others.

4.2.2 Languages. The linguistic focus of audits is even more skewed than the selection of country contexts. 94 studies
(74.02% of the collection5) focused explicitly on English (this does not include 13 papers where the language was coded
as Mixed). The second most common language - German - was analyzed by 14 studies, >6.5 times less frequently
than content in English, followed by Russian (7 papers), French (6) and Spanish (4). Other languages were featured in
3 or fewer studies. These included Arabic, Dutch, Portuguese (3 papers each); Italian, Ukrainian, Danish (2 papers);
Belarusian, Indonesian, Hebrew, Japanese, Greek, Norwegian, Estonian, (Mandarin) Chinese, Swedish, Hungarian (1
paper).

The distribution of languages in the collection is different from the distribution of the number of total speakers of
the languages [37] or of online content in different languages [149]6. For example, while English is the most spoken
language worldwide with ca. 1.5 billion speakers (ca. 18.2% of the world population), it is followed by Mandarin Chinese
(ca. 1.1 billion or 14.2%), Hindi (609 million, 7.6%), Spanish (559 million, 6.7%) and French (310 million, 3.9%). However,
only 1 study in our collection analyzed Mandarin Chinese and none focused on Hindi. The share of studies that focused
on Spanish is also two times lower than the estimated share of Spanish speakers among the world population. At the
same time, the shares of papers focused on French, German and Russian are higher than the estimated share of French-,
German- (1.7%) and Russian speakers (3.2%).

We find a similar skew if we use the share of online content in a given language as a baseline. English is the most
widespread language on the internet with 52.5% of all content created in this language. The other most common
languages on the internet are Spanish (5.5% of online content), German (4.7%), Russian (4.5%), Japanese and French
(4.3% each). Thus, the shares of studies focused on English, German and French are higher than the shares of online
content in corresponding languages, while Spanish and Japanese are understudied.

To sum up, algorithm auditing research is disproportionately focused on system performance in English, German,
Russian and French languages. It is skewed compared to the distribution of the total N of speakers of these languages
or of the shares of online content in these languages, especially in the cases of English and German.

4.2.3 Group-based attributes. There were 32 studies that focused on at least one of the group attributes. Out of those,
31 focused on gender - often in combination with other attributes such as age or race/ethnicity. The only study that did
not include gender was [16] which focused on race/ethnicity and socio-economic status. The most common specific
problems audited for among gender-focused studies were group misrepresentation (16 studies) and discrimination (9
studies). Misrepresentation studies often looked at stereotyping, including gender-based stereotypes in image search
[66] or biases in LLMs [107], whereas discrimination research examined discriminatory treatment in ad delivery [60, 75]
and online freelance marketplaces [52] [39, 65].

Out of 31 studies that included gender category, 28 treated gender as binary. The exceptions were [79] which also
included transgender identities (as well as wide array of categories beyond gender and other group-based attributes we
5Note that percentages for languages are counted as share of 127, not 128, as language was irrelevant for [130]
6Both [37, 149] were consulted in late December 2023; as [149] is updated daily, the current data on the website may differ from the one used by us.
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coded); [107] which included a diverse set of identities such as genderqueer or genderfluid; [43] that used non-binary
as an umbrella term. Notably, 10 of 31 reviewed studies focused on gender in isolation without considering other
group-based categories [25, 32, 35, 41, 44, 47, 60, 66, 107, 146].

The second most common attribute was age (13 studies). Most studies treated it based on age groups (e.g., 18-25 y.o.;
26-35 y.o., etc), albeit there was a variation in how the groups were defined. Only [5] operationalized age as a discrete
variable. Furthermore, age was never the only group attribute in focus (unlike gender), and all studies focused on it also
included at least gender as another attribute.

The third most common attribute was race/ethnicity (11 studies). 4 studies treated this category as binary - White vs
non-White [16, 92, 142] - or White vs Black [132]. [5, 52] focused on White, Asian and Black, while [105] further added
Latino to these three categories, whereas [108] instead added Indian and Other. [61] included White, African-American,
Hispanic, Asian, and South Asian; [7] African-American, Asian, Hispanic, Caucasian; [79] had the most comprehensive
list with African, Asian, Black, American, Hispanic, Latinos, Native Americans, White categories. Notably, 7 out of
11 studies that examined race/ethnicity focused exclusively on the US context; further 2 had Mixed country-context
[79, 108], [142] focused on Germany, and [5] focused on multicountry context.

Other attributes were examined less often. 3 papers, all published in 2022-2023 and focused on (mis)representation
of different groups in search outputs, included nationalities as a specific category [59, 79, 140]. [59] focused only
on Romanians, Albanians, Indians, Polish, Algerians, Moroccans, and Turks, whereas [79] had a more extensive (but
still not comprehensive) list of nationalities, while [140] used a comprehensive list of national groups. 3 studies, also
published in 2022-2023, included socio-economic situation [16, 21, 79]. 2 papers focused on sexuality as one of
the attributes - [43, 79]. [79] included asexual, bisexual, gay, homosexual, queer identities; [43] included straight, gay,
lesbian, asexual, bisexual, questioning, other. Finally, [79] was the only work to include specific religious groups in
the analysis.

4.3 Geographical distribution of affiliations of audit studies’ authors’ affiliations

Table 6 lists five countries with the highest number of institutions where audits were conducted (i.e., with which at
least one author of the reviewed study was affiliated). The US is a clear leader with over half of all auditing studies
(70 papers) being authored by local researchers. Other countries in top 5 are European, with Germany accounting for
18.75% (24 studies) of the studies, Switzerland - 8.59% (11 studies), Spain and the Netherlands - 7.03% (9 studies) each.
Other countries were distributed the following way: Australia, Brazil, Sweden (4 studies each), France, Italy, the UK (3
studies), India, Norway, Belgium (2 studies), and Denmark, New Zealand, Taiwan, Canada, Turkey, Portugal, Saudi
Arabia, Slovakia, Chile, Finland, Hungary, Israel, Cyprus, Pakistan (1 study).

There is thus a clear geographic imbalance in the affiliations of the authors of auditing studies. This imbalance is also
only partially aligned with the imbalances in geographic and linguistic foci of the reviewed studies we discussed above.
On one hand, the most frequently examined national contexts - the US and Germany - are also the countries where audit
authors are usually based. On the other hand, while researchers from Switzerland and the Netherlands have authored
relatively many auditing studies, Switzerland has not been in the focus of any of them, and the Netherlands was always
studied as part of larger-scale national comparisons except in [146]. On the contrary, while the UK is among the most
studied national contexts with 9 papers, researchers affiliated with the UK institutions authored only 3 auditing studies.
Hence, the geographical skew in the author affiliations does not fully correspond to or explain the skew in the focus of
auditing studies.
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Table 6. Top 5 countries by the number of studies where at least one author is affiliated with an institution in a given country

Country N of studies Share (%) of reviewed studies
US 70 54.69
Germany 24 18.75
Switzerland 11 8.59
Spain 9 7.03
Netherlands 9 7.03

5 DISCUSSION AND RECOMMENDATIONS

Our systematic literature review indicates that the field of algorithm auditing is skewed in multiple ways. First, most
audits focus on discrimination and distortion, to the neglect of other kinds of problems such as exploitation and
misjudgment - a trend already observed by [8]. Second, audits are most often focused on the domains of search and
recommendation. Third, audits tend to examine a small sample of big online platforms such as Google Search and
YouTube, while other popular platforms such as Instagram are understudied. Fourth, in terms of national contexts,
audits are focused on Western liberal democracies, most prominently the US, while non-Western and/or non-democratic
contexts are underresearched. Fifth, language-wise audits are most often focused on English-language content, while
content in other widely spoken languages such as Mandarin Chinese, Arabic or Hindi is rarely, if ever, part of auditing
studies. Sixth, audits that had to do with group-based attributes such as race or gender focused on a limited number of
such attributes and often relied on their simplified operationalization (e.g., binary treatment of gender or race). Seventh,
authors of algorithm auditing studies most often are based at institutions in the US and a small selection of European
countries; this skew, however, only partially aligns with the skew in the country focus of audits.

We suggest that it is crucial for the algorithm auditing field to address the identified imbalances, many of which
are in line with the similar imbalances in AI fairness and ethics field and academic research where socio-political
and/or national contexts are relevant more generally [4, 81, 111, 121, 125]. Addressing these imbalances is necessary
since observations from a specific platform or linguistic and/or national-context do not generalize to other platforms
and contexts [94, 145]. Without auditing algorithms in connection to a specific problem/domain/platform/context
it is impossible to understand algorithmic behavior and its (mal)performance in the corresponding setting. Hence,
problematic machine behaviors remain undiscovered and, consequently, unresolved. In other words, the current skews
in the focus of algorithm auditing research hinder its potential to lead to meaningful changes despite the
evidence that, at least in democratic contexts, audits have proven to have an impact with companies adapting their
algorithms based on the audit results [113]. We suggest audits can result in meaningful change even in non-democracies
- though regulatory regimes there can be very different and civil society might little influence over (AI) regulation
[109] - due to the public pressure connected to the increased transparency about the innerworkings of the platforms’
algorithms [87].

The imbalances in the attention to specific platforms are related to the skews in relation to country- and linguistic
contexts. Since 2021 when [8] was published, there were changes with regard to the imbalance in the platforms and
domains focused on in the field. For instance, while [8] identified YouTube as one of the understudied platforms,
we find that over the last 3 years, it has become the second most-researched platform after Google Search, and the
number of studies on Facebook (Meta) and Twitter (X) has also noticeably increased since [8]. At the same time, the
drastic increase of attention to YouTube has likely been fueled by the increased media and non-profits’ attention to the
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potential contribution of the YouTube’s algorithm to the (right-wing) radicalization in the US [80, 115]. In fact, even
though, especially in authoritarian contexts, YouTube has been highly politically relevant for years serving either as
an "alternative" (to state propaganda) TV or as a contested online public sphere between the authoritarian states and
the pro-democratic opposition [33, 73, 83], our review shows it has not been studied outside of democratic contexts,
and most recent research on the platform has focused on harmful (e.g., extremist or misleading) content in the US or
Western European contexts. This highlights the interconnections between the skews in the platforms audited and the
disproportionate focus on specific national contexts - i.e., platforms that are more relevant for the US/Western European
political context are more likely to be audited. This also explains why there is little or no research on platforms prevalent
within specific national markets outside of the liberal democracies in North America or Western Europe, such as Baidu
and Sina Weibo (China) or Yandex and VK (Russia). Following [121] we also argue that the disproportionate focus of
auditing work on group attributes such as gender and race that are prominent in the Western countries, and relative
neglect of other attributes, also stems from the Western-centric nature of auditing research.

To sum up, it is imperative for the algorithm auditing research to expand beyond its present concentration on select
Western democratic contexts, particularly the US. To achieve this aim, we suggest it might be relevant to turn to the
experience of other fields that have been trying to tackle a similar problem for some time now, such as behavioral
science and psychology [6, 53]. What we can learn from their experiences and suggestions is that the US focus in
research tends to stem from systemic issues - for instance, the disproportionate representation of US institutions not
only among the authors of corresponding research (something we also see with algorithm auditing) but also among the
editors of prominent journals [6] - or, in the case of algorithm auditing, among the organizing and program committees
of leading conferences such as FAccT or CSCW. While we have not systematically analyzed the share of US-based
scholars among the committee and program members of even these two conferences in the past years, a non-systematic
analysis - i.e., simply scrolling through the committee website, - shows that the skew towards the US institutions is
particularly pronounced within FAccT. In line with this, following [6], first, we suggest it is necessary to increase the
representation of non-US-based (and, preferably, non-Western) researchers among organizers and reviewers
of the leading algorithm auditing-related conferences. Second, we suggest it is necessary to encourage the authors of
algorithm auditing studies to support any generalizations made about algorithmic effects with evidence [53].
Third, echoing [125], we suggest it is necessary to encourage the participation of scholars from outside North
America and Western Europe. Finally, reviewers, organizing committees and funding agencies should encourage
the authors to use the data from understudied contexts and/or conduct comparative studies [53].

6 CONCLUSION

Our systematic literature review has shed light on significant imbalances within the field of algorithm auditing, echoing
broader trends in AI fairness and ethics research. These imbalances include the focus on discrimination and distortion
over other issues, a heavy emphasis on specific domains like search and recommendation, a narrow scope of audited
platforms primarily from Western liberal democracies, and a concentration on English-language content and group-
based attributes like gender and race operationalized in simplified ways. To address these imbalances, it is imperative
for the algorithm auditing field to go beyond its current concentration on Western democratic contexts, particularly
the United States. In order to achieve this, we suggest learning from the experiences of other fields facing similar
challenges, such as behavioral science and psychology, and put forward related recommendations. Overcoming the
existing imbalances is necessary for a more inclusive and comprehensive approach to algorithm auditing, enabling a
deeper understanding of algorithmic behavior across diverse problem domains, platforms, and socio-political contexts.
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A ETHICAL CONSIDERATIONS, POSITIONALITY, AND ADVERSE IMPACT STATEMENT

A.1 Ethical considerations

This work is based exclusively on a systematic literature review of published peer-reviewed research papers which were
accessed through the official channels (i.e., library subscriptions of the authors’ universities). We have not identified
any ethical considerations with regard to the data collection or analysis processes.

A.2 Researchers’ positionality

We acknowledge that the researchers’ positionality can affect all aspects of qualitative work, such as the systematic
literature review we conducted, including the specific research questions and dimensions selected to be the focus
of the present study. In this case, our decisions to focus on the analysis of the geographic and linguistic focus of
algorithm auditing research and on the geographic distribution of affiliations of the authors of such research are in
part informed by the authors’ backgrounds and experiences. All authors of the present study were born and raised in
countries with (recent legacy of) authoritarian rule; have lived in at least 4 different countries; currently live and work
in a country other than their country of birth; speak at least 3 languages; are of nationalities underrepresented at the
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academic institutions in North America and Western Europe. Thus, all authors are highly attuned to the importance of
accounting for national and linguistic context, and this has informed our decision to largely focus this study on the
(under)representation of different contexts in algorithm auditing research. At the same time, all authors pass as and
identify as white and are cisgender and heterosexual, limiting our perspectives on the potential effects of algorithmic
systems in particular in the context of racism, hetero- and cisnormativity.

A.3 Adverse impact statement

While this systematic literature review of algorithm audits has contributed to a better understanding of the field’s
existing body of knowledge, it is important to acknowledge its potential adverse impacts. The identification of significant
gaps in research focus and representation may undermine the perceived credibility of the field, potentially hindering
its progress and ability to drive meaningful change. Further, the review may unintentionally reinforce existing biases
and imbalances present within the field of algorithm auditing. Albeit English is currently the common "international"
language in academic research community, by focusing on the literature that is available in English, the review might
perpetuate the underrepresentation of certain domains, platforms, or contexts, thereby inadvertently contributing to
the existing disparities in research attention. Recognizing these potential adverse impacts, it is crucial for readers and
stakeholders to interpret the findings of this review critically, acknowledging its limitations and considering the broader
context in which algorithm audits are conducted and applied.

Manuscript submitted to ACM


	1
	2 Related Work
	3 Methodology
	3.1 Identification and screening
	3.2 Exclusion after the eligibility check
	3.3 Analysis and synthesis
	3.4 Coding procedure and synthesis

	4 Results
	4.1 RQ1: Overview of the field
	4.2 RQ2: country contexts, languages, and group-based characteristics analyzed in algorithm audits
	4.3 Geographical distribution of affiliations of audit studies' authors' affiliations

	5 Discussion and Recommendations
	6 Conclusion
	References
	A Ethical considerations, positionality, and adverse impact statement
	A.1 Ethical considerations
	A.2 Researchers' positionality
	A.3 Adverse impact statement


