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ABSTRACT 

Objectives: To measure the impact of superimposition methods and the designated comparison 

area on accuracy analyses of dentate models using an ISO-recommended 3-dimensional (3D) 
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metrology-grade inspection software (Geomagic Control X; 3D Systems; Rock Hill, South 

Carolina; USA).  

Materials and methods: A dentate maxillary typodont scanned with a desktop scanner (E4; 3 

Shape; Copenhagen; Denmark) and an intraoral scanner (Trios 4; 3 Shape; Copenhagen; Denmark) 

was used as reference. Eight groups were created based on the core features of each 

superimposition method: landmark-based alignment (G1); partial area-based alignment (G2); 

entire tooth area-based alignment (G3); double alignment combining landmark-based alignment 

with entire tooth area-based alignment (G4); double alignment combining partial area-based 

alignment with entire tooth area-based alignment (G5); initial automated quick pre-alignment 

(G6); initial automated precise pre-alignment (G7); and entire model area-based alignment (G8). 

Diverse variations of each alignment and two regions for accuracy analyses (teeth surface or full 

model surface) were tested, resulting in a total of thirty-two subgroups (n=18). The alignment 

accuracy between experimental and reference meshes was quantified using root mean square 

(RMS) error as trueness and its repeatability as precision. The descriptive statistics, a factorial 

repeated measures analysis of variance (ANOVA) and a post hoc Tuckey multiple comparison 

tests were used to analyze the trueness, and precision (α = .05). 

Results: A total of 576 superimpositions were performed. The unique partial area-based 

superimposition method demonstrated the least precise alignment and was the sole group to exhibit 

a significant difference (p<.001). Automated initial pre-alignments demonstrated similar accuracy 

to other superimposition methods (p>.05). Double alignments did not result in accuracy 

improvement (p>.05). The designated comparison area displayed differences in both trueness 

(p<.001) and precision (p<.001), leading to an 8±4μm discrepancy between selecting the teeth 

surface or full model surface.  
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Conclusions: The superimposition method choice within the tested software did not impact 

accuracy analyses, except when the alignment relies on a unique and reduced area, such as the 

palatal rugae, a single tooth, or three adjacent teeth on one side. 

Clinical Significance: The superimposition method choice within the tested ISO-recommended 

3D inspection software did not impact accuracy analyses. 

 

Keywords: Intraoral scanner; Alignment; Superimposition; Best-fit; Digital dentistry 

 

1. INTRODUCTION  

In recent years, the assessment of digital dentistry interventions through accuracy analyses 

has notably gained prominence. Accuracy analyses in adherence to ISO 5725–1:1994 

(International Organization for Standardization) and ISO 20896-1:2019, includes both trueness 

and precision [1, 2]. Trueness refers to a scanner's capability to replicate a dental arch faithfully, 

without any deformation or distortion, aiming to reproduce its true form as accurately as possible. 

Conversely, precision pertains to the consistency and degree of similarity among images obtained 

through repetitive scanning procedures conducted under identical conditions. These assessments 

need to acquire a reference mesh, either through scanning a master model using desktop or 

industrial scanners, or using a digital design created by Computer-Aided Design (CAD) software. 

Subsequent experimental meshes are formed based on specific research objectives and 

superimposed onto the reference mesh for evaluation. Traditionally, three mesh superimposition 

methods have been employed: landmark-based alignment, partial area-based alignment, and entire 

area-based alignment [3, 4]. Landmark-based and partial area-based alignments require the 

operator's expertise, involving manual selection of common landmarks or partial areas [5]. 
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Conversely, entire area-based alignments are more replicable, objective, and less dependent on the 

operator. Area-based alignments commonly use the Gaussian best-fit algorithm, also known as the 

"Iterative Closest Point" (ICP) algorithm, to automatically integrate two-point clouds and 

interactively minimize measurement errors [6]. Upon superimposing the test mesh over the 

reference mesh, 2-dimensional (2D) measurements comparing the linear and angular deviations of 

two lines on cross-sections, or 3-dimensional (3D) measurements comparing the distance between 

two 3D-surfaces through the root mean square (RMS) error calculation, are typically performed. 

This methodology has several applications such as: manufacturing accuracy assessment [7 - 14], 

analyzing tooth wear progression [15], assessing intraoral or facial scanner accuracy [16, 17], 

investigating their influencing factors [18], or recording dynamic occlusion [19].  

Nevertheless, the impact of the chosen 3D inspection software [20 - 22], superimposition 

methods [23, 24], or the designated area for analysis on these evaluations remains uncertain. 

Moreover, currently there is methodological heterogeneity in digital dental research [17] 

presenting a challenge and a burden in establishing standardized protocols for consistent 

comparisons among studies. Consequently, further research is needed to clarify their impact, refine 

methodologies for enhanced accuracy, and ensure consistency in digital dentistry evaluation to 

strengthening the evidence to provide robust recommendations in daily clinical settings.  

Therefore, the primary objective of this study was to measure the impact of the 

superimposition method and the designated comparison area on accuracy analyses in dentate 

models. The secondary objectives of this study were: 

1. Measure the accuracy of initial pre-alignments. 

2. Measure the impact of the spacing or quantity of landmarks on landmark-based 

alignments. 
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3. Measure the impact of the size or location of the selected area on partial area-based 

alignments. 

4. Measure the accuracy of double alignments compared to single alignments. 

5. Measure the impact of solely utilizing the region of interest in entire area-based 

alignment, specifically comparing entire tooth area-based alignment with entire model 

area-based alignment. 

The general null hypothesis of this study was that there would be no significant differences 

in accuracy among mesh superimposition methods or selected comparison areas. 

2. MATERIALS AND METHODS 

2.1. Study design 

This comparative in vitro study was performed at the XXXX. Ethics approval was not 

required from the Ethics Committee Research for this in vitro study since no humans’ samples 

were used. 

A sample size calculation was determined based on the research conducted by Revilla-

Leon et al. 2023 [3] with a mean ± SD of 170 ±14µm for the landmark-based group and 160 ±1µm 

for the entire area-based alignment group with a 1:1 sampling rate, an alpha error of 5%, an 80% 

power, and two-sided paired-mean hypothesis test. Upon calculation, 18 specimens per subgroup 

were determined as necessary for the study. 

2.2 Study set-up 

A maxillary dentate typodont (Frasaco ANKA-4; Frasaco, Germany) was used to mimic a 

healthy dentate individual. For the digitization, a reference cast was scanned with a desktop 

laboratory scanner (E4; 3 Shape, Copenhagen, Denmark) following the manufacturer's 

instructions. The obtained reference scan (control) was exported in a standard tessellation language 
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(STL) file format. The same model was scanned using an intraoral scanner (IOS) (Trios 4; 3 Shape; 

Copenhagen; Denmark). The chosen IOS had been previously calibrated before starting and every 

six scans following the manufacturer's recommended protocol. To ensure consistent lighting 

conditions at 1000 lux, the data collection was performed in a windowless room, using a light-

emitting diode (LED) panel light (660 Pro RGB; Neewer; Shenzhen; China) [26-28]. The light 

intensity was measured using a luxmeter (LX1330B Light Meter; Dr. Meter Digital Illuminance, 

Union City, USA). The intraoral digital scans were conducted by an experienced operator (P.M.-

M.) with more than 5 years of prior expertise working with IOSs. A 20-minute break was done 

after six completed digital scans to prevent operator fatigue. The scanning started at the occlusal 

surface of the right second molar, and then it traversed all occlusal surfaces along the path until 

reaching the contralateral second molar. Subsequently, the scanner's orientation was altered to 

capture the lingual surfaces, starting from the left second molar and extending to the right. The 

process was repeated on the buccal side in the opposite direction to complete the scan. The scans 

were thoroughly visually inspected to ensure their accurate and satisfactory registration. This 

procedure was repeated to obtain 18 test scans, which were exported in an STL file format. No 

cleaning of the mesh files was conducted before importing them into the 3D inspection software. 

2.3 STL files superimposition 

The STL files were superimposed by using a 3D inspection software (Geomagic Control 

X, v.2022. 3D Systems, Rock Hill, South Carolina, USA) onto the reference model's STL through 

eight distinct alignment methods, resulting in the following groups: 

▪ A landmark-based alignment group (G1). 

▪ A partial area-based alignment group (G2). 

▪ An entire tooth area-based alignment group (G3) 

                  



 7 

▪ A two-stage double alignment group consisting of a primary landmark-based alignment 

followed by a secondary entire tooth area-based alignment (G4) 

▪ A two-stage double alignment group consisting of a primary partial area-based alignment 

followed by a secondary entire tooth area-based alignment (G5). 

▪ An initial automated quick pre-alignment group (G6). 

▪ An initial automated precise pre-alignment group (G7), 

▪ The entire model area-based alignment (G8).  

The superimposition methods preceded an initial automated quick pre-alignment stipulated by the 

software, except group 7. All area-based alignments were grounded in the Gaussian best-fit 

algorithm. 

2.4 Accuracy evaluation 

For a more comprehensive assessment of landmark-based alignments (G1), two factors – 

the distance between points and the quantity of points – were investigated through sub-analyses. 

Three subgroups underwent analysis with the rationale of examining whether modifications in the 

distance between point placements or the number of points could impact the accuracy of the 

landmark-based alignment: 

▪ Subgroup G1A (Fig. 1.1a) thus utilized three closely positioned points,  

▪ Subgroup G1B (Fig. 1.1b) involved three points widely separated from each other, and 

▪ Subgroup G1C (Fig. 1.1c) employed seven points across the arch. These points were 

strategically located at the most consistent areas: the cingulum of the anterior teeth, the mesial 

fossa of the premolars, and the central fossa of the molars. 

For a more comprehensive assessment of partial area-based alignments (G2), two factors – the 

designated area size and its location – were investigated through sub-analyses. Three subgroups 
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underwent analysis with the rationale of examining whether modifications in the area size 

corresponding to 1 or 3 teeth, or the location on teeth or mucosa could potentially affect the 

accuracy of partial area-based alignments: 

▪ Subgroup G2A (Fig. 1.2a) focused solely on the area of a single tooth. 

▪ Subgroup G2B (Fig. 1.2b) encompassed three adjacent teeth on the same side. 

▪ Subgroup G2C (Fig. 1.2c) centered around the palatal rugae. 

The designated area in the entire tooth area-based alignment (G3), entailed a meticulous selection 

of the teeth as the region of interest, deliberately excluding the gingival area for the alignment 

(Fig. 1.3). 

For a comprehensive assessment of double alignments in two-steps, this study explored the initial 

application of landmark-based alignments (same from subgroups G1A to G1C), and partial area-

based alignments (same from subgroups G2A to G2C) in a first step, followed by a second 

alignment based on the entire tooth area-based alignment in a second step. The rationale behind 

this assessment was to assess whether double alignments show any substantial accuracy 

differences compared to single alignments. Consequently, six subgroups were established: 

▪ Subgroup G4A (Fig. 1.4a) implemented an initial alignment using three closely positioned 

points, followed by a secondary entire tooth area-based alignment.  

▪ Subgroup G4B (Fig. 1.4b) employed three widely separated points in the initial alignment, 

followed by a secondary entire tooth area-based alignment.  

▪ Subgroup G4C (Fig. 1.4c) used an initial alignment involving seven points across the arch, 

followed by a secondary entire tooth area-based alignment.  

▪ Subgroup G5A (Fig. 1.5a), focusing on the area of a single tooth in the initial alignment, 

followed by a secondary entire tooth area-based alignment.  
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▪ Subgroup G5B (Fig. 1.5b) encompassed a broader area involving three adjacent teeth on the 

same side in the initial alignment, followed by a secondary entire tooth area-based alignment. 

▪ Subgroup G5C (Fig. 1.5c) centered on the palatal rugae in the initial alignment, followed by a 

secondary entire tooth area-based alignment.  

For a comprehensive assessment of initial alignments required by the inspection software, two pre-

alignment options were investigated – initial quick alignment option (G6, Fig. 1.6), and initial 

precise alignment option (G7, Fig. 1.7). The rationale for this assessment was to determine the 

accuracy attained by the initial pre-alignment, a requisite for the inspection software, and to discern 

if there were notable accuracy differences compared to alternative superimposition methods.  

The designated area in the entire model area-based alignment (G3), involved using the entire mesh 

of the model for the alignment (G8; Fig. 1.8), without specifically selecting any landmarks or areas 

of interest. 

Two comparison areas, the tooth area, or the entire model area (excluding the model base), were 

designated and analyzed to assess all alignments. The rationale of this evaluation was to analyze 

how the chosen area for analysis influences accuracy analyses. It entailed analyzing all subgroups 

designating the tooth area, denoted with the 'T' label, and all subgroups designating the entire 

model area, denoted with the 'M' label. 

2.5 Study outcomes 

The primary outcome was to evaluate the accuracy, assessed by trueness and precision in 

microns (μm). Trueness was defined as the average RMS error discrepancies on the 

superimposition of the reference and experimental scans [1, 2]. Precision was detailed as the RMS 

error fluctuations per each group or standard deviation (SD) [1, 2] and using the following 

formulae RMS = √
  ∑ (𝑋1,𝑖 − 𝑋2,𝑗)2𝑛

𝑖=1

𝑛
  where X1,i are the reference data, X2,j are the scan data, and n 
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indicated the total number of measurement points analyzed in each examination. The calculations 

of discrepancies for each group were employed for data analysis. Color-coded maps were 

employed to illustrate the discrepancies identified by the software between each mesh pair 

comparison. These visual representations used a color gradient scale to depict the directionality of 

deviations: cool shades indicated inward deviations, warm shades represented outward deviations, 

and minimal deviations were denoted by green hues (Fig. 2). The mesh densities of both the 

reference STL and the intraoral scanner STLs were determined by counting the number of triangles 

and vertices (Meshmixer, Autodesk, Mill Valley, USA).  

2.6 Statistical analysis 

A blind statistical analysis was performed using a coded default Excel spreadsheet to 

ensure the prevention of data manipulation or hypothesis testing. After the statistical analysis, the 

coding was revealed to edit tables and graphs. Descriptive statistics (mean values, standard 

deviations, medians, and interquartile range) of variables were calculated. The results of the 

Shapiro–Wilk tests indicate that the trueness and precision data exhibited a normal distribution (p 

> .05). Consequently, a factorial repeated measures analysis of variance ANOVA and a post hoc 

Tuckey multiple comparison tests were used to analyze the trueness, and precision (α = .05) at 

both the group and subgroup levels. Data analysis and visualization were conducted utilizing the 

statistical software program STATA (v 17.0; StataCorp LP, TX, USA). 

 

3. RESULTS  

A total of 576 superimpositions were done and were grouped into eight groups and 

subdivided into 32 subgroups. Tables 1 and 2 shows trueness and precision values obtained by 

group and subgroup, ranked by alignment accuracy from highest to lowest. Mean differences 
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across subgroups are presented in Table 3. Statistical analysis using factorial ANOVA revealed a 

significant variance in trueness and precision values among the evaluated groups (p<.001) (Fig. 3; 

Table 4). Post hoc Tukey tests indicated significant differences in trueness and precision between 

G2 and other superimposition groups (p<.001) (Fig. 4). Specifically, the subgroup analysis 

identified G2A, G2B, and G2C as significant contributors to this distinction (p<.001). However, 

there were no significant differences in terms of trueness and precision among other 

superimposition methods (p<.001). The comparison area choice had a significant impact on both 

trueness (p<.001) and precision (p<.001), resulting in an 8±4 μm difference in trueness and 

precision between selecting the tooth area and the complete mesh (Table 4).  

The initial alignment required by the inspection software (quick or precise alignment) did 

not show any substantial accuracy differences compared to other superimposition method 

(p=.999), except G2. On the landmark-based alignment, no significant accuracy differences were 

found on the distance or quantity of the alignment points (G1A, G1B, and G1C), nor in the use of 

two-stage mesh superimposition strategy (p=.999) (G1 and G4). On the partial area-based 

alignment, no significant accuracy variations were observed related to the size or location of the 

designated area (p=.999) (G2A, G2B, and G2C) nor in the use of two-stage mesh superimposition 

strategy (p=.999) (G2 and G5). No significant accuracy differences were found between the entire 

tooth area-based alignment and the entire model area-based alignment (p=.999) (G3 and G8). 

The reference scan conducted with the desktop scanner comprised 173,184 triangles and 

86,574 vertices. The intraoral scans displayed approximately 3.3 times more triangles, totaling 

575,559 triangles (±43,092), and vertices reaching 289,545 (±21,743). 

4. DISCUSSION 
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Based on the findings of this in-vitro study, the general null hypothesis was partially 

accepted. While the alignment accuracy based on the entire tooth area-based alignment exhibited 

a greater mean value of 94±15μm compared to other groups, this difference did not attain statistical 

significance, except when compared to the unique partial area-based alignment method. Notable 

differences in accuracy (trueness and precision), were observed between this method and the 

remaining mesh superimposition methods. The inspection software program's initial pre-alignment 

alternatives, whether quick or precise, did not show significant differences in accuracy compared 

to the other superimposition methods, except for the unique partial area-based alignment method. 

Furthermore, the use of quick or precise mode in automated initial pre-alignments yielded similar 

accuracy. In the landmark-based alignment, the increase in points or their spatial separation did 

not result in accuracy enhancements. In the partial areas-based alignment, neither modifying the 

area size nor its location yield accuracy enhancements. Besides, a single or a double mesh 

superimposition method by using landmark based alignment or area-based alignment did not differ 

in accuracy. The entire tooth area-based alignment resulted in similar accuracy compared to that 

of the entire model area-based alignment. Considering the obtained data, it could be interpreted 

that the mesh superposition methods that were analyzed had a limited impact on the accuracy 

analysis of dentate models. The exception was the partial area-based alignment, which focused on 

a unique and reduced area. A potential explanation for the increased discrepancy in results obtained 

with partial area-based alignment could be attributed to the unilateral selection of a specific area. 

Different results could be obtained if bilateral selection of partial areas were performed. Regarding 

color maps, a heterogeneous deviation pattern and red areas have been observed in the opposite 

arch to the alignment area, which indicates outward deviations. In contrast, green or yellow areas 

showed deviations within the tolerance range, or a slight outward deviation in the alignment area 
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(Figure 2). Entire tooth area-based alignment, which includes alignment with bilateral tooth areas, 

resulted in more homogenous deviation pattern with prominent green areas (acceptable deviation).  

Unlike to the present study results, prior in-vitro studies showed that partial area-based 

alignment achieved the highest level of alignment accuracy [3, 16]. This could be attributed to the 

fact that Revilla-León et al., adopted a multiple bilateral partial areas approach for the partial area-

based alignment, which differs from our study's set-up on a single area [3]. This trend might be 

explained by the potential difficulties entire area-based alignments face when dealing with artifacts 

arising from scanning errors occur due to multiple rescans, scanning pauses, incorrect scanning 

patterns, or a large scan length resulting from the data stitching process [29]. Therefore, in certain 

situations, the superimposition method choice that relies on points or multiple partial areas free 

from artifacts may lead to a more accurate alignment. 

Despite the subjectivity and operator-dependent nature of these methods, this study showed 

similar outcomes between landmark-based and entire tooth or entire model area-based alignments, 

or even double alignments. It is important to note that the measurements were conducted by a 

skilled operator, and the results may vary with less experienced ones. A previous study has 

reported that the operator had an impact on the measured deviations when different 3D analysis 

software programs [9]. Highlighting the need for experienced operators to obtain consistent 

measurements. This aspect is particularly crucial during the selection of points and areas, ensuring 

their repeatability, and aiming for a distinctive and well-defined feature, such as the edge of a 

dental groove or a clearly recognizable cusp. Moreover, it is essential to avoid selecting regions 

with surface irregularities, which could potentially complicate the alignment process. 

The present study's findings showed that the accuracy achieved through the initial pre-

alignment, that is a requested step in the 3D inspection software tested, is comparable to that 

                  



 14 

achieved by other superimposition methods. It is difficult to directly compare the present study 

results with previous studies because many of the previous studies did not mention if they applied 

an initial (quick or precise) pre-alignment or employed a software version that did not allow for 

these options. O’Toole et al., performed comparison study of alignment procedures, including 

best-fit alignment (referred to entire area-based alignment in the present study), landmark-based 

alignment, and reference best-fit alignment (reducing data set use by restricting alignment to 

operator-identified sections and is referred to partial area-based alignment in the present study) 

was done [4]. In contrast with the present study, the authors reported that the reference best-fit 

alignment, which corresponds to groups G2, G3, G4, and G5 of the present study, showed lower 

alignment errors and higher accuracy. Otherwise, the authors reported that entire area-based 

alignment and landmark-based alignment algorithms underestimated the size of the defect. The 

difference between this study and the present study may be due to the size of the meshes. O’Toole 

et al. compared natural molar teeth, which may have reduced mesh size compared to the dentate 

model used in the present study. Considering the present study, especially while analyzing bigger 

structures with more meshes, quick alignment can be recommended over precise alignment, which 

might provide a faster 3D analysis.  

Peroz et al., (2021) [21] explored various alignment algorithms on entire area-based 

alignments, such as the Gauss best-fit algorithm and the exterior, median, or interior Chebyshev 

best-fit algorithm. However, the aim of the study was not to assess the complex internal algorithms 

of each software, as it was done in our study specifically using the Gauss best-fit algorithm for all 

area-based alignments. Nevertheless, this might be an additional factor to consider as different 3D 

inspection software may produce different measurements [20 - 22]. Additionally, this study 

discusses how mesh density may be a confounding factor in RMS analyses for evaluating 3D 

                  



 15 

discrepancies between digital meshes [21]. In the present study, the maximum mesh density 

available was used without making modifications to the original STL files, which remained intact 

and were directly exported to the metrology-grade inspection software. 

The clinical implications of this study lie in understanding how superimposition methods 

and designated comparison areas affect accuracy analyses when evaluating interventions in digital 

dentistry. The obtained data suggested that future research could designate comparison areas that 

align with the specific area of interest, avoiding the assessment of complete models, as it has been 

observed to decrease accuracy. Additionally, this study dismisses the notion that diversity in 

superimposition methods is a reason for inconsistency among study results and may not be a 

crucial factor to consider when using this ISO-recommended software. Moreover, it offers 

valuable insights by warning against the inefficacy of double alignments, excessive point marking, 

or selecting overly extensive areas, thereby guiding future research in this field. 

The current study has certain limitations, including the examination of a single inspection 

software and the exclusive focus on a maxillary model. In the present study, ISO-recommended 

metrology-grade software program was used with the RMS methodology. Different results may 

be obtained when different deviation measurement methods are used [30]. Therefore, future 

studies, should include other software programs and additional metrology-grade programs and 

nonmetrology-grade freeware programs. The results should be approached with caution, 

considering factors such as software version upgrades and the operator's level of experience. It 

was previous reported that not using an industrial scanner to acquire a reference scan can be a 

limitation, nevertheless a recent study supports the use of desktop scanner as control like in the 

present study showed similar precision compared to an industrial grade optical scanner [31]. 

5. CONCLUSION  
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The superimposition method choice, within the tested ISO-recommended inspection 

software, did not impact accuracy analyses, except when the alignment relies on a unique and 

reduced mesh area, such as the palatal rugae, a single tooth, or three adjacent teeth on one side; 

therefore, one should refrain from using this superimposition method. Besides, the findings show 

critical insights for future research, especially in considering the following practical implications 

for accuracy evaluation. 

1. Automated initial pre-alignments exhibited comparable accuracy in comparison to other 

superimposition methods. 

2. Increasing the quantity of points or modifying their spatial distribution in landmark-based 

alignments did not result in improved accuracy. 

3. Adjusting the size or position of a specific partial area on one side in the partial area-based 

alignment did not yield accuracy improvements. 

4. Double mesh superimposition method, using either landmark-based or area-based alignment, 

did not show accuracy improvements. 

5. The alignment based on the entire tooth area produced similar accuracy to those made with 

entire model area-based alignment, although it is important to interpret this cautiously, given 

the in-vitro nature of this study.  
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TABLES 

 

TABLE 1. Root mean square (RMS) error datasets for each superposition method by groups, 

ordered from highest to worst fit; N = number of analyzed points. 
 

 

 

Group N 

Trueness (μm)   Precision (μm)   

Mean ±  SD Median ±  IQR   Mean ±  SD Median ±  IQR   

Entire tooth area-based alignment 36 94 ±  15 93 ±  20  93 ±  15 92 ±  20  

Entire model area-based alignment 36 94 ±  15 92 ±  20   94 ±  15 92 ±  20   

Initial precise alignment 36 94 ±  15 92 ±  19  93 ±  15 92 ±  19  

Initial quick alignment 36 94 ±  15 92 ±  19   93 ±  15 92 ±  19   

Landmark-based alignment 108 94 ±  15 92 ±  19  93 ±  15 92 ±  19  

Two-stage: Landmark-based + 

Entire tooth area-based alignments 
108 94 ±  15 93 ±  22   94 ±  15 92 ±  22   

Two-stage: Partial area-based + 

Entire tooth area-based alignments 
108 94 ±  15 93 ±  22  94 ±  15 92 ±  22  

Partial area-based alignment 108 116 ±  23 110 ±  27   113 ±  24 109 ±  30   
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TABLE 2. Root mean square (RMS) error datasets for each superposition method by subgroups, 

ordered from highest to worst fit; N = number of times superimposed. G1A: 3 close-point 

landmark-based alignment; G1B: 3 distant-point landmark-based alignment; G1C: 7-point 

landmark-based alignment; G2A: partial area-based alignment of one tooth; G2B: partial area-

based alignment of three adjacent teeth; G2C: partial area-based alignment of the palatal rugae; 

G3: entire tooth area-based alignment; G4A: primary 3 close-point landmark-based alignment 

followed by a secondary entire tooth area-based alignment; G4B: primary 3 distant-point 

landmark-based alignment followed by a secondary entire tooth area-based alignment; G4C: 

primary 7-points landmark-based alignment followed by a secondary entire tooth area-based 

alignment; G5A: primary partial tooth area-based alignment of one tooth followed by a secondary 

entire tooth area-based alignment; G5B: primary partial area-based alignment of three adjacent 

teeth followed by a secondary entire tooth area-based alignment; G5C: primary partial area-based 

alignment of the palatal rugae followed by a secondary entire tooth area-based alignment; G6: 

quick initial pre-alignment; G7: precise initial pre-alignment; G8: best-fit alignment including the 

entire model surface. M: comparison area of the complete mesh model (excluding the model base). 

T: comparison area of the teeth only. 
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Group N 
Trueness (μm)   Precision (μm)   

Mean ±  SD Median ±  IQR   Mean ±  SD Median ±  IQR   

G3-T 18 89 ±  12 90 ±  13  
89 ±  12 90 ±  12  

G4A-T 18 89 ±  12 90 ±  13   89 ±  12 90 ±  12   

G4B-T 18 89 ±  12 90 ±  13  
89 ±  12 90 ±  12  

G5A-T 18 89 ±  12 90 ±  13   89 ±  12 90 ±  12   

G5B-T 18 89 ±  12 90 ±  12  
89 ±  12 90 ±  12  

G5C-T 18 89 ±  12 90 ±  13   89 ±  12 90 ±  12   

G6-T 18 91 ±  12 92 ±  14  
90 ±  12 92 ±  13  

G7-T 18 91 ±  12 92 ±  14   90 ±  12 92 ±  13   

G1A-T 18 91 ±  12 92 ±  14  
90 ±  12 92 ±  13  

G1B-T 18 91 ±  12 92 ±  14   90 ±  12 92 ±  13   

G1C-T 18 91 ±  12 92 ±  14  
90 ±  12 92 ±  13  

G8-T 18 91 ±  12 92 ±  15   90 ±  12 92 ±  14   

G4C-T 18 92 ±  16 92 ±  14  
91 ±  15 92 ±  14  

G8-M 18 97 ±  17 92 ±  27   96 ±  17 92 ±  25   

G1A-M 18 97 ±  17 93 ±  26  
96 ±  17 92 ±  25  

G1B-M 18 97 ±  17 93 ±  26   96 ±  17 92 ±  25   

G1C-M 18 97 ±  17 93 ±  26  
96 ±  17 92 ±  25  

G6-M 18 97 ±  17 93 ±  26   96 ±  17 92 ±  25   

G7-M 18 97 ±  17 93 ±  26  
96 ±  17 92 ±  25  

G5C-M 18 98 ±  17 94 ±  25   98 ±  17 94 ±  23   

G3-M 18 98 ±  17 94 ±  25  
98 ±  17 94 ±  23  

G4A-M 18 98 ±  17 94 ±  25   98 ±  17 94 ±  23   

G4B-M 18 98 ±  17 94 ±  25  
98 ±  17 94 ±  23  

G4C-M 18 98 ±  17 94 ±  25   98 ±  17 94 ±  23   

G5A-M 18 98 ±  17 94 ±  25  
98 ±  17 94 ±  23  

G5B-M 18 101 ±  19 97 ±  19   101 ±  18 97 ±  17   

G2C-T 18 104 ±  11 103 ±  20  
100 ±  12 98 ±  21  

G2A-T 18 113 ±  22 108 ±  27   111 ±  23 107 ±  29   

G2C-M 18 115 ±  16 114 ±  21  
109 ±  16 110 ±  20  

G2B-T 18 116 ±  27 107 ±  38   115 ±  29 104 ±  40   

G2A-M 18 122 ± 22 117 ± 29  
119 ± 22 111 ± 24  

G2B-M 18 129   29 123   36   126   30 116   38   
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TABLE 3. Mean differences (95% CI) of trueness (below the diagonal) and precision (above the 

diagonal) in microns among all superimposition methods. Statistically significant differences 

(p>.05) are highlighted in bold and marked with an asterisk (*). G1A: 3 close-point landmark-

based alignment; G1B: 3 distant-point landmark-based alignment; G1C: 7-point landmark-based 

alignment; G2A: partial area-based alignment of one tooth; G2B: partial area-based alignment of 

three adjacent teeth; G2C: partial area-based alignment of the palatal rugae; G3: entire tooth area-

based alignment; G4A: primary 3 close-point landmark-based alignment followed by a secondary 

entire tooth area-based alignment; G4B: primary 3 distant-point landmark-based alignment 

followed by a secondary entire tooth area-based alignment; G4C: primary 7-points landmark-based 

alignment followed by a secondary entire tooth area-based alignment; G5A: primary partial tooth 

area-based alignment of one tooth followed by a secondary entire tooth area-based alignment; 

G5B: primary partial area-based alignment of three adjacent teeth followed by a secondary entire 

tooth area-based alignment; G5C: primary partial area-based alignment of the palatal rugae 

followed by a secondary entire tooth area-based alignment; G6: quick initial pre-alignment; G7: 

precise initial pre-alignment; G8: best-fit alignment including the entire model surface. M: 

comparison area of the complete mesh model (excluding the model base). T: comparison area of 

the teeth only. 
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G1A-T G1A-T 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 21 (0 , 42)* 29 (8 , 50)* G1A-T 

G1A-M 6 (-15 , 27) G1A-M 6 (-15 ,27) 0 (-21 , 21) 6 (-15 ,27) 0 (-21 , 21) 15 (-6 , 36) 23 (2 , 44)* G1A-M 

G1B-T 0 (-21 , 21) 6 (-15 , 27 ) G1B-T 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 21 (0 , 42)* 29 (8 , 50)* G1B-T 

G1B-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G1B-M 6 (-15 , 27) 0 (-21 , 21) 15 (-6 , 36) 23 (2 , 44)* G1B-M 

G1C-T 0 (-21 , 21) 6 (-15 , 27 ) 0 (-21 , 21) 6 (-15 , 27) G1C-T 6 (-15 , 27) 21 (0 , 42)* 29 (8 , 50)* G1C-T 

G1C-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G1C-M 15 (-6 , 36) 23 (2 , 44) G1C-M 

G2A-T 22 (1 , 43)* 16 (5 , 37) 22 (1 , 43)* 16 (-5 , 37) 22 (1 , 43)* 16 (-5 , 37) G2A-T 8 (-13 , 29) G2A-T 

G2A-M 32 (11 , 52)* 26 (5 , 47)* 32 (11 , 52)* 26 (5 , 47)* 32 (11 , 52)* 26 (5 , 47)* 9 (-11 , 33) G2A-M G2A-M 

G2B-T 25 (4 , 46)* 19 (-2 , 40) 25 (4 , 46)* 19 (-2 , 40) 25 (4 , 46)* 19 (-2 , 40) 3 (-18 , 24) 6 (-14 , 27) G2B-T 

G2B-M 38 (17 , 59)* 32 ( -11 , 53)* 38 (17 , 59)* 32 (11 , 53)* 38 (17 , 59)* 32 (11 , 53)* 16 (-5 , 37) 7 (-14 , 27) G2B-M 

G2C-T 13 (-8 , 34) 7 ( -14 , 28) 13 (-8 , 34) 7 (-14 , 28) 13 (-8 , 34) 7 (-14 , 28) 9 (-11 , 33) 19 (-2 , 40) G2C-T 

G2C-M 24 (3 , 45)* 18( -3, 39) 24 (3 , 45)* 18 (-3 , 39) 24 (3 , 45)* 18 (-3 , 39) 2 (-19 , 23) 8 (-13 , 29) G2C-M 

G3-T 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G3-T 

G3-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 15 (-6 , 36) 25 (5 , 45)* G3-M 

G4A-T 2 (-19 , 23) 8 ( -13, 28) 2 (-19 , 23) 4 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G4A-T 

G4A-M 7 (-14 , 28) 1 ( -20, 22) 7 (-14 , 28) 1 (-20 , 20) 7 (14 , 28) 1 (-20 , 22) 15 (-6 , 36) 25 (4 , 45)* G4A-M 

G4B-T 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G4B-T 

G4B-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 15 (-6 , 36) 25 (4 , 45)* G4B-M 

G4C-T 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 5 (-16 , 26) 21 (0 , 42)* 31 (10 , 52)* G4C-T 

G4C-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-21 , 22) 7 (-14 , 28) 1 (-20 , 22) 15 (-6 , 36) 25 (4 , 45)* G4C-M 

G5A-T 2 (-19 , 23) 8 (-13 , 28) 2 (-1 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G5A-T 

G5A-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 15 (-6 , 36) 24 (4 , 45)* G5A-M 

G5B-T 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 5 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G5B-T 

G5B-M 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) 12 (-9 , 33) 21 (0 , 42)* G5B-M 

G5C-T 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 2 (-19 , 23) 8 (-13 , 28) 24 (3 , 45)* 33 (12 , 54)* G5C-T 

G5C-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 15 (-6 , 36) 25 (4 , 45)* G5C-M 

G6-T 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 22 (1 , 43)* 32 (11 , 52)* G6-T 

G6-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 16 (-5 , 37) 26 (5 , 47)* G6-M 

G7-T 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 25) 0 (-21 , 21) 6 (-15 , 27) 22 (1 , 43)* 32 (11 , 52)* G7-T 

G7-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 16 (-5 , 37) 26 (5 , 47)* G7-M 

G8-T 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 22 (1 , 43)* 31 (11 , 52)* G8-T 

G8-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 16 (-5 , 37) 26 (5 , 47)* G8-M 
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TABLE 3. (Continued)  
 

G1A-T 25 (4 , 46)* 36 (15 , 57)* 10 (-11 , 31) 18 (-3 , 40) 2 (-20 , 23) 7 (-14 , 28) 2 (-20 , 23) 7 (-14 , 28) G1A-T 

G1A-M 19 (-3 , 40) 29 (8 , 51)* 4 (-17 , 25) 12 (-9 , 33) 8 (-13 , 29) 1 (-20 , 22) 8 (-13 , 29) 1 (-20 , 22) G1A-M 

G1B-T 25 (4 , 46)* 36 (15 , 57)* 10 (-11 , 31) 18 (-3 , 40) 2 (-20 , 23) 7 (-14 , 28) 2 (-20 , 23) 7 (-14 , 28) G1B-T 

G1B-M 19 (-3 , 40) 29 (8 , 51)* 4 (-17 , 25) 12 (-9 , 33) 8 (-13 ,29 ) 1 (-20 , 22) 8 (-13 ,29 ) 1 (-20 , 22) G1B-M 

G1C-T 25 (4 , 46)* 36 (15 , 57)* 10 (-11 , 31) 18 (-3 , 40) 2 (-20 , 23) 7 (-14 , 28) 2 (-20 , 23) 7 (-14 , 28) G1C-T 

G1C-M 19 (-3 , 40) 29 (8 , 51)* 4 (-17 , 25) 12 (-9 , 33) 8 (-13 ,29 ) 1 (-20 , 22) 2 (-20 ,23) 1 (-20 , 22) G1C-M 

G2A-T 4 (-17 , 25) 15 (-6 , 36) 11 (-10 , 32) 2 (-19 , 23) 22 (1 , 44) 14 (-7 , 35) 22 (1 , 44) 14 (-7 , 35) G2A-T 

G2A-M 4 (-17 , 25) 7 (-14 , 28) 19 (-2 , 40) 11 (-11 , 32) 31 (9 , 52)* 22 (1 , 43) 31 (9 , 52)* 22 (1 , 43) G2A-M 

G2B-T G2B-T 11 (-10 , 32) 15 ( -6, 36) 6 (-15 , 27) 26 (5 , 47)* 17 (-4 , 38) 26 (5 , 47)* 17 (-4 , 38) G2B-T 

G2B-M 13 (-8 , 34) G2B-M 26 (5 , 47)* 17 (-4 , 38) 37 (16 , 58)* 28 (7 , 49)* 37 (16 , 58)* 28 (7 , 49)* G2B-M 

G2C-T 13 (-8 , 33) 26 (5 , 46)* G2C-T 9 (-12 , 30) 11 (-10 , 32) 3 (-19 , 24) 11 (-10 , 32) 3 (-19 , 24) G2C-T 

G2C-M 1 (-19 , 22) 14 (-7 , 35) 11 (-10 , 32) G2C-M 20 (-1 , 41) 11 (-10 , 32) 20 (-1 , 41) 11 (-10 , 32) G2C-M 

G3-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* G3-T 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G3-T 

G3-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 27) 18 (-3 , 39) 9 (-12 , 30) G3-M 9 (-12 , 30) 0 (-21 , 21) G3-M 

G4A-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* 0 (-21 , 21) 9 (-12 , 30) G4A-T 9 (-12 , 30) G4A-T 

G4A-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 27) 18 (-3 , 39) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G4A-M G4A-M 

G4B-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G4B-T 

G4B-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 27) 18 (-3 , 39) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) G4B-M 

G4C-T 24 (3 , 45)* 40 (19 , 61)* 12 (-9 , 33) 23 (2 , 44)* 6 (-15 , 27) 6 (-15 , 27) 3 (-18 , 23) 6 (-15 , 27) G4C-T 

G4C-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 27) 18 (-3 , 39) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) G4C-M 

G5A-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G5A-T 

G5A-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 26) 18 (-3 , 39) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) G5A-M 

G5B-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G5B-T 

G5B-M 15 (-6 , 36) 28 (7 , 49)* 2 (-18 , 23) 14 (-7 , 34) 12 (-19 , 33) 3 (-18 , 24) 12 (-19 , 33) 3 (-18 , 24) G5B-M 

G5C-T 27 (6 , 48)* 40 (19 , 61)* 14 (-7 , 35) 25 (5 , 46)* 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G5C-T 

G5C-M 18 (-3 , 39) 31 (10 , 52)* 6 (-15 , 27) 17 (-4 , 38) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) G5C-M 

G6-T 25 (4 , 46)* 38 (17 , 59)* 13 (-8 , 34) 24 (3 , 45)* 7 (-14 , 28) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) G6-T 

G6-M 19 (-2 , 40) 32 (11 , 53)* 7 (-14 , 28) 18 (-3 , 39) 1 (-20 , 22) 1 (-20 , 22) 8 (-13 , 28) 1 (-20 , 22) G6-M 

G7-T 25 (4 , 46)* 38 (17 , 59)* 13 (-8 , 34) 24 (3 , 45)* 7 (-14 , 28) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) G7-T 

G7-M 19 (-2 , 40) 32 (11 , 53)* 7 (-14 , 28) 18 (-3 , 39) 1 (-20 , 22) 1 (-20 , 22) 8 (-13 , 28) 1 (-20 , 22) G7-M 

G8-T 25 (4 , 46)* 38 (17 , 59)* 13 (-8 , 33) 24 (3 , 45)* 7 (-14 , 28) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) G8-T 

G8-M 19 (-1 , 40) 32 (11 , 53)* 7 (-14 , 28) 18 (-3 , 39) 1 (-20 , 22) 1 (-20 , 22) 8 (-13 , 28) 1 (-20 , 22) G8-M 
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TABLE 3. (Continued)  
 

G1A-T 2 (-20 , 23) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 29) 2 (-20 , 23) 7 (-14 , 29) 2 (-20 , 23) 10 (-11 , 31) G1A-T 

G1A-M 8 (-13 , 29) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 8 (-13 , 29) 1 (-20 , 22) 8 (-13 , 29) 4 (-17 , 25) G1A-M 

G1B-T 2 (-20 , 23) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 2 (-20 , 23) 7 (-14 , 29) 2 (-20 , 23) 10 (-11 , 31) G1B-T 

G1B-M 8 (-13 ,29 ) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 8 (-13 ,29 ) 1 (-20 , 22) 8 (-13 ,29 ) 4 (-17 , 25) G1B-M 

G1C-T 2 (-20 , 23) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 2 (-20 , 23) 7 (-14 , 29) 2 (-20 , 23) 10 (-11 , 31) G1C-T 

G1C-M 8 (-13 ,29 ) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 8 (-13 ,29 ) 1 (-20 , 22) 8 (-13 ,29 ) 4 (-17 , 25) G1C-M 

G2A-T 22 (1 , 44) 14 (-7 , 35) 20 (-1 , 41) 14 (-7 , 35) 22 (1 , 44) 13 (-8 , 35) 22 (1 , 44) 11 (-11 , 32) G2A-T 

G2A-M 31 (9 , 52)* 22 (1 , 43) 28 (7 , 49)* 22 (1 , 43) 31 (9 , 52)* 22 (1 , 43) 31 (9 , 52)* 19 (-2 , 40) G2A-M 

G2B-T 26 (5 , 47)* 17 (-4 , 38) 24 (3 , 45)* 17 (-4 , 38) 26 (5 , 47)* 17 (-4 , 38) 26 (5 , 47)* 14 (-7 , 35) G2B-T 

G2B-M 37 (16 , 58)* 28 (7 , 49)* 35 (14 , 56)* 28 (7 , 49)* 37 (16 , 58)* 28 (7 , 49)* 37 (16 , 58)* 25 (4 , 46)* G2B-M 

G2C-T 11 (-10 , 32) 3 (-19 , 24) 9 (-12 , 30) 3 (-19 , 24) 11 (-10 , 32) 2 (-19 , 24) 11 (-10 , 32) 1 (-21 , 22) G2C-T 

G2C-M 20 (-1 , 41) 11 (-10 , 32) 18 (-4 , 49) 11 (-10 , 32) 20 (-1 , 41) 11 (-10 , 32) 20 (-1 , 41) 8 (-13 , 29) G2C-M 

G3-T 0 (-21 , 21) 9 (-12 , 30) 3 (-19 , 24) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 12 (-9 , 33) G3-T 

G3-M 9 (-12 , 30) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 24) G3-M 

G4A-T 0 (-21 , 21) 9 (-12 , 30) 3 (-19 , 24) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 12 (-9 , 33) G4A-T 

G4A-M 9 (-12 , 30) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 24) G4A-M 

G4B-T G4B-T 9 (-12 , 30) 3 (-19 , 24) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 12 (-9 , 33) G4B-T 

G4B-M 9 (-12 , 30) G4B-M 6 (-15 , 27) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 24) G4B-M 

G4C-T 3 (-18 , 23) 6 (-15 , 27) G4C-T 6 (-15 , 27) 2 (-19 , 24) 6 (-15 , 27) 2 (-19 , 24) 9 (-12 , 31) G4C-T 

G4C-M 9 (-12 , 30 ) 0 (-21 , 21) 6 (-15 , 27) G4C-M 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 24) G4C-M 

G5A-T 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 23) 9 (-12 , 30) G5A-T 9 (-12 , 30) 0 (-21 , 21) 12 (-9 , 33) G5A-T 

G5A-M 9 (-12 , 30) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 9 (-12  , 30) G5A-M 9 (-12 , 30) 3 (-18 , 24) G5A-M 

G5B-T 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 23) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) G5B-T 12 (-9 , 33) G5B-T 

G5B-M 12 (-9 , 33) 3 (-18 , 24) 9 (-12 , 30) 3 (-18 , 24) 12 (-9  , 33) 3 (-18 , 24) 12 (-9  , 33) G5B-M G5B-M 

G5C-T 0 (-21 , 21) 9 (-12 , 30) 3 (-18 , 23) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 12 (-9  , 33) G5C-T 

G5C-M 9 (-12 , 30) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 9 (-12 , 30) 0 (-21 , 21) 9 (-12 , 30) 3 (-18  , 23) G5C-M 

G6-T 2 (-19 , 23) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) 2 (-19 , 23) 10 (-11  , 31) G6-T 

G6-M 8 (-13 , 28) 1 (-20 , 22) 5 (-16  , 26 ) 1 (-20 , 22) 8 (-13 , 28) 1 (-20 , 22) 8 (-13 , 28) 4 (-17  , 25) G6-M 

G7-T 2 (-19, 23 ) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) 2 (-19 , 23) 10 (-11  , 31) G7-T 

G7-M 8 (-13 , 28) 1 (-20 , 22) 5 (-16  , 26 ) 1 (-20 , 22) 8 (-13 , 28) 1 (-20 , 22) 8 (-13 , 28) 4 (-17  , 25) G7-M 

G8-T 2 (-19, 23 ) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 2 (-19 , 23) 7 (-14 , 28) 2 (-19 , 23) 10 (-11  , 31) G8-T 

G8-M 7 (-13 , 28) 1 (-20 , 22) 5 (-16  , 26 ) 1 (-20 , 22) 7 (-13  , 28 ) 1 (-20 , 22) 2 (-19 , 23) 4 (-16  , 25) G8-M 
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TABLE 3. (Continued)  
 

G1A-T 2 (-20 , 23) 7 (-14 , 29) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G1A-T 

G1A-M 8 (-13 , 29) 1 (-20 , 22) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) G1A-M 

G1B-T 2 (-20 , 23) 7 (-14 , 28) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G1B-T 

G1B-M 8 (-13 ,29 ) 1 (-20 , 22) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) G1B-M 

G1C-T 2 (-20 , 23) 7 (-14 , 28) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G1C-T 

G1C-M 8 (-13 ,29 ) 1 (-20 , 22) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) G1C-M 

G2A-T 22 (1 , 44) 14 (-7 , 35) 21 (0 , 42) 15 (-6 , 36) 21 (0 , 42) 15 (-6 , 36) 21 (0 , 42) 15 (-6 , 36) G2A-T 

G2A-M 31 (9 , 52)* 22 (1 , 43) 29 (8 , 50)* 23 (2 , 44)* 29 (8 , 50)* 23 (2 , 44)* 29 (8 , 50)* 23 (2 , 44)* G2A-M 

G2B-T 26 (5 , 47)* 17 (-4 , 39) 25 (4 , 46)* 19 (-3 , 40) 25 (4 , 46)* 19 (-3 , 40) 25 (4 , 46)* 19 (-3 , 40) G2B-T 

G2B-M 37 (16 , 58)* 28 (7 , 49)* 36 (15 , 57)* 29 (8 , 51)* 36 (15 , 57)* 29 (8 , 51)* 35 (14 , 57)* 29 (8 , 51)* G2B-M 

G2C-T 11 (-10 , 32) 3 (-18 , 24) 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) G2C-T 

G2C-M 20 (-1 , 41) 11 (-10 , 32) 18 (-3 , 40) 12 (-9 , 33) 18 (-3 , 40) 12 (-9 , 33) 18 (-3 , 39) 12 (-9 , 33) G2C-M 

G3-T 0 (-21 , 21) 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G3-T 

G3-M 9 (-12 , 30) 0 (-21 , 21) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G3-M 

G4A-T 0 (-21 , 21) 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G4A-T 

G4A-M 9 (-12 , 30) 0 (-21 , 21) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G4A-M 

G4B-T 0 (-21 , 21) 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G4B-T 

G4B-M 9 (-12 , 30) 0 (-21 , 21) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G4B-M 

G4C-T 3 (-19 , 24) 6 (-15 , 27) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 5 (-16 , 26) 1 (-20 , 22) 5 (-16 , 26) G4C-T 

G4C-M 9 (-12 , 30) 0 (-21 , 21) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G4C-M 

G5A-T 0 (-21 , 21) 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G5A-T 

G5A-M 9 (-12 , 30) 0 (-21 , 21) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G5A-M 

G5B-T 0 (-21 , 21) 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G5B-T 

G5B-M 12 (-9 , 33) 3 (-18 , 24) 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) 10 (-11 , 31) 4 (-17 , 25) G5B-M 

G5C-T G5C-T 9 (-12 , 30) 2 (-20 , 23) 8 (-13 , 29) 2 (-20 , 23) 8 (-13 , 29) 2 (-19 , 23) 8 (-13 , 29) G5C-T 

G5C-M 9 (-12 , 30) G5C-M 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) 7 (-14 , 28) 1 (-20 , 22) G5C-M 

G6-T 2 (-19 , 23) 7 (-14 , 28) G6-T 6 (-15 , 27) 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) G6-T 

G6-M 8 (-13 , 28) 1 (-20 , 22) 6 (-15 , 27 ) G6-M 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) 0 (-21 , 21) G6-M 

G7-T 2 (-19 , 23) 7 (-14 , 28) 6 (-15 , 27 ) 6 (-15 , 27 ) G7-T 6 (-15 , 27) 0 (-21 , 21) 6 (-15 , 27) G7-T 

G7-M 8 (-13 , 28) 1 (-20 , 22) 6 (-15 , 27 ) 0 (-21 , 21 ) 6 (-15 , 27 ) G7-M 6 (-15 , 27) 0 (-21 , 21) G7-M 

G8-T 2 (-19 , 23) 7 (-14 , 28) 6 (-15 , 27 ) 6 (-15 , 27 ) 0 (-21 , 21) 6 (-15 , 27 ) G8-T 6 (-15 , 27) G8-T 

G8-M 7 (-13 , 28 ) 1 (-20 , 22) 6 (-15 , 27 ) 0 (-21 , 21 ) 6 (-15 , 27 ) 0 (-21 , 21 ) 6 (-15 , 27 ) G8-M G8-M 
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TABLE 4. Analysis of variance for RMS error. 

 

Source DF Partial SS Contribution MS F-value p-value 

Superimposition methods 15 48050.25 23.30% 3203.35 11.79 0.0000 

Comparison area 1 9571.36 4.64% 9571.36 35.22 0.0000 

Superimposition methods # Comparison area 15 761.42 0.37% 50.76 0.19 0.9997 

Residual 544 147852.36 71.69% 271.79   

Total 575 206235.39 100% 358.67   
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FIGURES 

 

FIGURE 1. Superimposition methods tested: 3 close-point landmark-based alignment (1a); 3 

distant-point landmark-based alignment (1b); 7-point landmark-based alignment (1c); partial area-

based alignment of one tooth (2a); partial area-based alignment of adjacent three teeth (2b); partial 

area-based alignment of the palatal rugae (2c); entire tooth area-based alignment (3); primary 3 

close-point landmark-based alignment followed by a secondary entire area-based alignment (4a); 

primary 3 distant-point landmark-based alignment followed by a secondary entire tooth area-based 

alignment (4b); primary 7-points landmark-based alignment followed by a secondary entire tooth 

area-based alignment (4c); primary partial area-based alignment of one tooth followed by a 

secondary entire tooth area-based alignment (5a); primary partial area-based alignment of three teeth 

followed by a secondary entire tooth area-based alignment (5b); primary partial area-based 

alignment of the palatal rugae followed by a secondary entire tooth area-based alignment (5c); quick 

initial alignment (6); precise initial alignment (7);  entire model area-based alignment (8). The light 

blue dotted texture represents the area on which the area-based superimposition method was based. 

The grey dotted texture was used to represent the double superimposition method. 
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FIGURE 2. Representative color maps of the RMS error discrepancies measured when a partial 

area-based alignment of one tooth was used, selecting the complete mesh (excluding the model 

base) (a), or the teeth area (b), as the comparison area. Representative color maps of the RMS error 

discrepancies measured when an entire tooth area-based alignment was used, selecting the 

complete mesh excluding the model base (c), or the teeth area (d), as the selected comparison area 

for accuracy analysis. 

 

 
 

 

 

 

 

 

FIGURE 3. Accuracy analysis; box plot graph of trueness values by groups. Identical 

superscripts indicate statistically significant differences among subgroups.  
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FIGURE 4. Accuracy analysis; box plot graph of trueness values by subgroup. G1A: 3 close-point 

landmark-based alignment; G1B: 3 distant-point landmark-based alignment; G1C: 7-point 

landmark-based alignment; G2A: partial area-based alignment of one tooth; G2B: partial area-

based alignment of three adjacent teeth; G2C: partial area-based alignment of the palatal rugae; 

G3: entire tooth area-based alignment; G4A: primary 3 close-point landmark-based alignment 

followed by a secondary entire tooth area-based alignment; G4B: primary 3 distant-point 

landmark-based alignment followed by a secondary entire tooth area-based alignment; G4C: 

primary 7-points landmark-based alignment followed by a secondary entire tooth area-based 

alignment; G5A: primary partial tooth area-based alignment of one tooth followed by a secondary 

entire tooth area-based alignment; G5B: primary partial area-based alignment of three adjacent 

teeth followed by a secondary entire tooth area-based alignment; G5C: primary partial area-based 

alignment of the palatal rugae followed by a secondary entire tooth area-based alignment; G6: 

quick initial pre-alignment; G7: precise initial pre-alignment; G8: best-fit alignment including the 

entire model surface. M: comparison area of the complete mesh model (excluding the model base). 

T: comparison area of the teeth only.  
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