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Testing models of diffusion of morphosyntactic 
innovations in Twitter data
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Established models of the spatial diffusion of linguistic innovations vary in their 
relationship to population density. Differences in prediction between the gravity 
models (Trudgill 1974), in which probability of diffusion is sensitive to settle-
ment size, and the traditional wave models can be challenging to test due to the 
difficulty of large-scale and finely-grained geographical sampling. This paper 
tests the suitability of data derived from Twitter in establishing diffusion pat-
terns. Using two case studies from British English – variation in the realisation 
of ditransitives, and preposition drop with go – we propose that the correlation 
between (local) population density and linguistic similarity to geographical 
neighbours can be used as a measure of hierarchical patterning for an individual 
innovation.

Keywords: dialectology, syntactic variation, computational sociolinguistics, 
British English, dative alternation

1.	 Introduction

How does the presence of large centres of population affect the spatial distribu-
tion of linguistic innovations? In most existing conceptions of language change, 
innovations originate in focal areas of high importance, before diffusing outward 
through space. The established models of the nature of this diffusion vary in their 
sensitivity to the heterogeneity of population density, and consequently in their 
predictions of the observed relationship between settlement size and grammatical 
variation. The essential distinction is between models that incorporate no such 
relationship and predict no empirical correlation, and those that assign weight to 
the distribution of the population and predict that large settlements measurably 
differ from smaller ones.
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In traditional wave models (Schmidt 1872; Bloomfield 1933), change begins at 
a specific point in space and spreads evenly outward, with no formal dependence 
on any non-geographic quantity (‘contagion diffusion’). The ultimate consequence 
of this dynamic is a tendency for variants to be distributed in contiguous, internally 
homogeneous regions. In the gravity models (Trudgill 1974; drawing on the work 
of geographers: Hägerstrand 1952; Haggett 1965; Olsson 1965), the probability of 
change is still distance-dependent, but is additionally determined by the relative 
population of the areas involved: novel forms may jump from high-population 
city to high-population city (‘hierarchical diffusion’), bypassing spatially interme-
diate but lower-population points and giving rise to discontinuous patterns in the 
synchronic geographical distribution of variants. Bailey et al. (1993) and Wikle 
and Bailey (1997) observe an apparent inversion in the direction of this hierarchi-
cal patterning (contra-hierarchical patterning) with larger cities lagging behind 
lower-population areas in the adoption of a variant. A re-ordering of this type 
retains, however, the underlying notion that population size has a measurable ef-
fect on the distribution of variants at any single instant. In these classes of model 
(see also Labov’s (2001) cascade), the sharp gradient in population density that 
defines the edge of a city slows diffusion between the city and the surrounding area, 
making these likely locations of isoglosses; at the same, an assumed higher rate 
of long-distance social connections between high-population areas – potentially 
simply a consequence of the fact that such areas contain a large proportion of the 
total population – facilitates diffusion between them (Burridge 2018).

The problem with which this paper is concerned is the reliable detection and 
quantification of patterns of diffusion, given the distribution of a variable across 
space, but in the absence of the time dimension. Individual models of spatial diffu-
sion, although not necessarily mutually exclusive, differ in their predictions as to the 
effect of urbanisation on the distribution of a variable at any single time-point. In 
order to evaluate such predictions, we ideally need datasets that are well-dispersed 
along multiple dimensions – distributed across a spatially contiguous area, and 
spanning the largest possible range of population densities and states of urbani-
sation. The extension of these problems to large geographical scales then requires 
quantities of data that cannot easily be produced via traditional dialectological data 
collection, which typically samples very few informants per site. Furthermore, these 
issues are not necessarily amenable to the methods of variationist sociolinguistics, 
in which relatively small numbers of distinct geographical locations are typically 
considered. We argue here that one possible source of appropriately rich data lies 
in the use of large-scale social media. Such datasets provide us with access to the 
real-time language use of millions of individuals, and in particular allow us to 
resample multiple different geographical regions at similar levels of granularity. 
To this end, we establish (Section 2) a localised corpus of Twitter data in British 
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English, covering the time period between October 2017 and May 2019. This corpus 
consists of all tweets posted by a set of users, for whom profile metadata and key-
word analysis (Section 2.1.1) allow localisation to within a civil parish (or smaller 
administrative unit) within Britain and Ireland, representing more than a million 
unique individuals in total.

Using these data, we investigate (Section 3) the current distribution of two var-
iables in British English: the extensively studied variability in the ditransitive con-
struction, or the dative alternation (recent work: Siewierska and Hollmann 2007; 
Bresnan and Ford 2010; Wolk et al. 2013; Yáñez-Bouza and Denison 2015, among 
others), and the more recent case of the innovation of preposition drop with go 
and certain noun phrases (go __ (the) pub, go __ school; Myler 2013; Biggs 2015). 
These variables differ substantially in their historical context, in their geographi-
cal extent (and their attendant presence or absence in individual high-population 
areas), and in the structure of the space of variants. For these variables, we test a 
potential measure of ‘hierarchicality’, or the detectable presence of a recent process 
of gravity-like diffusion, by examining the correlation between local population 
density and linguistic similarity to geographical nearest neighbours; we find that 
the ditransitive variants and preposition drop differ under this metric. The prob-
abilistic distribution of variants of ditransitives is sensitive to geography, showing 
clear regional boundaries that recall those in the Survey of English Dialects, but 
generally insensitive to the size of localities. In contrast, the distribution of preposi-
tion drop in go-phrases shows a stronger direct dependence on population density. 
We relate these differences to the history and current status of each variable under 
consideration, and argue overall that the characterisation of diffusion processes is 
incomplete without a rigorous model of their operation.

2.	 Methodology and corpus construction

The essential property introduced above (and expanded upon in Section 4 below) 
is the presence or absence of a relationship to settlement size, and therefore to local 
population density at each point in a geographical sample. The predictions of the 
gravity and wave models coincide in the limit of perfectly uniform population den-
sity, and we therefore ideally require a sufficiently non-uniform distribution of set-
tlement size in the region of sampling. In order to test the validity of any individual 
model, therefore, we need our dataset to have two properties: (i) enough underlying 
variation in the true population density must exist for different models of diffusion 
to make statistically distinguishable predictions, and (ii) our respondents must be 
densely distributed over the range of different settlement sizes.
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If settlement size and population density have a truly flat distribution, failing 
property (i) above, then irrespective of the depth of experimental sampling, differ-
ences in the underlying mechanism of diffusion are unlikely to result in statistically 
significant differences in the resultant distribution of linguistic variation. In order to 
maximise the probability that our tests of diffusion give rise to meaningful results, 
we need to consider the distribution of population density itself in the geographical 
region of interest. The optimal test case spans a range of orders of magnitude with 
uneven distribution, so that a high-population locality always has low-population 
geographic neighbours with which a comparison can be made (the number of 
highly dense areas is much smaller than the number of less dense areas). We note 
(Figure 1) that a dataset of British English inherently draws from an underlyingly 
non-linear spatial distribution of population densities, and satisfies condition (i); 
this would not be the case for a country like the Netherlands, where the range of 
settlement sizes is much narrower.
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Figure 1.  Population density in Great Britain over a 1km grid, based on the 2011 Census 
and the 2015 Land Cover Map (Reis et al. 2017)

One solution to the second problem of sampling – the requirement that our dataset 
must represent as much of the population density curve as possible – is the use of 
large-scale corpora. In principle, social-media platforms have unprecedented scale 
and wide coverage of the population, therefore allowing access to much larger and 
more broadly-distributed volumes of information than might be acquired using tra-
ditional methods. This should then facilitate the investigation of large-scale prob-
lems of spatial variation. The use of Twitter-based corpora is, concordantly, on the 
rise in dialectological research (Russ 2012; Bamman, Eisenstein and Schnoebelen 
2014; Doyle 2014; Eisenstein et al. 2014; Gonçalves and Sánchez 2014; Jones 2015; 
Huang et al. 2016; Grieve, Nini and Gou 2017; Grieve et al. 2019; among others). 
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Although a number of works exist that investigate the distribution of morpho-
syntactic variables in Twitter corpora (Haddican and Johnson 2012; Doyle 2014; 
Stevenson 2016; Strelluf 2019), the use of Twitter data remains less established 
for this purpose than for the investigation of lexical variation, and we intend this 
discussion to advance this area. Much of the existing work using Twitter corpora 
also deals with very widely spoken world languages (e.g. American English; world 
Spanish) across geographical regions that are many orders of magnitude larger than 
Britain and Ireland, on which we focus here. There is comparatively little existing 
work even on British English (although see Stevenson 2016; Shoemark et al. 2017; 
Grieve et al. 2019). The further major goals of the following discussion are to extend 
the use of Twitter corpora to the investigation of morphosyntactic variables, and 
to replicate the results of traditional (dialectological and sociolinguistic) method-
ologies at various scales of geography.

2.1	 Corpus structure

Due to the limitations of both the Twitter search API1 and data storage, posts made 
by UK-based users cannot be singled out exhaustively. A cap applies to the use of 
the free Twitter streaming API – any individual search query can return no more 
than 1% of all data. Downloading all posts tagged in English generates a very large 
volume of irrelevant (largely American) material, which would render analysis 
prohibitively difficult, and would likely lose a large fraction of British and Irish 
English posts to the data cap. In order to extract an appropriate set of posts, there-
fore, our final corpus of British English has two components. Initially, we collected 
via the Twitter ‘streaming’ API all posts made between October 2017 and May 
2019, and geolocated within the ranges 49.8◦N to 61◦N and −11◦E to 2◦E (covering 
the UK and Ireland). This set was cleaned to remove all retweets not containing 
original content, all posts whose language was identified as non-English either by 
Twitter’s own language-detection or by the Chromium Compact Language Detector 
2 (CLD2) library, and all formulaic automated posts made by applications such as 
Youtube or Foursquare. This amounted to 104,657,500 posts from 1,734,260 unique 
individuals.

Geo-location on Twitter is opt-in, and, as such, the set of users with geolocation 
metadata available (and who appear in a search based on a bounding box) is subject 
to geographical and demographic biases away from both the overall set of Twitter 
users and the general population, for example towards younger users and towards 
urban areas (Malik et al. 2015; Pavalanathan and Eisenstein 2015; see Section 2.1.1). 

1.	 ‘Application Programming Interface’.
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In an attempt to partially mitigate this effect, the original data were supplemented 
with a further set of 49,857,358 posts from 826,653 unique individuals who were 
not themselves present in the geolocated corpus, but whose usernames were men-
tioned by the users in that corpus and who could be localised to Britain or Ireland 
by the procedure outlined in Section 2.1.1. Finally, tweets were annotated and ag-
gregated for syntactic context, as outlined for the case studies in Section 3.

2.1.1	 Localisation
Essentially, all previous research using Twitter corpora for the purpose of spatial 
dialectology uses Twitter’s own geolocation metadata. As noted above, these meta-
data are only available for a small fraction of the total set of users (1–2%; Eisenstein 
2018: 369), for which the degree of representativeness of the overall population is 
unknown. Pavalanathan and Eisenstein (2015) identify biases in age and gender 
associated with geotagged data for American English, and Hecht and Stephens 
(2014) measure bias towards urban areas. In dialectological research, a further issue 
arises: ideally, we want to associate individuals with the location of their language 
acquisition, rather than with the set of coordinates at which any particular tweet 
is written.

With this in mind, we developed a keyword-based strategy for assigning lo-
cations to individual users. We give only a brief overview here, however, a more 
technical discussion of this procedure, with specific reference to Welsh data, has 
already appeared in print (Willis 2020). The index of place-name ‘keywords’ corre-
sponded to the set of possible places, at the smallest geographical scale, with which a 
user could be associated; this combined the Index of Place Names for Great Britain 
(Office For National Statistics 2016) with the Ordnance Survey Ireland (2016) gaz-
etteer of Irish townland names. Rows corresponding to uninhabited places and 
overwhelmingly common dictionary words were removed. Commonly attested 
spelling variants were added, along with abbreviations (with varying degrees of 
official status; matching ‘Hull’ to Kingston-upon-Hull, and ‘Cdiff ’ to Cardiff).

Across the total set of users, we considered two Twitter metadata fields, along 
with the set of all posts produced by each user within our corpus: the user-provided 
‘location’ and ‘bio’ fields, both of which allow free text entry. In principle, these fields 
are intended to contain a description of the user’s (current) location and a short 
personal biography of the user respectively, although the validity and relevance of 
this user-provided information is very variable. While the majority of users (82.9%) 
provided some information in the location field in particular, this was not neces-
sarily useful, as we could derive little from very large-scale locations such as ‘UK’, 
or entirely non-geographic locations such as ‘Hell’ or ‘The kitchen’. High-quality, 
small-scale matches to individual place-names appeared in the ‘location’ field for 
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676,361 users (39%), and in the ‘bio’ field for 222,354 (13%). For each individual, 
we extracted all matches to our set of place name keywords that appeared in each 
metadata field; we then extracted a number of small-scale place mentions appearing 
in each user’s tweets.

The result of this procedure was an ordered set of usernames paired with all 
candidate small-scale places, or candidate ‘localisations’, for which at least one 
match was found: this list of place name matches was assigned an initial score de-
fined on a provisional basis (10 for the presence of a match in the location field; 5 
for a match in the user description; 1 for each instance appearing in the user’s post 
text). These scores were then weighted by all references in the user’s metadata to 
larger-scale hierarchical geographical areas (‘Lancashire’ or ‘North Wales’ increased 
the score of all geographically subordinate candidate points), and by the presence 
of high-frequency local demonyms which were associated with both point local-
ities (‘Mackem’ for Sunderland) and with broader regions (‘Yorkshireman’ corre-
sponded to all candidate points in Yorkshire). Scores were incremented if mentions 
of small-scale place names appeared in a (manually defined and non-exhaustive) list 
of constructions that suggested direct relationships thereto (X born and bred; I’m 
from X originally), and lowered in the opposite case (from X living in Y). Remaining 
ties were broken by choosing the smaller of two locations in any ties involving major 
metropolitan areas (e.g. formulations such as ‘London/Penrith’ were mapped to 
Penrith), and choosing the largest possible location in the case of ambiguous name 
(e.g. Newcastle-upon-Tyne rather than Newcastle-under-Lyme for ‘Newcastle’, if 
no other disambiguating information was available). This then resulted in a set of 
1,033,058 users (59.6%), for whom a best-guess low-level localisation within Britain 
and Ireland was produced.

3.	 Mapping the distribution of morphosyntactic variants

With the localised corpus established, datasets were extracted corresponding to 
two different cases of morphosyntactic variation in British English. Section 3.1 
discusses variation in ditransitives, and Section 3.2 discusses the distribution of 
preposition drop with go. These case studies differ in geographical distribution, 
in the number of competing variants, and in the presumed rate at which change 
is taking place at the present day. We establish an overview of these cases in this 
section, and follow with a discussion of the evidence that they provide for diffusion 
processes in Section 4.
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3.1	 Dative alternation revisited

In most varieties of English, the realisation of ditransitive verbs frequently involves 
competition between two semantically synonymous constructions, which together 
constitute the ‘dative alternation’: a prepositional dative with the Goal following the 
Theme and marked by a preposition, and a double object construction with Goal 
preceding Theme. A third variant, in which the Theme precedes the Goal but the 
Goal is not marked by a preposition, has been associated in the literature largely 
with the north-west and the Midlands of England. Language-internally, it is asso-
ciated with clauses in which both objects are pronominal (Gast 2007; Siewierska 
and Hollmann 2007; Haddican 2010; Gerwin 2013; Biggs 2016). Examples are given 
in (1) below.

	 (1)	 British English ditransitives with pronominal objects
		  a.	 Give it me. Theme-Goal ditransitive
		  b.	 Give me it. Goal-Theme double object construction
		  c.	 Give it to me. Theme-Goal prepositional dative

Although the more general variation in ditransitive constructions is not restricted 
to pronominal forms and may as well appear with full nominal referents, the dataset 
in this discussion is restricted to cases of the form V it to Pronoun/V Pronoun it/V it 
Pronoun, for which there exists some evidence of a distinct historical development 
(Gast 2007; Gerwin 2013; Yáñez-Bouza and Denison 2015).

In order to construct a relevant dataset, all expressions matching the prep-
ositional dative (X it to Y, where Y was any pronoun – including abbreviated or 
modified spellings found frequently on Twitter) were extracted; all X identified 
conclusively as non-verbs by manual inspection were then removed, and the re-
maining list was used to extract from the corpus all expressions matching X Y it 
and X it Y. This produced a set of 27,757 tweets by 23,530 users; of these, 18,065 
tweets (14,769 users) contained the prepositional dative, 3,703 (3,346 users) the 
Theme-Goal ditransitive, and 5,989 (5,415 users) the Goal-Theme double-object 
construction. Figures 2, 3 and 4 map the spatial distribution of the resultant data; 
users localised to the same point (corresponding essentially to a single centre of 
population) are pooled to give an overall value at that point, and k-nearest-neigh-
bour kernel density estimation is then applied (with k = number of localities)2 to 
smooth fluctuations in the data.

2.	 This is a heuristic applied due to the complexity of bandwidth selection in kernel density 
estimation.
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How closely do our results align with existing evidence for the distribution of 
ditransitive variation? The literature on the syntactic conditioning and diachrony 
of this alternation is extensive, but a consensus picture of the geo-spatial patterns 
involved is less forthcoming. Individual studies have established the availability of 
particular variants in specific dialect regions, but the most up-to-date account of 
the detailed geography of ‘present-day’ ditransitive variation essentially remains 
the Survey of English Dialects (SED; Orton 1962; Orton, Sanderson and Widdowson 
1978: map S1; and for the most recent maps, Upton and Widdowson 2006), despite 
the now considerable age of the data (collected between 1950 and 1961) and the 
unrepresentativeness of the mostly rural elderly speakers surveyed. The distribu-
tion in the SED samples only a single informant at each location, and therefore 
not necessarily a complete picture of the proportional availability of each option. 
This assigns the prepositional dative, which is the minority variant in the SED, to a 
large contiguous region in the southwest of England and to the vicinity of London, 
the Goal-Theme double object construction to a corridor along the eastern half of 
England, extending across to Cumbria in the far northwest, and the Theme-Goal 
construction to the western Midlands and the traditionally defined northwest of 
England surrounding Manchester and Lancashire.

More generally, despite the often substantial distance in apparent time, the SED 
distribution is concordant with the results of more recent work that evaluates the 
prevalence of variants over coarsely grained dialect regions in both historical and 
present-day corpora (Siewierska and Hollmann 2007; Gerwin 2013; Szmrecsanyi 
2013; Yáñez-Bouza and Denison 2015). On a more geographically fine-grained 
level, Stevenson (2016) tests a sub-case of the current one (considering the past 
tenses of give and send only) over a Twitter-based corpus, and finds fairly robust 
agreement with the distribution in the SED. This is also the case for our dataset; 
the most apparent deviation from traditional surveys lies in the much higher inci-
dence of the prepositional dative. While clear regional patterns corresponding to 
preferences for particular variants are apparent, there is no locality in our dataset 
for which the rate of occurrence of the prepositional dative is lower than 15%, and it 
is clearly the majority variant overall. One interpretation of this is that the relation-
ship between Twitter data and spoken data is not entirely straightforward, and that 
‘overuse’ of the prepositional dative may represent the use of a perceived prescrip-
tive written standard. The geographical patterning of the remaining variants in our 
data is however in line with traditional predictions. We can distinguish Scotland, 
Cumbria, and the northeast of England – preferring the Goal-Theme double object 
construction – from the northwest of England, south and west Yorkshire, and the 
West Midlands, where higher rates of the Theme-Goal construction are observed. 
The spatial distribution of the relevant data is shown in Figures 2, 3 and 4.
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One consequent interpretation of our dataset here is that, although all three major 
variants tend to appear in competition across the entire area, the regions defined by 
transition from one highly-preferred variant to another have been relatively stable 
over time – isogloss movement since the period of the SED has been compara-
tively small-scale. On broad geographic scales, there is then little evidence for any 
identifiable pattern of diffusion in this data, and we do not expect any measure of 
hierarchicality to show significant results for this case. If patterns of gravity diffu-
sion and of hierarchical structure emerge from the spread of innovations through 
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Figure 2.  Incidence of the Theme-Goal ditransitive (give it me) with two pronominal 
objects, as a fraction of all ditransitive contexts for 23,530 UK and Ireland Twitter users 
with k-nearest-neighbour smoothing (k = √(number of localities) = 24.7)
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both local and long-distance social networks, then this observation is expected, 
given the long-standing nature of the variation in English ditransitives. The case 
in this subsection may then constitute a control case for the statistical detection of 
patterns of diffusion. We establish in the following subsection (Section 3.2) a con-
trasting case, which instead involves the recent spread of a single variant through 
major urban centres.
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Figure 3.  Incidence of the Goal-Theme ditransitive (give me it) with two pronominal 
objects, as a fraction of all ditransitive contexts for 23,530 UK and Ireland Twitter users 
with k-nearest-neighbour smoothing (k = √(number of localities) = 24.7)
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3.2	 Preposition drop

In Section 3.1, we established that the Twitter dataset has the capacity to replicate 
results arrived at by traditional means for a single variable. The variation in British 
English ditransitives thus provides a test case for our measurements of diffusion 
type in the following sense: the history and current distribution of the variants 
suggest that we should predict little trace of a single diffusion process, and therefore 
a negative result from any test of hierarchicality. As a contrast, this section presents 

number of users
1 – 25

0 – 0.1
0.1 – 0.2
0.2 – 0.3
0.3 – 0.4
0.4 – 0.5
0.5 – 0.6
0.6 – 0.7
0.7 – 0.8
0.8 – 0.9
0.9 – 1

25 – 100
100 – 250
250 – 500

500 – 1000

1000 – 2500

variant / total tweets

Theme-Goal prepositional dative

Aberdeen

Dundee

Edinburgh
Glasgow

Belfast

Dublin Liverpool

Cork

Leeds
York

Manchester

Birmingham
Norwich

Cambridge

London

Exeter

BristolCardi�

Figure 4.  Incidence of the Theme-Goal prepositional dative (give it to me) with two 
pronominal objects, as a fraction of all ditransitive contexts for 23,530 UK and Ireland 
Twitter users with k-nearest-neighbour smoothing (k = √(number of localities) = 24.7)
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a case of recent, rapid change in the geographical distribution and rate of use of an 
innovative variant.

A number of varieties of British English show optional non-realisation of the 
preposition to following certain, typically directional verbs, as in (2).

	 (2)	 Preposition-deletion across varieties of British English
		  Manchester:		 She went _ the pub. � (Haddican 2010: 2430)
		  Liverpool:		  She said we’d go _ the pub, and _ the pub we went. 
			�    (Biggs 2014: 19)
		  London:			  We went _ pub last night. � (Hall 2019: 2)

This has been reported for several varieties of northwest England (Haddican 2010; 
Myler 2013; Biggs 2014, 2015), and for London and the surrounding area (Bailey 
2018; Hall 2019), with differences in the corresponding set of environments, as well 
as in the presence or absence of the definite article. Speakers may be unaware that 
these constructions are not grammatical in varieties other than their own (Biggs 
2014). Based on these factors, this variable seems to be a good candidate for a rel-
atively recent and potentially ongoing change.

Previous work on preposition drop has been based on relatively small and 
discrete samples of speakers of largely urban varieties, and as such there is no 
pre-existing picture of the full geographical extent of this variation. The literature 
does establish syntactic differences between the preposition drop in different dia-
lects, which cannot be dealt with fully here. Relevant to our dataset is the observa-
tion (Bailey 2018; Hall 2019) that preposition drop in the southeast of England is 
subject to the semantic restriction that the noun phrase, which must be interpreted 
as the directional Goal, must denote a familiar or anaphoric location or an insti-
tution. In the northwestern varieties described by Myler (2013) and Biggs (2014), 
the range of verbs permitted (including at least come, go, run, drive, nip, jog in 
Lancashire, and wider still in Liverpool) is much broader than in the southeastern 
ones, in which the verb must be come or go; the determiner may optionally be 
present in the northwest, but is obligatorily dropped in the southeast.

For the purpose of this analysis, we wish to establish a fairly general overview, 
and as such discussion is restricted to those contexts where preposition drop is 
possible in all previously described varieties; that is, we consider only colloca-
tions involving the verb go, subject to ‘familiarity’ restrictions on the goal noun. 
We also collapse the variation in the presence or absence of the determiner. In 
order to construct the dataset, all sequences were extracted that involved go and a 
small set of frequent, semantically appropriate noun phrases: go (to) Amsterdam, 
go (to) Asda, go (to) (the) chicken shop, go (to) college, go (to) jail, go (to) London, 
go (to) Manchester, go (to) Nando’s, go (to) Paris, go (to) prison, go (to) (the) pub, go 
(to) school, go (to) Tesco. This yielded a total of 34,615 tweets produced by 26,618 
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individuals. The resulting spatial distribution appears in Figure 5. As in the previous 
case, users localised to the same point are pooled to give an overall frequency of 
use at that point, and k-nearest-neighbour kernel density estimation is applied to 
reduce the visual impact of random fluctuations in the data.

The geographic extent of preposition drop turns out to be superset of the 
regions identified in the existing literature. The presence of preposition drop is 
strongly associated with both the northwest of England (Liverpool, Manchester), 
and with London and the surrounding areas, which corresponds to previous de-
scriptions. To this the large urban areas of the West Midlands can be added. Doing 
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so forms a contiguous corridor corresponding to highly densely-populated and 
well-connected areas, excluding several geographically neighbouring regions of 
comparatively low population density (East Anglia, the south coast of England, and 
most of Wales). The current distribution of preposition drop therefore constitutes 
a candidate case for true hierarchical diffusion.

4.	 Approaches to the quantification of diffusion

We now consider the problem of the correlates of diffusion, which is the focus of 
the remainder of this article. In Section 2, we set out the essential structure of the 
individual datasets we considered, and mapped the distributions of each possible 
variant in Figures 2–5. These distributions are entirely synchronic; although we 
might in principle reconstruct apparent-time information from the content of the 
Twitter corpus (Nguyen et al. 2014), this is beyond the scope of this paper, and we 
restrict ourselves here to the inference of diffusion processes from the stationary 
geographic distribution of individual features.

Given a dataset that takes the form of a single snapshot of the state of the 
population, our task is then to quantify the extent to which it resembles either 
the output of a gravity-like process or a wave-like one. This requires both that we 
define a standard for comparison, and that we establish the expected properties of 
the output in either idealised theoretical case. As such, we begin by briefly recapit-
ulating the predictions and prerequisites of the existing models of spatial diffusion.

In a wave model, change diffuses evenly outward from the point of origin. 
From a formal point of view, this reduces to an inverse relationship between the 
rate and probability of change and distance, such that the influence of any locality 
on any other is dependent only on the distance between them. In Trudgill’s (1974) 
formulation of a gravity dynamic, a relationship to the relative population of local-
ities is introduced; the likelihood that a pair of locations interact remains inversely 
related to the distance between them, but must also incorporate their relative size. 
At any given instant in the progression of a diffusion process, the influence of any 
one locality on any other must in either model be determined by the relevant set 
of parameters. Adapting Trudgill (1974), we can then establish the influence of one 
population centre on another in the form of (3).

	 (3)	 The influence of centre i on centre j (partially adapted from Trudgill 1974).

		

Iij =                 or                  ×1
dij

ninj

ni+nj
2 dij

2
ni

where dij is the distance from i to j, and ni is the population at i.

Wave Gravity
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This implementation of influence requires translation into quantities with which 
we can engage more directly. While we reserve a serious treatment of this issue for 
future work, we provide here a brief elaboration in order to motivate our meas-
urements of hierarchicality. For the sake of abstraction, if it is assumed that the 
diffusion process in question manipulates a binary variable, then the interaction 
in (3) can be treated as the probability p, normalised as in (4), that any individual 
in j will ‘flip’ to the new feature value due to the influence of i.

	 (4)	 Normalised probability of change due to i at j

		
pij = ∑

Iij

Ix j
x=1…N

The expected number of individuals whose feature value at j changes due to i is, in 
formal terms, given by the binomial distribution with parameters pij and nj; that is, 
the result of flipping nj biased coins (representing each individual at j) with prob-
ability pij, which has the simple expected value nj pij. The final expected value at j 
is then the sum over these expected values scaled by the proportion of individuals 
at i with the innovative feature. If the number of individuals with the new feature 
value is kj at location j, then at each point in time the size of the innovation-using 
population can be estimated as in (5).3

	 (5)	 Expected size k of the innovation-using population at locality j  
at time t + 1at time t + 1

		
kj (t + 1) = kj (t) +         nj pij∑ ki

i ≠ j ni

Equation (5) allows us to produce idealised simulations of the output of a hierar-
chical or a wave process, which will be considered in Section 4.1.1. Any such imple-
mentation carries several cautions. First, the delineation of an individual centre of 
population is not necessarily straightforward or uniquely determined – some impli-
cations of this observation are considered in Section 4.2. Second, the definition of 
either model as a process operating over individual localities is an abstraction away 
from the individual-level dynamics that are conjectured to underlie mechanisms 
of diffusion. One potential desideratum for measures of diffusion is that they must 
be extensible to cases where interacting individuals are considered to be the locus 
of change, rather than interacting localities.

3.	 As noted in the introduction to Section 2, a necessary consequence of the structure of either 
process is their sensitivity to the various initial conditions on the set of localities and associated 
populations over which they apply. In the limiting case of uniform population density, in which 
all localities have similar populations (ni ≅ nj for all i, j), the factor ninj is essentially constant, 
and the gravity process is not distinguishable from the wave process.
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4.1	 Measurement

Consider the simplified examples in Figures 6 and 7. These are the output of iterat-
ing the processes in (3)–(5) over regularly spaced points, with the innovative variant 
present only at the highest-population point (0,0) at time t = 0. The relationship be-
tween the highest-population points, at (0,0) and (2,0), and their lower-population 
neighbourhoods is not constant across models. At a single timepoint during the 
operation of a hierarchical process, high-population points have higher rates of 
use of the new variant than lower-population points, and the nearest geographical 
neighbours of a high-population point P are less similar in innovation prevalence 
to P than they would be in the result of a wave process.

This generalisation thus offers a heuristic justification for a potential metric 
of degree of hierarchicality. Given a measure of the similarity between localities 
that is defined over the distribution of relevant variants at each point, we can eval-
uate the similarity of a single locality to its nearest geographical neighbours. In 
the intermediate stages of the operation of a hierarchical diffusion process, this 
local neighbourhood similarity is expected to have an inverse relationship with 
population. An alternative, more intuitive measurement of diffusion type is the 
relationship between population and fraction of the innovative variant. Under cer-
tain initial conditions, our proposal avoids the need to pre-specify the innovative 
variant, and is more clearly extensible to cases of change involving large numbers 
of competing forms. These initial conditions are that the number of large settle-
ments or contiguous high-density areas must be small relative to the number of 
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low-density settlements, such that large settlements only have small neighbours. 
As noted in Section 2, this is likely also a prerequisite for hierarchical diffusion to 
be at all observable.

If large settlements are outnumbered by smaller ones, as is the case for most 
real-world scenarios, then the neighbours of any large settlement are lower-pop-
ulation, and as such, likely to be behind their high-population neighbours in the 
spread of innovation. At the same time, the neighbours of smaller settlements are 
on average similarly sized, and, as such, should pattern together with one another. 
A relationship of this type is not expected to hold in the absence of hierarchical 
diffusion; if there is no underlying relationship between a locality’s population and 
its position in the course of change, then no relationship between nearest-neigh-
bourhood similarity and population is expected to hold.

With these observations in mind, it remains to define the measure of 
nearest-neighbourhood similarity and its domain of evaluation. There is a sampling 
problem related to the use of discrete individual locations in real-world datasets, 
especially in the Twitter dataset under consideration: location boundaries are arbi-
trary, since the definitions of single point locations can differ in their overall level 
of granularity, and variation in whether data are associated with a generic point 
(‘London’) or a specific one (an individual London borough) can interfere with 
the identification of the true local population density. In order to mitigate this, we 
take the domain of evaluation of the similarity metric to be individual grid cells 
rather than localities, binning the continuous geographical space of each dataset 
into various sizes of an n×n grid. A more realistic idea of local population density 
is obtained by normalising data into a grid over the whole map.
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We define the similarity between two cells in a standard way, as the cosine sim-
ilarity: that is, the inner product of vectors representing the relative proportions of 
variants in each cell. For two cells A and B, with normalised variant proportions (a1, 
a2, a3) and (b1, b2, b3), the cosine similarity is a1b1 + a2b2 + a3b3: this is 1 if the cells 
are identical, and 0 if the cells never overlap at all. For each cell, we compute this 
quantity for each of its four ‘von Neumann’-neighbours (i.e. with which it shares 
an edge), and average over all four for a measure of the similarity between the cell 
and its local neighbourhood.

4.1.1	 Simulated data
One illustration of the appropriateness of this measure is its performance over 
‘realistic’ simulated data; that is, over simulated data with similar distributional 
characteristics to the datasets considered in Section 3, but for which the process of 
diffusion is simulated as in (5). The outcome of a measure of hierarchicality should 
then be straightforwardly predictable for such data, giving statistically distinguish-
able results for simulated processes of gravity and wave diffusion. Note, however, 
that this does not constitute a formal proof of validity.

Figure 8 shows the output of five iterations of the processes in (3)–(5), over a set 
of points with associated populations generated by sampling 50,000 randomly cho-
sen users from the corpus and their locations. In both cases, the initial frequency of 
the ‘new variant’ was set to 0 at every point outside the largest point, and to 0.5 at 
the largest point. We then evaluate nearest-neighbourhood similarity and consider 
its relationship to logarithmically scaled population in Figure 9. For the simulated 
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process of gravity or hierarchical diffusion, nearest-neighbourhood similarity has 
a statistically-significant and an essentially linear relationship (with negative slope) 
to the logarithm of the local population (Pearson’s r = −0.3253, p < 0.00001). In the 
simulated wave case, as expected, no statistically meaningful relationship holds 
(Pearson’s r = 0.0630, p = 0.3583).

4.2	 Evaluating real data

At this point, we have seen that a case of true hierarchical diffusion will show a 
statistically meaningful inverse relationship between the (log-scaled) population 
in a cell and the similarity in distribution of variants between that cell and its local 
neighbourhood. We can turn now to evaluate this claim on real-world, large-scale 
datasets. Section 3 previously presented two cases of variation for which there are 
grounds to expect measurably different responses.

Recall the variation in the ditransitive construction from Section 3.1. The ge-
ographical distribution essentially acts as the lower bound of the overall reliability 
of our social media corpus, in that it has a fairly substantial resemblance to the 
findings of more traditional methodologies. At the same time, the hypothesis is 
that this variation has been subject to relatively little active spatial diffusion in its 
recent history, and as such we do not expect to see any significant hierarchicality.

The relationship between neighbourhood similarity and the log-scaled pop-
ulation of each grid cell is plotted in Figure 10 below, and the relevant tests of 
correlation are given in Table 1. We note, with respect to real-world data, that the 
choice of grid size – which we have not yet considered – has a substantial effect on 
the outcome. If the spatial region of interest is divided into a small number of very 
large grid cells, we risk collapsing together high-density localities and surrounding 
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Figure 9.  Averaged similarity over von Neumann-neighbourhood against log-scaled 
population, for the simulated data in Figure 7, over a 20 × 20 grid, with best-case linear fit
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sparser regions, while the use of a very fine grid would overfill the lowest-population 
regions of the plot. In order to remain sensitive to this measurement effect, multiple 
potential grid sizes must be considered.

Irrespective of the choice of grid over which to evaluate neighbourhood sim-
ilarity, we find no evidence here for a statistically significant relationship between 
the population of an individual cell and its similarity to its nearest neighbours. 
All correlation coefficients in Table 1 are small, with p-values never approaching 
significance. Similarity to the local neighbourhood appears essentially independent 
of population for this dataset, and rather normally distributed. This is as expected 
if no hierarchical diffusion has taken place.

Consider now the less historically established case of preposition drop that was 
set out in Section 3.2. Unlike ditransitive variation, preposition drop appears to be 
a relatively recent phenomenon. The fact of its relative recency suggests that we 
may well expect traces of a recent mechanism of spatial diffusion, and the current 
geographical distribution that we observe in Figure 5 suggests that areas of high 
population density are more advanced in the spread of the change than closely 

Table 1.  Pearson’s r and p-value for neighbourhood similarity against log-scaled cell 
population, for the ditransitive data

Grid size Pearson’s r p-value Grid size Pearson’s r p-value

10 × 10 −0.0371 0.7839 60 × 60   0.0113 0.7621
20 × 20   0.0120 0.8781 70 × 70 −0.0005 0.9877
30 × 30   0.0121 0.8377 80 × 80 −0.0021 0.9450
40 × 40   0.0093 0.8481 90 × 90   0.0043 0.8823
50 × 50   0.0090 0.8290 100 × 100   0.0055 0.8398

1.0

0.8

0.6

0.4

1.0

0.8

0.6

0.4

10 x 10 grid 20 x 20 grid 30 x 30 grid 40 x 40 grid 50 x 50 grid

60 x 60 grid 70 x 70 grid 80 x 80 grid 90 x 90 grid 100 x 100 grid

1 10 100 10001 10 100 10001 10 100 10001 10 100 10001 10 100 1000

Number of users in cell

Si
m

ila
ri

ty
 o

ve
r n

ea
re

st
 n

ei
gh

bo
ur

s

Figure 10.  Averaged similarity over the von Neumann neighbourhood plotted against 
log-scaled cell population, for the ditransitive variation shown in Figures 2 and 3
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neighbouring but less densely populated regions. The relationship between neigh-
bourhood similarity and log-scaled population is shown graphically for this dataset 
in Figure 11, and the corresponding tests of correlation are shown in Table 2.
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Figure 11.  Averaged similarity over the von Neumann neighbourhood plotted against 
log-scaled locality population, for the preposition-drop data in Figure 5

There is an immediately apparent and statistically robust difference between the 
measure in this case and the measure as evaluated in the previous dataset. The 
preposition-drop data show a significant inverse correlation between the popu-
lation of a cell and its similarity to its nearest neighbours, irrespective of the total 
number of grid cells chosen. As the population of a cell increases, the probabil-
ity that it is dissimilar to its immediate neighbourhood increases, and, as such, 
high-density areas stand out from their low-density surroundings. This is the char-
acteristic appearance of hierarchicality. The impressionistic claim that preposition 
drop has undergone a recent, underlyingly gravity-type spatial process of diffusion 
therefore seems to be substantiated.

Table 2.  Pearson’s r and p-value for neighbourhood similarity against log-scaled locality 
population, for the preposition-drop data

Grid size Pearson’s r p-value Grid size Pearson’s r p-value

10 × 10 −0.3553 0.0040 60 × 60 −0.1165 0.0019
20 × 20 −0.2256 0.0025 70 × 70 −0.1224 0.0004
30 × 30 −0.1905 0.0008 80 × 80 −0.0901 0.0054
40 × 40 −0.1697 0.0003 90 × 90 −0.0808 0.0083
50 × 50 −0.1328 0.0013 100 × 100 −0.0791 0.0077
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5.	 Conclusions

This paper has tested the utility of social-media data in producing geographically 
finely grained descriptions of the distribution of individual variables, and in char-
acterising the spatial diffusion process by which a particular distribution arose. 
We have seen in the case of variation with ditransitives that social-media data are 
sufficient to reproduce the large-scale geographic trends seen in datasets estab-
lished by more traditional means. For preposition drop, it was possible to use data 
of this type to establish the existence of variation in varieties other than those for 
which such constructions have previously been documented. The existence of a 
statistically reliable and measurable inverse relationship between point population 
density and similarity to the surrounding neighbourhood was used as an indicator 
of recent hierarchical diffusion; this relationship is present in simulated and real 
hierarchical data, and absent in other cases.

There are several possible directions for future work in this line. Computational 
simulation of the output of an idealised spatial diffusion process is suggested, but 
underexplored in this work, and more sophisticated simulated data would allow 
comparison of more varied quantitative measures of diffusion. One essential com-
ponent of a more complete understanding of spatial diffusion is the time dimension; 
the inference of age-related metadata for individual Twitter users, while a difficult 
problem (Nguyen et al. 2014), offers potential for the application of geographically 
rich social-media datasets to apparent-time analysis.
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