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ABSTRACT Federated Learning (FL) has rapidly become a crucial paradigm for training Machine
Learning (ML) models when datasets are spread across several devices without compromising the privacy
of the data owners. In vehicular networks, FL can be used to train driving models and object detection and
classification over sensitive datasets to continuously improve user experience and driving safety. However,
the majority of FL implementations cannot efficiently filter malicious vehicular users and low-quality
contributions. This article proposes Distributed OT-based Federated Learning (DOTFL), an aggregation
mechanism based on the clustering of the received trained Neural Networks Neural Network (NN) at the
vehicular devices and on outlier detection. The proposed mechanism can detect malicious contributions
by comparing them to previously received contributions and following a clustering approach. Furthermore,
the convergence time of the FL process is improved by distributing trained NN weights directly through
vehicle-to-vehicle links. Experimental analysis shows an improvement of up to 22% in terms of accuracy
compared to state-of-the-art FL approaches. This is achieved by using clustering models and removing
outliers, enabling a significantly lower presence of malicious contributions in aggregated models.

INDEX TERMS Federated Vehicular Networks, Robust Model Aggregation, Privacy Preservation, Vehic-
ular Ad hoc Networks

I. INTRODUCTION

Big data and Deep Learning (DL) are transforming our daily
lives in the rapidly evolving digital technology landscape.
By leveraging ML models, these technologies provide intel-
ligent services across diverse domains, including Intelligent
Transportation Systems (ITS), entertainment, and personal-
ized services [1]. For example, Vehicular Ad-Hoc Network
(VANET) is expected to benefit significantly from integrating
intelligence into various vehicular systems, such as driving
assistance, recommendations, and in-vehicle entertainment.
The potential impacts on road safety, traffic efficiency, and
driving experience are substantial [2].

Continuous learning plays an essential role in achieving
a high level of intelligence in autonomous vehicle networks
[3].

In the context of autonomous vehicle networks, one crucial
enabler is Federated Learning (FL). Federated Learning over
Vehicular Network (FVN) opens up possibilities for enhanc-
ing vehicular intelligence while addressing concerns about
data privacy [4]–[6]. FVN can enable vehicles to collectively
learn from diverse scenarios and environmental situations,

such as urban traffic patterns, highway driving, and ad-
verse weather conditions. By sharing knowledge gained from
traversing these different situations, the connected vehicles
can comprehensively understand the road environment and
make better decisions. Moreover, FVN can facilitate the
development of advanced driver assistance systems (ADAS),
where vehicles can learn and adapt to the driving behav-
iors of individual drivers, providing personalized assistance
and improving overall road safety. Additionally, FVN can
be utilized in traffic management systems, allowing traffic
lights and road infrastructure to optimize their operation by
learning from real-time data on traffic flow and congestion
patterns, ultimately leading to smoother and more efficient
traffic control.

The vehicular network characteristics, such as very dy-
namic topology and mobility can impose heavy constraints in
the FVN training process, such as the need for a long enough
link duration with attachment points (i.e., infrastructure and
other vehicles) limits user participation in the FL process [7],
[8]. The growing complexity and number of parameters of the
Machine Learning (ML) models to be transmitted over the
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network causes the number of participating vehicular users
to decrease [9]. In addition, traditional implementations of
FVN often consider a single aggregation server to receive,
aggregate, and distribute models, which restricts the effective
utilization of network resources.

In this context, FVNs can leverage Vehicle-To-Vehicle
(V2V) links for distributed aggregation. By allowing models
to be received via V2V communication, the efficiency of the
FVN process can be improved, and a distributed approach
can be enabled, leading to improved model convergence
times. Instead of relying solely on a centralized server, the
distributed aggregation approach requires executing certain
FVN functions within vehicles, such as model aggregation
and verification of received model contributions [10]. More-
over, this approach facilitates asynchronous sharing of ML
models, allowing trained NNs to be aggregated directly at
the vehicle without central server intervention for synchro-
nization. Vehicles can opportunistically share models within
a communication window, eliminating the need for coordina-
tion from a central server at specific times. To achieve this,
FVN must leverage the trained models’ mobility prediction,
channel characteristics, and statistical features.

Furthermore, ML models’ accuracy and convergence time
are highly impacted by the presence of non-Independent
and Identically Distributed (IID) datasets and even poisoning
attacks from malicious vehicular users who may share in-
correct parameters [11]. Such attacks tackle the aggregation
phase of the FVN, in which a server merges the trained
weights of the received contributions, potentially including
low-quality weights, which decreases the prediction accu-
racy of the aggregated model. While filtering low-quality
contributions is essential, it remains a computationally chal-
lenging task [12]. One way to optimize the accuracy of
FVN models is by clustering vehicular user models based on
the statistical features of their datasets. However, integrating
new knowledge and data into trained models demands more
communication and training rounds, which further compli-
cates the process [13]. To the best of our knowledge, the
issue of designing a distributed aggregation in FVN scenarios
with malicious vehicular users attempting model poisoning
attacks remains a challenge.

This article introduces a distributed aggregation approach
for FVN combined with an Optimal Transport (OT) clus-
tering algorithm to verify the quality of received models
at the vehicles to improve communication efficiency while
ensuring robustness against poisoning attacks, called Dis-
tributed OT-based Federated Learning (DOTFL). In its op-
eration, DOTFL considers V2V links to opportunistically
disseminate newly trained ML models in a decentralized
way with improved communication efficiency. In this sense,
vehicular users can train their models and distribute them
opportunistically to neighboring users without intervention
from the central FVN server at the edge layer. In addition,
DOTFL form clusters of models according to the similarity
calculation to not aggregate malicious models and outliers,
ensuring robustness against poisoning attacks. Experimental

results demonstrate significant improvements in both the
convergence time and accuracy of the models. For instance,
DOTFL provides an improvement of up to 22% in terms
of model accuracy and rejects the majority of malicious
users from the FL aggregation when compared to traditional
centralized aggregation and D2D aggregation with model
clustering.

The main contributions of this article are three-fold: First,
it introduces the design and implementation of a distributed
aggregation approach for FVN; Second, this article proposes
an NN- based clustering technique to determine the distance
between trained NN models, which enhances the accuracy of
aggregated models and identifies outliers; Finally, it presents
an exponential smoothing-based aggregation technique to
support the integration of new knowledge in the network.

The remainder of this article is organized as follows:
Section II presents the state-of-the-art in FVN. Section III
details the architecture and operation of DOTFL. Section IV
describes the simulation setup, discusses the experimental
results, and provides insight into the observed data behav-
ior. Finally, Section VI concludes the article and discusses
potential future directions.

II. RELATED WORK

This section reviews the state-of-the-art in FL and its imple-
mentation on a VANET and mobile network.

A. COMMUNICATION EFFICIENCY AND MODEL
AGGREGATION IN FEDERATED LEARNING

Selecting which users participate in the FL process is one of
the significant challenges in FL, as not all vehicular users in
the network have the computing and resources to participate
in the process. Chen et al. [16] tackles the issue through
probabilistic device selection for aggregation to minimize
the latency introduced by the transfer of the ML parameters
during the aggregation process. While the proposed approach
can minimize the convergence time for the model parameters,
it also excludes vehicular users with unstable connections
from the FL process. However, the approach can still select
users with low-quality datasets or malicious vehicular users.

FL under V2V communications has been modeled and
studied to some extent by Xing et al. [17], which offers an
alternative to traditional centralized topology FL. However,
the majority of works that consider V2V FL cannot be di-
rectly applied to dynamic network conditions, such as in the
case of VANETs, with its shorter communication windows
and high rates of packet loss. The introduction of V2V ag-
gregation in the FL process is also studied by Hosseinalipour
et al. [18], who introduced a semi-decentralized process,
in which users exchange model parameters locally until a
consensus is formed. However, they do not consider the case
in which users send malicious updates or the high mobility
of VANETs.
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TABLE 1: Summary of the state-of-the-art Federated Learning techniques for vehicular networking

Work Year V2V/D2D
Aggregation User Clustering Mobility-Aware

Pervej et al. [14] 2023 ✓ x ✓
Taik et al. [15] 2022 x ✓ x
Chen et al. [16] 2021 x x x
Xing et al. [17] 2020 ✓ x x

Hosseinalipour et al. [18] 2020 ✓ x x
Kong et al. [19] 2021 x x ✓
Liu et al. [20] 2021 x x x

Kornblith et al. [21] 2019 x ✓ x
Alvarez-Melis et al. [22] 2020 x ✓ x

Li et al. [23] 2021 x ✓ x
Zhang et al. [24] 2021 x ✓ x

DOTFL 2023 ✓ ✓ ✓

B. FEDERATED LEARNING OVER VANETS
Kong et al. [19] proposed a vehicular fog-based aggregation
scheme for supporting robust user privacy against inference
attacks and flexible participant joining and leaving. While the
proposed scheme achieves low complexity for participants
leaving and joining the network, the robustness of the models
over non-IID datasets has not been studied. Furthermore, the
geographical distribution of datasets across the scenarios can
be challenging for disseminating knowledge across different
vehicles. Liu et al. [20] propose a blockchain-based intrusion
detection model for vehicular networks. While FL presents a
good alternative for building robust intrusion detection ML
models, it must also provide robustness against poisoning
attacks with low complexity computations, which can be
performed within the short communication windows of the
scenarios. The blockchain stores and distributes models in a
trustworthy manner; it can incur a higher computational cost
and delay in aggregating and validating model contributions,
particularly in dynamic environments, such as VANETs.

Pervej et al. [14] present a vehicular edge FL solution,
aiming to leverage onboard central processing units and local
datasets of highly mobile connected vehicles for training
a global model. This work aligns with the about selecting
appropriate vehicular users for the FL process based on their
computational resources and connectivity [16]. However,
while Chen et. al propose a probabilistic device selection
to minimize latency, the paper does not explicitly address
how the high mobility and potential unstable connections
of vehicular users are handled during the training process
[16]. Furthermore, there is no clear mechanism discussed for
filtering out malicious or low-quality datasets, which remains
a crucial challenge in FVN as outlined in the provided related
works section.

Taik et al. [15] address the non-IID data challenge by
proposing a new architecture for vehicular FL, aimed at im-
proving learning accuracy under mobility constraints through
clustering. This work is by the works of Liu et al. [25] and
Wang et al. [26] on clustering in vehicular FL to improve
model performance and communication efficiency. However,
while the clustering approach is an important aspect, the
paper does not describe in depth how the clustered vehicular

FL architecture would cope with malicious updates or high
mobility in VANETs, which are significant concerns in the
scenario being studied. Moreover, the paper does not make
clear how the clustering process performs in real-time or
dynamic network conditions, which could potentially affect
the accuracy and robustness of the aggregated models in
vehicular FL.

C. FEDERATED LEARNING OVER NON-IID DATA
Non-IID data over model contributions can be addressed by
measuring the similarity between trained NN representations,
as shown in Kornblith et al. [21]. However, given the variabil-
ity of NN architectures for different prediction tasks, finding
a general metric for NN similarity remains a challenge [27].
Considering the similarity of raw datasets, Alvarez-Melis et
al. [22] propose the usage of Optimal Transport as a robust
similarity metric for finding IID datasets by considering the
similarity of the probability distributions of features and
labels present in the dataset of user devices. Li et al. [23]
tackled the challenge of aggregating non-IID models in FL
through contrastive model aggregation. However, estimating
model similarity in a federated manner poses challenges
for effectively identifying and clustering models at a low
computational cost. Zhang et al. [24] introduced a reputation-
based incentive for user participation in FL, as users with
higher reputation scores can obtain higher monetary incen-
tives for their contributions. However, the quality of models
trained over FL depends on the quality of the datasets at the
participating devices. It can be affected by malfunctioning
sensors, incorrect data labeling, or the presence of non-IID
datasets within participating devices.

D. CLUSTERING IN VEHICULAR FEDERATED
LEARNING
Clustering algorithms play a vital role in FL by grouping
participants with similar data distributions or learning objec-
tives, thus improving model performance. In recent years, nu-
merous studies have explored various clustering algorithms
for FL, including k-means, Hierarchical Clustering (HC),
Density-based Spatial Clustering Of Applications With Noise
(DBSCAN), and spectral clustering. Liu et al. [25] proposed
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a K-means clustering-based algorithm to group vehicles with
similar learning objectives and data distributions, resulting
in reduced communication overhead and improved model
performance. Wang et al. [26] applied DBSCAN to identify
spatially dense regions where vehicles share similar data, en-
hancing communication efficiency and model performance.
However, K-means clustering and DBSCAN have limitations,
such as the need for pre-determined cluster numbers and the
inability to handle non-convex clusters.

Hierarchical clustering is a promising approach for FVN
as it builds a tree-like structure of nested clusters, allowing
vehicles to participate in FL at different levels of granularity.
Li et al. [28] proposed a hierarchical clustering-based algo-
rithm that adapts to dynamic network topologies, enabling
vehicles to join or leave clusters without affecting the overall
structure, facilitating seamless communication and learning.
Samarakoon et al. [29] presented a multiresolution learning
approach based on hierarchical clustering, where vehicles
can learn models at different levels of detail, allowing for
flexible trade-offs between communication efficiency and
model performance. Yan et al. [30] developed a scalable
hierarchical clustering algorithm that enables local aggrega-
tion within subclusters before global aggregation, reducing
communication overhead and latency. These studies demon-
strate the potential of hierarchical clustering in enhancing the
efficiency and performance of Vehicular FL.

E. CONTINUOUS LEARNING
Several approaches have been proposed in the litera-
ture to address the continual learning problem, including
regularization-based and rehearsal-based methods. While
DOTFL shares some similarities with existing continual
learning approaches, such as the use of clustering algorithms
to group data sources and the need to avoid catastrophic
forgetting, it also has several unique features tailored to the
FL process [31], [32]. Recent studies have also explored the
use of FL for continual learning, with some proposing hybrid
approaches that combine centralized and FL [33]. However,
these approaches often require centralized storage of the
model parameters, which can raise privacy concerns.

F. SUMMARY
Table 1 summarizes the main characteristics of the analyzed
FL works in the context of their support for distributed
aggregation using V2V, the presence of an efficient malicious
user filtering scheme to protect the models from poisoning
attacks, as well as the use of contextual and mobility informa-
tion of nodes to assist in the distribution and aggregation of
ML models in the network. While many existing works tackle
current issues in FL with custom model aggregation and
reputation management, performing these tasks in a scalable
manner remains an open issue. To the best of our knowledge,
no other work in the state-of-the-art has proposed a compre-
hensive algorithm to enable distributed FVN while providing
sufficient filtering of malicious vehicular users in the context
of FVNs. We can see that among the listed works, DOTFL is

the only one that combines these characteristics into a single
algorithm for training FVN models in a decentralized and
robust against-attacks manner.

III. Distributed OT-based Federated Learning

TABLE 2: Table of Symbols

Symbol Description

Scenario Parameters

N Number of vehicles
C Number of base stations and edge servers
Di Dataset of the i-th user
J Number of computed clusters in Hi

SD Symmetrical difference △

Federated Learning Parameters

Hi Set of contributions for the i-th user
k Dataset sample without label
ζ Fraction of malicious users in the network

CNN Model Hyperparameters

A Neural network architecture
SM Size of neural network in bits
W Neural network weights
L Number of dense layers in A
κ Size of the kernels in the CNN
θ number of neurons in a dense layer
δ Dropout rate

l(W,D) Loss functions over the weights W and dataset D
µ(a) Aggregation smoothing function

Distance-metric Symbols

Mi Model/user distance matrix generated by NSIM on the vehicle i
ϕ(ψ, ν) EMD distance between distributions ψ and ν
Z(ψ, ν) Set of all possible couplings between distributions ψ and ν

γ Coupling between two distributions
d(x, y) Distance between points x and y
Kk Kalman Gain
wt Noise factor in the Kalman gain computation

Networking Parameters

Θ Real transfer size between vehicles
b Estimated transfer size between vehicles
η Inefficiency of wireless encoding
τ Interval between training rounds
a Smoothing factor of µ

KF Symbols

xt Neighboring vehicle’s position at time t
A Factor relating two consecutive measurements
wt Noise factor
ek Error estimation between previous state xk and predicted state x̂k
x̂−k Estimated next state
Kk Kalman gain
P Error covariance matrix
H Matrix relating state to measured variable
zk Measurement
R Measurement noise covariance matrix

Channel Symbols

d(t) Relative distance between u and k as a function of time
W Channel data rate

Γ(d(t)) Spectral efficiency of the channel
SNR(d(t)) Signal-to-Noise Ratio in the communication link between u and k

Uc Signaling overhead
Θ(d(t)) Instantaneous throughput

This section introduces a distributed aggregation approach
for FVN combined with an OT clustering algorithm to verify
the quality of received NN models at the vehicles to improve
communication efficiency while ensuring robustness against
poisoning attacks.
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A. SYSTEM MODEL
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FIGURE 1: Vehicular Federated Learning Scenario.

Figure 1 shows a FVN scenario where a set of vehi-
cles possesses local datasets from which they can train NN
models according to the FL optimization objective. In this
context, vehicles can communicate with the fixed network in-
frastructure (i.e.Vehicle-To-Infrastructure (V2I)) and directly
with other vehicles (i.e.V2V) to propagate their trained NNs.
Vehicles opportunistically send trained models via V2V or
V2I when being inside the coverage areas of other vehicles
or base stations. Thus, the models can be aggregated in
vehicles or edge servers based on the quality and duration
of their communication links. Figure 1 shows the DOTFL
modules, considering a local dataset of previously received
models for dissemination, a clustering module based on the
model similarity estimation, and an aggregation module that
generates the local aggregated model for predictions. The
DOTFL modules are present in all nodes of the network
(vehicles and edge servers). A mobility prediction module is
responsible for estimating the contact time between vehicles

to assist in the transfer of models. The presence of malicious
vehicular users disseminating incorrect weights is possible
in the scenario (center vehicle). In addition, malicious vehic-
ular users could disseminate incorrect weights, which may
decrease the accuracy of aggregated models and increase the
time for convergence in FL.

We consider a vehicular networking scenario (e.g,
VANETs, connected vehicles, autonomous vehicles, etc)
with N mobile vehicles ui ∈ {u1, . . . , uN}, where each
vehicle has local dataset Di ∈ {D1, . . . , DN}. Each dataset
Di contains a set of features xk,i, with k ∈ {1, . . . , ∥Di∥},
each associated with a label yk,i. The scenario also contains
C base stations {c1, c2, ..., cC}, located at arbitrary positions,
that can communicate with a set E = {e1, e2, ..., eC} of
C edge servers through the core network and with vehi-
cles through their communication interfaces (e.g., Dedicated
Short Range Communications (DSRC) and 4G/5G). In this
scenario, vehicles can communicate through direct V2V
links, but we assume they cannot directly access each other’s
datasets to guarantee privacy. Each vehicle ui in the system
locally trains a model architecture A to obtain the NN model
weightsWi that minimize a loss function l on its local dataset
Di, as shown in Equation (1). The local loss l(Wi, Di) is
defined as the average loss, as the prediction error, across all
predictions for the dataset Di using the weights Wi.

l(Wi, Di) =
1

∥Di∥

∥Di∥∑
k=1

f(Wi, xk,i, yk,i) (1)

We assume that edge servers take care of system initial-
ization and provide every vehicle with the NN architecture
A, consisting of the NN hyperparameters and loss function
via base stations. Edge servers also provide computation
support for training by disseminating partially trained models
to accelerate convergence. The goal of the FL process is
to compute the set W ∗ = {W1, . . . ,WN} of weights that
minimize the global average loss function [17] ls, formulated
in Equation (2), over a series of model aggregations, where
the global loss ls(W ∗) is defined as the average of the local
loss across users with their local weights and local datasets.

ls(W
∗) =

1

N

N∑
i=1

l(Wi, Di) (2)

Furthermore, we consider that a portion of the users may
be malicious regarding their contributions to the model. The
weightsWi from non-malicious vehicles inN are distributed
according to a distribution P , i.e., Wi ∼ P , for ui ∈ N .
However, the weights Wj from malicious vehicles in M
are distributed according to a different distribution Q, i.e.,
Wj ∼ Q, for uj ∈M, where P ̸= Q. Thus, the participation
of such users may compromise the convergence of the ML
models as the malicious weights may compromise prediction
accuracy for non-malicious users’ datasets.
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B. ALGORITHM DESCRIPTION
Let us defineMi as the distance matrix generated by a trained
Neural Network Similarity Estimator (NSIM) [27] on vehicle
i, which contains the distance values between models.

Let us define the contribution history Hi as a bounded-
capacity FIFO queue, in which each element is a set of
NN weights, trained and stored on node i, called model
contribution. We now model a local instance of the FL model
for the vehicular user ui as a 4-tuple (A,Di,Mi, Hi), where
Di is the i-th node’s local dataset, and A is the global NN
architecture, received from the network.

We consider that the most recent model contributions from
other vehicular users or the FL server are stored in the
user’s device and fed into the NSIM module to compute the
model distance. NSIM computes the distance matrix of the
vehicle user’s contribution history based on the NN weights
contained within the contributions. After the distance matrix
Mi has been computed, it is fed into a Hierarchical Clustering
algorithm [34], pre-configured by the network at system
startup. Each contributionHi is assigned a label il, l being the
internal cluster number of a given contribution assigned at the
user device. Given that the user’s trained contributions have
a label i′, the aggregation is performed over contributions
with label il, such that il = i′. In this context, each vehicle
computes its FL model by aggregating contributions in their
contribution history, which are IID with the users’ dataset.

The model weights define the user’s local updates after
a round of training over their local datasets. Based on the
model’s prediction accuracy, a loss function, described in
Equation (1), must be computed and minimized for the FL
process to converge with a minimum accuracy value across
users. The weights computed by the vehicular user are then
committed to the contributions history Hi with a hash com-
puted from the trained weights, which can uniquely identify
the computed model at the corresponding iteration.

C. COMMUNICATION AND CONTACT ESTIMATION
Let us define SM ∈ N as the size of the model weights in
bits and ∥Hi∥ ∈ N as the number of models exchanged from
the user’s contribution history. The total amount of data bi to
transfer the whole contribution history Hi from the vehicular
user i to another vehicular user is given by Equation (3),
where η represents the inefficiency of the encoding (i.e.,
the difference between the actual transmission size and the
minimum size given by the entropy) [35].

bi = ηSM∥Hi∥ (3)

In this context, the uplink and downlink transfers are not
necessarily symmetric. Users may have more unique contri-
butions history than their counterparts in the communication
round. The compression scheme’s efficiency for transferring
weights will also impact the number of bits transmitted.

To estimate the mobility of a neighboring vehicle, we
consider data collected by the vehicle’s sensors, which in-
cludes direction and velocity data. This information is com-
municated through beacons, enabling a vehicle to monitor

its environment. We use a Kalman Filter (KF) on board the
vehicle to estimate the future positions of its neighboring
vehicles. This information is important to decide if a vehicle
will (or not) exchange models with a specific neighbor. The
KF is an integral part of the contact estimation process. This
article assumes KF as a mobility prediction mechanism, but
other approaches could be used, such as the work by Emami
et al. [36].

The position of a neighboring vehicle at any given moment
(t) is modeled as a point xt, which represents the state of the
system - the position of the vehicle. The term A is a scaling
factor that helps convert the previous state into the current
state, indicating how the system changes from one moment
to the next. Noise in the system, accounting for uncertainties
in our model, is denoted by wt. Estimation error, represented
by ek, is the difference between the previous actual state xk
and the predicted state x̂k. This error is used to predict the
next state, denoted as x̂−k .

As per the KF, the current state xt is a linear combination
of the previous state xt−1 and a noise-adjusted correction
term wt−1, as shown in Equation 4. The predicted state
at any moment t is thus formed by combining historical
measurements. The difference or discrepancy between his-
torical data points and their corresponding predictions can
be calculated using Equation 5. This helps to quantify the
estimation error at each step. The KF also calculates a value
known as the Kalman gain, denoted as Kk. This is done by
considering the error covariance matrix P , which describes
the uncertainty of our state estimate, and matrix H , which is
the observation model that relates the state of the system to
the measurements we have. The calculation of Kalman gain
is outlined in Equation 7. This gain value essentially provides
a weightage determining how much importance should be
given to the new measurement versus the previous estimate.

xt = Axt−1 + wt−1 (4)

ek = xk − x̂k (5)

x̂k = x̂−k +K
(
zk −Hx̂−k

)
(6)

Kk =
P−
k H

T

HP−
k H

T +R
(7)

Based on the predicted positions of neighboring vehicles,
a vehicular user estimates the data transfer capacity within
the communication window when the vehicles are within
communication range. In the system, we model the com-
munication capacity between two nodes u and k (e.g., a
pair of vehicular users with a V2V link or a vehicular user
and a base station). We assume available channel fading
statistics for the scenario. We consider the mobility of k
predicted by u and the relative distance between u and k as
a function of time d(t). Assuming a channel data rate W ,
we calculate the spectral efficiency of the channel as Γ and
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the Signal-to-Noise Ratio (SNR)(d(t)) in the communication
link between u and k. We calculate the spectral efficiency
of the transmission within the communication window using
Equation (8) [37].

We define the spectral efficiency of the communication
channel between nodes u and k as Γ(d(t)), representing the
maximum achievable data rate in bits per second per Hertz
(bps/Hz), considering available channel fading statistics. To
calculate the spectral efficiency, we integrate the probability
that the logarithm of the SNR is more significant than a
threshold z, integrating from 0 to infinity. The instantaneous
throughput Θ(d(t)) represents the data transmitted per unit
time. It depends on the relative distance d(t) between nodes
u and k, which varies over time due to the mobility of k
predicted by u. Assuming a channel data rate W (bps), we
express the throughput as W · Γ(d(t)) · (1 − Uc). Here,
Uc denotes the signaling overhead, accounting for additional
data exchanged during communication for control purposes.
To estimate the total data exchanged over the link within a
given communication window, we integrate the instantaneous
throughput Θ(d(t)) for time t over the interval from t0 to t1.
This calculation yields the total data throughput in bits for the
specified duration, as shown in Equation (9).

Γ(d(t)) =

∫ ∞

0

P(log2(1 + SNR(d(t)) > z))dz (8)

∫ t1

t0

Θ(d(t))dt =

∫ t1

t0

W · Γ(d(t)) · (1− Uc)dt (9)

The estimated communication capability during the con-
tact window is then compared to the bits bi necessary for the
transfer user i’s contribution history of Hi over the wireless
channel. When the necessary number of bits for the transfer
is superior to the communication capability, the sender i
excludes some contributions to make the transaction size
smaller (truncated transfer). After the vehicle has selected
the contributions to send to its neighbor, models are bundled
together, compressed, and quantized for transmission. Note
that compression within a single cluster may achieve high
compression rates, as the model weights tend to share similar
features, increasing the redundancy of the cluster.

D. NSIM AND MODEL CLUSTERING
DOTFL calculates the pairwise similarity between the model
contributions trained by individual users. In this context,
models trained by a given vehicular user encode the statistical
features of the user’s underlying dataset for training. We
compare the probability distributions of users’ datasets and,
based on the pairwise values dij ∈ R+ denoting the distance
between the probability distributions of two trained models i
and j, a distance matrix M = (dij) ∈ RN×N

+ is computed
for N vehicular users.

Consider two trained ML models with their respective NN
weights. Let us define NSIM, a special NN that accepts as
input the weightsWi andWj of two distinct NNs and outputs

an estimation of their separation within the entire possible
space of NN weights.

Existing research illustrates that NNs trained with varying
random initializations on similar datasets result in equal
weights. Techniques such as kernel-based metrics can be
used to identify such similarities [21]. In this study, we adopt
the OT theory to calculate the Earth Mover’s Distance (EMD)
distance between two datasets, considered as the optimal
transformation from one feature distribution in a dataset to
another [22].

The EMD represents a numerical measure of the distance
between the probability distributions of the datasets’ features
owned by two vehicular users. The strength of the EMD lies
in its ability to calculate the similarity between distributions
in a comprehensive manner, which can be generalized for
different data types with minimal adjustments. We compute
the EMD between two models based on the trained features
in their NN weights without knowledge of the vehicle’s
dataset.

Let us define a distance metric d(x, y) between any two
points (x, y) ∈ K2. Furthermore, let us denote Z(ψ, ν) as
the set of couplings between the distributions of weights
in trained models ψ and ν, defined over the domain K. A
coupling γ(x, y) ∈ Z(ψ, ν) describes the mass transferred
from point x ∈ K to point y ∈ K.

The p-Wasserstein distance, denoted as ϕp(ψ, ν), between
the two distributions ψ and ν represents the displacement for
mapping distribution ψ onto distribution ν with minimum
cost, as depicted in Equation (10). This metric provides a
solid basis for understanding the degree of similarity between
two different ML models.

ϕp(ψ, ν) :=

(
inf

γ∈Z(ψ,ν)

∫
K2

d(x, y)p dγ(x, y)

)1/p

(10)

For our case, which considers probability distributions, the
EMD distance ϕ(ψ, ν) is equivalent to the 1-Wasserstein
distance, which can be expressed as in Equation (11).

ϕ(ψ, ν) := inf
γ∈Z(ψ,ν)

∫
K2

d(x, y)dγ(x, y) (11)

If ψ : K → [0, 1] and ν : K → [0, 1] are two single-
dimensional discrete probability mass functions over finite
support {1, . . . , ω} = K ⊂ N, the coupling γ is a bivariate
joint probability mass function that can be represented as a
two-dimensional matrix γ ∈ Γ = [0, 1]ω×ω . In this case, the
EMD distance ϕ(ψ, ν) between ψ and ν is the minimum of
the utility function in the constrained minimization problem
12.

ϕ(ψ, ν) := min
γ ∈ Γ

⟨γ, d⟩F (12a)

s.t. γ1 = ψ, (12b)
γ⊺1 = ν, (12c)
γij ≥ 0, ∀i, j ∈ K (12d)
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Here ⟨·, ·⟩F is the Frobenius inner product between two
matrices so that ⟨γ, d⟩F =

∑
(i,j)∈K2 γijdij , and d =

(dij), (i, j) ∈ K2 is the matrix of distances between i and
j. A common choice for d is the squared Euclidean distance,
where dij =

√
(i− j)2, but any distance notion can be ap-

plied. The constraints in Equation (12b) and Equation (12c)
impose that the marginalizations of the coupling γ are equal
to ψ and ν, respectively. Constraint (12d) guarantees that
all entries of the coupling are positive, as they represent
probabilities.

Since no raw data from vehicular users is available for the
computation at the edge servers, we assume that a central
server has a reference distribution consisting of data samples
and labels. A series n′ of datasets are built based on the data
samples at the server {Ds1, Ds2, ..., Dsn′} and are used to
train n′ machine learning models, such that the weights of
the trained models are collected to build a training dataset for
Neural Network Similarity Estimator (NSIM). NSIM is then
trained over the corresponding data points consisting of the
NN weights trained for the i-th layer being considered and
the computed EMD value and used for predicting the EMD
value given only the trained NN.

Figure 2 shows how EMD can be calculated even between
different data types, as it compares the probability densities
of label distributions in the vehicular user datasets. The
distance matrices show the pairwise EMD values between
twenty sample users in the network storage. Note that the
distance matrix must follow certain constraints, such as be-
ing symmetric and having a zero-valued main diagonal, as
a given user’s distance to themselves must be zero. Such
constraints are also applied to the predicted matrix generated
by NSIM based on the trained ML models computed for the
twenty users. This provides redundancy in the calculation
and enables more robust distance estimation by NSIM. In
other words, users with similar data samples in their datasets
should be attributed a high similarity score by NSIM. The
predicted similarities are fed into a hierarchical clustering
algorithm chosen for its ability to discover meaningful struc-
tures and relationships within vehicular user datasets. This
approach enables us to detect outliers and group similar
models, facilitating the identification of potential malicious
users and enhancing the aggregation process. In this context,
vehicular users with malicious models are expected to have
a significant distance value from all other vehicular users in
the network. They are not included in the clusters used for
aggregation.

E. MODEL AGGREGATION AND PARTICIPATION
INCENTIVE
DOTFL considers an asynchronously aggregation of FVN
models. Thus, after a given vehicular user ui has received
and trained the ML model over their local dataset, the model
is included in Hi.

Upon contact, a pair of vehicular users ui and uk advertise
a list of the contributions in Hi and Hk as a list of hashes
computed for each model in the form hash(h),∀h ∈ H .

The hashes are calculated to be advertised for other vehicular
users without transferring the complete trained models. We
consider the symmetric difference between the advertised
hash lists, denoted by △, as the contributions present in Hi

and not present in Hk as SDi,k ≜ Hi△Hk, and vice versa.
Upon receiving the trained models from uk, hki, NSIM

computes the pairwise similarity between the received and
pre-existing models in Hn. The contributions history is then
updated to include the newly received models, becoming
{Hn ∪ SDn,k}. The Hierarchical Clustering module of
DOTFL assigns a cluster label to all contributions in Hn.
Contributions not clustered with others are considered out-
liers and discarded before aggregation. Considering that J
clusters have been formed, we consider the contributions
trained by un and the models with the same cluster label for
an IID set of contributions.

We define two models of aggregation: 1) Aggregating only
over the same cluster labels as the user’s model; 2) Aggregat-
ing over all valid (i.e., non-outliers) models in H with de-
creasing weights for non-IID contributions. Each user builds
an aggregated model used for prediction. The aggregated
model is computed as the weighted sum of the user’s IID
cluster contributions in which more recently trained models
are given a higher weight than older ones. However, we
consider users to sort the contributions based on cluster
membership and the timestamp of the model creation if the
information is available.

Models are aggregated according to an exponential
smoothing factor µ = µ1, µ2, ..., µJ , as defined in Equa-
tion (13). The sum of the weight vector µ is scaled by a factor
s ∈ [0, 1], which dictates the weight of the contributions
history compared to the previous state of the model, similar to
the learning rate in traditional FL. Furthermore, the network
pre-configures the smoothing factor a ∈ [0, 1] to define
how fast the weights of older contributions decrease as new
models are introduced.

Equation (14) shows how model contributions are aggre-
gated via the FedAvg algorithm, where the model weights
Wi,t are updated with a factor of the average between all
received contributions at the t-th round of communication.
However, in DOTFL, we consider the aggregation to happen
locally at user devices and only happen over a subset of all
received model contributions. This is necessary as vehicular
users are only expected to trust some received model contri-
butions from other users.

µi =
a(1− a)i

s ·
∑J
j=0 a(1− a)j

(13)

Wi,t+1 = (1− µi)Wi,t + µi

∑N
j=0Wj,t

N
(14)

The model contributions in Hi are sorted by their cluster
distance to the user’s cluster and aggregated with the previous
state of the model as shown in Equation (15). The current
state of the local modelWt+1 consists of a linear combination
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FIGURE 2: Similarity Estimation based on the raw datasets (left) and predicted by NSIM based on trained NNs (right).

of the received contributions and the previous state of the
aggregated model.

Wt+1 =Wt +

J∑
i=0

µiWi,t (15)

Algorithm 1 describes the operation of DOTFL as an
instance in a vehicular device for learning and distributing
FL models. We consider that the edge layer of the network
is responsible for distributing the instances and optimizing
objectives to all participating vehicles in lines 4 and 5, as par-
ticipating vehicular users trust the edge layer. Furthermore,
at the system setup, the edge layer must also distribute the
weights of the NSIM model for the specific learning task,
as shown in line 6. The received models are trained over
the vehicular user’s dataset, shown in line 8. As vehicles
move through the scenario, they come within range of other
vehicles running a DOTFL instance. Within the communica-
tion window between vehicles, the first vehicle that initiates
the transmission is responsible for advertising the models
contained in its contribution history, as described in lines 9 -
13. Afterward, each vehicle must estimate the amount of data
that can be exchanged, considering both mobility and channel
characteristics, as shown in lines 14 - 15. In lines 16 - 18, we
consider an NN weights compression scheme to bundle the
models sent during the transmission based on the DEFLATE
algorithm, which combines LZ77 lossless compression and
Huffman coding. Both participating vehicles must contribute

with the unique model contributions in their storage, as the
contributions are disseminated through the network. After
transferring all models, each vehicle can proceed to cluster
and aggregate the received contributions and discard outlier
contributions, as shown in lines 19 - 20.

IV. METHODOLOGY AND EXPERIMENTAL DESIGN
A. SIMULATION SCENARIO
The performance of DOTFL is compared to state-of-the-
art techniques through simulated urban scenarios with vehi-
cles performing FL tasks, base stations, and the respective
communication links for V2I and V2V model aggregation.
For each simulation, C = 10 base stations are arbitrarily
placed in the scenario, such that all points in the environment
are covered by at least one of the base stations. Further-
more, N vehicles are placed in each simulation, with N ∈
{10, 30, 50, 100}, each with a maximum speed restriction of
50 km/h.

The mobility of vehicles follows a realistic mobility trace,
namely, the Köln Vehicular Mobility Dataset [38], consisting
of mobility traces for a large number of vehicles based on
real-world mobility measurements from the city of Köln,
Germany.

In all scenarios, vehicles can directly communicate with
each other and with the base stations to distribute and col-
lect the trained ML models. As expected in 5G scenarios,
the training of NNs by vehicles is controlled by the edge
computing servers situated at the base stations in terms of
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Algorithm 1: Distributed OT-based Federated Learn-
ing

Data: Dataset format, optimization objective
Result: Trained FL models

1 Define optimization objective;
2 The edge layer computes sample datasets;
3 NSIM model builds on sample datasets;
4 for u ∈ U do
5 Receive model architecture A from edge server

e ∈ E;
6 Receive NSIM weights edge server e ∈ E;
7 while Local model not converged do
8 Perform local training;
9 if Neighbor FL instance in range then

10 k← neighbor instance;
11 Initiate communication;
12 Advertise list of contributions

hash(h)∀h ∈ Hu;
13 Compute symmetrical difference

SD ← Hu△Hk;
14 Predict the next positions for k;
15 Calculate total data exchange possible Θ;
16 Compress contributions in SDu,k;
17 Send compressed contributions to k;
18 Receive contributions from k, SDk,u;
19 Cluster received contributions;
20 Aggregate over chosen cluster;

architecture and hyper-parameters. Figure 3 shows the archi-
tecture of the NN used in the experiments.

B. NEURAL NETWORK ARCHITECTURE
All participants in the FL process must agree on the same
neural network architecture to be used. Thus, in our experi-
ments, we chose the MobileNet model [39] as a base network
architecture for the majority of experiments, except Figure 8.

The base model, namely MobileNet was pre-trained on
the ImageNet dataset [40], and was chosen here due to its
fast prediction latency and lower memory footprint, making
it an extremely efficient architecture for image classification
[41]. In the context of vehicles, such low prediction latency
is desirable to make quick and accurate driving decisions.

The model is tailored to fit well the CIFAR-10 [42],
the CIFAR100 [43], and MNIST [44] image classification
datasets. Notably, an extra hidden layer composed of 256
neurons is inserted after the last layer of the original Mo-
bileNet model. This dense layer uses the Rectified Linear
Unit (ReLU) activation function to introduce non-linearity,
helping the model learn more complex patterns in the
CIFAR-10 dataset. To mitigate overfitting, a dropout layer
is incorporated after this hidden layer, with a dropout rate of
0.5, randomly freezing the weights of specific neurons during
training to reduce overfitting. Following the hidden layer, an

output layer consisting of 10 neurons is added. Each neuron
corresponds to one of the ten classes in the CIFAR-10 dataset.
A softmax activation function is used in this layer, converting
the model’s outputs into a probability distribution over the ten
classes.

In addition to the MobileNet architecture, we also perform
experiments considering other NN architectures to verify
DOTFL’s performance in different scenarios. Thus, experi-
ments were implemented also on the ResNet50 and a plain
Convolutional Neural Network (CNN) architecture.

• The ResNet50 is a more complex NN model, consisting
of a deep architecture that incorporates residual blocks
to alleviate the vanishing gradient problem, thus facili-
tating the training and generalization of ML tasks [45].

• On the other hand, a simple CNN was designed to serve
as a baseline for comparing the performance of more
sophisticated models, such as MobileNet and ResNet50.
This CNN comprises three convolutional layers with
Rectified Linear Unit (ReLU) activations, interspersed
with max-pooling layers to reduce spatial dimensions
and extract the most significant features.

C. NON-IID DATA DISTRIBUTION
We aim to attest to the performance of the FL process in
the presence of non-IID datasets across users. Given the
datasets used in the experiment (which are image classifica-
tion datasets), we devise a method for distributing non-IID
local datasets by over-representing certain classes for each
user at random.

This is accomplished by selecting one of the dataset classes
at random for each user and defining the number of sam-
ples the vehicle’s local dataset will contain for each of the
classes according to a Gaussian distribution centered on the
overrepresented class. Thus, we assign a larger proportion of
samples from a single class to each user, while still including
samples from other classes to maintain diversity. This means
that some classes were significantly over-represented in the
datasets of certain users compared to others, which reflects
real-world scenarios where data can be unevenly distributed
across nodes in distributed learning systems. This is espe-
cially true in the case of vehicular networks, where users’
driving patterns and areas they drive across may significantly
change from user to user.

D. SIMULATED ALGORITHMS
For each simulated scenario, the performance of DOTFL
is compared against to other state-of-the-art FL algorithms,
namely: (i) FedAvg, (ii) Device-to-Device (D2D) Aggrega-
tion [17], and (iii) SCAFFOLD [46].

• The FedAvg aggregation mechanism [4] is a central-
ized approach where vehicular users communicate with
the base stations to receive aggregated versions of the
ML model. Users subsequently perform additional local
training rounds and transmit their models back to the
central server through the base stations. Finally, the
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FIGURE 3: Neural Network Architecture

central server aggregates the received models in the
corresponding round by averaging the model weights
and sends the aggregated model back to mobile users.

• On the other hand, the D2D aggregation approach [17]
is a decentralized approach where vehicles receive the
initial model hyperparameters configuration from the
edge servers via the base stations. However, they dis-
tribute their models to other participating vehicles by
using direct D2D communication for aggregation. Upon
receiving trained models, each vehicle performs a local
aggregation round over the model received.

• SCAFFOLD Federated Learning method was also im-
plemented to evaluate its performance within the ex-
perimental setups of DOTFL. SCAFFOLD (Stochastic
Controlled Averaging Federated Learning) addresses
the issue of statistical heterogeneity among client data
distributions, which can significantly impede the con-
vergence rate and overall performance of federated
learning models [46]. This method introduces a control
variate approach to correct the client updates’ direction,
in terms of their gradients, based on the variance ob-
served across different clients, aiming to reduce the drift
caused by non-IID data distributions commonly found
in vehicular networks. Thus, it serves as a baseline
for the effectiveness of DOTFL’s model clustering in
the presence of model poisoning attacks and non-IID
datasets.

V. PERFORMANCE EVALUATION
The experiments measure the performance of all compared
mechanisms through three metrics: (i) the models’ conver-
gence, (ii) accuracy scores, and (iii) the ratio of malicious
vehicular users whose models are rejected, which takes the
number of malicious users introduced in each simulation and
scores the ratio of their model contributions which were not
used in the aggregation procedure. This can be influenced
by failures during the transfer of these models due to lack
of sufficient communication time and quality, or, in the case
of DOTFL, due to such contributions being rejected at the
server. All components of DOTFL were implemented in
the Keras [47] and Tensorflow 2.15 [48] frameworks. The
implementation source code is made available for download
1. Table 3 summarizes the simulation parameters.

1https://github.com/lsiddd/federated_sid (complete source codes will be
made public upon approval.)

Additionally, before deployment to vehicle users, the mod-
els underwent pre-training on the specific datasets under eval-
uation in the experiment. This approach simulates models
that vehicle manufacturers could ship, already pre-trained for
designated tasks.

TABLE 3: Simulation Parameters

Parameter Value

Scenario size 2000x2000 meters
Number of vehicular users N 10, 15, 30, 50, 100
Ratio of malicious vehicular users ζ 0.1, 0.5, 0.7, 0.9
Max. velocity of vehicles 50 km/h
Number of base stations C 10
Macrocell transmission power 46dBm
Small-cell transmission power 23dBm
Small-cell height 10m
Macrocell height 45m
Propagation loss model Close In
Downlink frequency 2120MHz
Uplink frequency 1930MHz
CNN size SM 343 922 parameters
CNN hyperparameters κ = 5, L = 2, θ = (72, 72),

δ1 = 0.1, δ2 = 0.1

Figure 5 presents the mean accuracy achieved by users
across a range of scenarios, characterized by differing num-
bers of participants (10, 15, 30, 50, and 100), employing
four distinct federated learning algorithms: DOTFL, D2D
Aggregation, FedAvg, and SCAFFOLD.

Across all evaluated algorithms, DOTFL consistently ex-
hibits a higher average accuracy across the evaluated sce-
narios. Specifically, DOTFL achieves approximately 5% to
6% higher average accuracy compared to D2D Aggregation,
around 2% to 3% higher compared to FedAvg, and closely
matches or exceeds the accuracy of SCAFFOLD, depending
on the number of vehicles involved. SCAFFOLD’s perfor-
mance stems from its capacity to account for variations in
user contributions through a corrective factor, mitigating the
impact of model heterogeneity. However, we can still attest
to DOTFL’s improvement, mainly due to its higher aggrega-
tion frequency achieved by D2D aggregation, as well as its
ability to filter out malicious users in the clustering process.
The findings underscore the importance of implementing
model clustering within scenarios characterized by high het-
erogeneity, particularly when malicious users are present.
Furthermore, we observe the behavior of these algorithms
concerning the simulated datasets and the number of users
included in each simulation in Figure 4.

The convergence plots displayed in Figure 6 provide in-
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(c) Accuracy for 30 Users
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(d) Accuracy for 50 Users
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FIGURE 4: Accuracy comparison of DrivePFL, D2D, and FedAvg across varying numbers of vehicles.
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FIGURE 5: Average Accuracy of Users in Scenarios with 10,
15, 30, 50, and 100 users, with 30% of malicious users.

sights into model convergence in different scenarios contain-
ing varying numbers of users (10, 30, 50, and 100) and three
FL algorithms: D2D Aggregation, DOTFL, FedAvg, and
SCAFFOLD. We can observe that DOTFL is the algorithm
with the highest convergence speed and accuracy. This can
be attributed to its utilization of D2D FL aggregation and the
integration of clustering techniques to mitigate model poi-
soning attacks, as well as increasing aggregation frequency.
By leveraging D2D FL aggregation, DOTFL benefits from
the collaborative learning capabilities of nearby devices and
more efficient distribution of models compared to FedAvg.
However, as we can note in the D2D Aggregation case, the
presence of malicious users in a D2D setting can significantly

compromise the convergence and performance of the model,
as malicious users can deliver low-quality weights. The be-
havior of SCAFFOLD also exhibits better aggregation speed
across the scenarios than both FedAvg and D2D. However, its
accuracy is also impacted by the presence of malicious users
in the network, maintaining converge speeds consistently
below DOTFL. This is mitigated in DOTFL using the NSIM
similarity estimator and model clustering, as malicious users
can be more effectively detected and rejected.

Figure 7 shows simulation scenarios with varying ratios
of malicious users to assess the resilience of the evaluated
FL algorithms, namely, DOTFL, D2D Aggregation, FedAvg,
and SCAFFOLD, against model poisoning attacks. We can
observe in the results that DOTFL achieves a superior ability
to reject malicious contributions. The ratio of malicious
contributions rejected by DOTFL is significantly higher than
that observed in FedAvg, D2D Aggregation, and SCAF-
FOLD, with rejection rates of 24.7% on CIFAR-10, 32.0%
on CIFAR-100, and 35.1% on MNIST, surpassing the perfor-
mance of other algorithms across all evaluated datasets.

In the context of mitigating malicious contributions, D2D
Aggregation and FedAvg demonstrate reduced robustness,
featuring significantly lower rejection rates compared to
those achieved by DOTFL. While SCAFFOLD enhances the
handling of non-IID data and better aligns client updates
with the global model, its strategies are not explicitly tailored
for identifying and mitigating model poisoning attacks as
effectively as DOTFL’s model clustering and NSIM similar-
ity estimator techniques. These results highlight the critical
need for robust defense mechanisms against model poisoning
attacks in FL algorithms, especially for applications vul-
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FIGURE 6: Model convergence for scenarios with 10, 15, 30, 50, 100 users, with 30% malicious users.
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rejected from aggregation.

nerable to significant rates of malicious interference. The
comparative robustness of DOTFL against such threats, as
evidenced in our experiments, showcases the potential for
collaborative learning in adversarial contexts.

In our simulations, we evaluated the impact of different
neural network architectures on the FL process, focusing on
the first layers of the ML model. The tested architectures in-
cluded a traditional CNN model, MobileNet, and ResNet50,
each distinct in their design principles and suitability for
various use cases. These differences crucially influenced their
effectiveness within FL environments.

The architecture’s complexity and efficiency are necessary
considerations, especially in the case of more critical appli-
cations, such as those in vehicular networks. DOTFL demon-
strated superior accuracy results across all architectures. It
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FIGURE 8: Average Accuracy Values for different neural
network architectures used as base layers.

achieved a baseline accuracy of 74% with the simpler Pure
CNN, and around 82% when employing either MobileNet
or ResNet50. MobileNet and ResNet50 have notably better
capability in extracting features from the data samples.

The performance improvements observed in D2D, Fe-
dAvg, and SCAFFOLD were more modest. The adoption
of more complex architectures yielded moderate benefits for
these algorithms. Although FedAvg and D2D exhibited some
performance increase when transitioning from a Pure CNN
to MobileNet and ResNet-50 architectures, these gains were
not statistically significant.

SCAFFOLD’s performance demonstrably improved when
employing MobileNet and ResNet-50 architectures. This
suggests a potential dependence of its corrective mechanism
on more complex architectures for effectual mitigation of
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client drift and heterogeneity in FL. Our findings demonstrate
a substantial influence of neural network architecture on
the performance of FL algorithms. Models with enhanced
capacity for feature extraction and the ability to learn and
abstract more intricate features within the datasets exhibited
superior performance.

The performance on the evaluated datasets exhibited min-
imal variation between ResNet-50 and MobileNet architec-
tures. The results suggest both models possess sufficient
learning capacity for the FL algorithms employed. Con-
sequently, the prior prioritization of MobileNet in vehicu-
lar contexts might be particularly advantageous due to its
potential to reduce latency in prediction, a crucial factor
influencing driver experience and safety.

VI. CONCLUSIONS
Federated Learning over Vehicular Network is a rapidly
growing ML paradigm for training high accuracy ML mod-
els over highly distributed datasets without compromising
the privacy of participating vehicular users in the VANET.
However, the dynamic nature of VANET and the lack of
a centralized manner to establish the trustworthiness of all
participants can leave FVNs vulnerable to low-quality con-
tributions, as well as model poisoning attacks.

This article proposes DOTFL (Distributed OT-based Fed-
erated Learning), an FVN algorithm based on D2D FL which
uses a novel model similarity metric, as well as clustering of
similar models to adapt the system to the presence of non-IID
models in the scenario, as well as the presence of malicious
users trying to poison the model.

Experimental results show the effectiveness of DOTFL
in terms of convergence time, accuracy, and the ratio of
correctly rejected malicious vehicular users across different
scenarios. DOTFL outperforms the existing methods in pre-
diction accuracy by up to 22%. Furthermore, DOTFL rejects
the participation of most malicious vehicular users in the
network by clustering received models and removing outliers
from the clustering process. This shows that DOTFL’s usage
of a D2D FL in tandem with the NSIM model similarity
estimator and the clustering of ML models can significantly
improve the performance and resilience of FVN in a variety
of scenarios.
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