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1  |  INTRODUC TION

The evaluation of the craniofacial structures is an essential part for 
reaching a diagnosis and performing outcome assessments in vari-
ous medical and dental specialties including maxillo-facial surgery, 

orthodontics, plastic and reconstructive surgery. Such an evaluation 
is mostly done with the use of photographs and X-rays, which are 
static depictions of the face and hard cranial structures, respectively. 
Although these are still mostly acquired in two dimensions,1 the use 
of three-dimensional imaging technology is becoming more available 
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Abstract
Objectives: In addition to studying facial anatomy, stereophotogrammetry is an ef-
ficient diagnostic tool for assessing facial expressions through 3D video recordings. 
Current technology produces high-quality recordings but also generates extremely 
excessive data. Here, we compare various recording speeds for three standardized 
movements using the 3dMDface camera system, to assess its accuracy and reliability.
Materials and Methods: A linear and two circular movements were performed using 
a 3D-printed cube mounted on a robotic arm. All movements were recorded initially 
at 60 fps (frames/second) and then at 30 and 15 fps. Recording accuracy was tested 
with best-fit superimpositions of consecutive frames of the 3D cube and calculation 
of the Mean Absolute Distance (MAD). The reliability of the recordings were tested 
with evaluation of the inter- and intra-examiner error.
Results: The accuracy of movement recordings was excellent at all speeds (60, 30 and 
15 fps), with variability in MAD values consistently being less than 1 mm. The reliabil-
ity of the camera recordings was excellent at all recording speeds.
Conclusions: This study demonstrated that 3D recordings of facial expressions can 
be performed at 30 or even at 15 fps without significant loss of information. This 
considerably reduces the amount of produced data facilitating further processing and 
analyses.
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and has improved the diagnostic accuracy especially in challenging 
cases with high treatment demands.2–5

Nevertheless, there is often a need to perform quantitative 
measures of facial expressions. These are affected in cases with pa-
thologies, such as in facial nerves, or after plastic facial surgery.6 In 
addition, depressive disorders are associated with a decline in the in-
tensity of facial expressions, which is often used to support the diag-
nosis.7,8 In dentistry and orthodontics, there is a large interest in the 
smile and its association to tooth appearance and position. When 
young adults were asked to evaluate their own facial and smile at-
tractiveness, they appeared more satisfied with wider smiles.9,10 
Also, an aesthetic improvement of the smile is the main motivation 
for seeking orthodontic treatment in children and adults.11

Several methods have been proposed over the years to study 
facial expression, qualitatively and quantitatively. The House-
Brackmann grading system is a visual, qualitative scale that has been 
used widely in the past.12 Due to the pure qualitative nature of this 
method, its use remained limited and more quantitative methods 
were explored. Using alginate impressions and plaster casts to recon-
struct facial expressions was suggested; nevertheless, the method is 
highly demanding from a technical point of view for both, the oper-
ator and the patient, and it provides only static information.13 The 
utilization of two-dimensional photographic and videographic tech-
nology presents a viable and reasonable solution, because the com-
bination of these two tools provides static and dynamic information, 
is easy to perform and shows good reproducibility.13,14 However, the 
lack of a third dimension could compromise the outcomes, leading to 
inaccurate and less informative assessments of facial expressions.15

Recent technological advancements in three-dimensional imag-
ing led to the commercial development of cost-effective, easy to use 
3D camera systems with high computational power, able to record 
facial movements in three dimensions. This adds the fourth compo-
nent of ‘motion’ to a three-dimensional image, and thus these de-
vices are often described as 4D cameras.16,17 The generated videos 
can then be used to perform quantitative analyses of facial move-
ments using special software.17 For this purpose, multiple markers 
can be fixed on the subject's face and used as reference points to 
study changes on facial morphology. This method is referred to as 
a ‘marker-based tracking system’. Despite its widespread use, the 
method introduces errors generated by the inaccurate placement 
of the markers at different time points.18 To overcome this limita-
tion, more advanced camera systems have been developed recently, 
which do not require the use of facial markers and allow fast re-
cording of facial movements in high detail with speeds that reach 60 
frames/second (fps). High fps values not only significantly increase 
the sensitivity of the recordings and provide highly accurate three-
dimensional videos but also generate a very large amount of data to 
be saved and processed.17 Decreasing the fps number produces less 
data, but may lead to important loss of information in cases where 
facial movements are very quick.17

Within this context, the most important factors limiting a more 
widespread adoption of 4D capturing systems in clinical settings are 
the costs of the camera system, the requirement of a computer with 

high processing speeds for three-dimensional image rendering, the 
substantial demand for data storage as well as the costs that are 
associated with such a demand. This is particularly important taking 
into account that the file size of an individual frame can range from 4 
to 100 MB, depending on the device used and the program configu-
ration.16 Given that the computer specifications for high processing 
speeds and a large graphic card memory cannot be compromised if 
the acquired images are to be viewed properly and processed fur-
ther, the most realistic option would be to reduce the amount of 
produced data. In order to do so, without jeopardizing the usability 
of marker-free 4D camera systems, the camera settings need to be 
adjusted to adequately capture facial movement, without generating 
excessive ‘data waste’. The present investigation aims to assess the 
accuracy and reliability of a 4D camera system and provide guide-
lines for camera setting optimization based on different types of 
standardized movements.

2  |  METHODS

The present study was conducted in the Department for Pediatric 
Oral Health and Orthodontics at the University Center for Dental 
Medicine Basel UZB, University of Basel in Switzerland. Ethical 
approval was waived, because the study does not include human 
subjects nor utilizes pre-existing patient information. To meet the 
primary objective of the study, a group of standardized movements, 
performed identically and repeatedly, was obtained through the use 
of a robotic arm (UR5e Universals Robots, Universal Robots GmbH, 
München, Germany). To reduce random error, all recordings were 
performed twice in one session (by two independent operators) and 
repeated at a second time point, 4 weeks later by the same two op-
erators. The methods are described in detail below.

2.1  |  Robotic arm

The specifications of the used robotic arm (Universal Robots GmbH, 
München, Germany) allow for medium-load applications (up to 5 kg) 
and ensure accurate, highly reproducible movements, which are 
pre-programmed in the built-in software. For this investigation, a 
3D printed cube (45 × 45 × 45 mm) with a non-reflective surface was 
produced out of plastic material (Acrylonitrile Butadiene Styrene 
[ABS]) and was mounted on the robotic arm. The cube shape was 
selected because, under the current experimental design, it allows 
for accurate superimposition in three dimensions in relation to a 
sphere, for example, since the relative position of its three surfaces 
can be uniquely defined and approximated to a corresponding object 
in space. To ensure correct superimposition of consecutive frames, 
a cross mark was drawn on one of the surfaces for better identifica-
tion of the cube orientation. The camera position was maintained 
fixed for all experiments and oriented in a way that its two-pods 
system provided a complete field of view of the robotic cube move-
ment, in accordance with the eye-to-hand configuration method.19 
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    |  3COPPOLA et al.

Also, prior to the recordings, a ‘hand-eye calibration’19 of the robotic 
arm, the camera and their relative position was performed. This min-
imized possible errors due to differences in the experimental setting.

During the recordings, the cube was placed in front of the cam-
era at a predetermined position, in a way that at least four surfaces 
and one edge were captured.

The camera performance was tested based on the recordings of 
the standardized individual cube movements in space. The following 
types of movements were programmed (Figure 1):

1.	 A linear movement between two points located on an or-
thogonal (perpendicular) plane to the recording direction of 
the camera.

2.	 A circular movement through the same points and plane men-
tioned above, hereafter called circular-orthogonal movement.

3.	 A circular movement between two points located on a plane par-
allel to the recording direction of the camera, hereafter called 
circular-parallel movement.

All movements were performed at the same speed of 100 mm/s. 
This was defined based on the duration and the extent of various 
facial movements, as reported in the literature (Table S1).20–22

2.2  |  4D camera system

The tested camera system was a four-dimensional stereoscopi-
cal camera that uses projected unstructured infra-red light to take 
three-dimensional pictures or videos (3dMDface, 3dMD, Atlanta, 
GA, USA). The system consists of two modular camera units (MCUs) 

F I G U R E  1  Schematic representation of performed movements. Top. Linear movement between two points (Point A – Point B), on an 
orthogonal plane to the recording direction of the camera. Middle. Circular movement between point A and point B on an orthogonal plane 
to the recording direction of the camera. Bottom. Circular movement between points C and D on a plane parallel to the recording direction 
of the camera.
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4  |    COPPOLA et al.

synchronized with a robust LED lighting system. Each unit consists 
of three 1.3 mega pixel machine vision cameras (two greyscale and 
one colour one). The camera allows for individual photo acquisi-
tion and for video recordings at various speeds between 10 and 60 
frames/second (fps).

2.3  |  Accuracy and reliability of the 4D 
camera system

To evaluate the performance of the 4D camera system, a series of 
recordings were performed by two independent operators, who 
had previously been calibrated and trained in this system. At first, 
each operator performed a recording of all standardized move-
ments (see above section ‘Robotic arm’) at 60 fps. From this, the 
frames corresponding to 2 seconds (120 frames in total) of the 
entire recording were extracted and saved as .obj files (60 fps 
group). To simulate recordings at 30 fps, every second frame of 
the initial 120 frames were selected and saved separately, forming 
a total of 60 frames (30 fps group). Similarly, to simulate recordings 
at 15 fps, every fourth frame was selected, forming a total of 30 
frames (15 fps group).

The accuracy of the camera at different recording speeds was 
tested by measuring the Euclidean distances between the cen-
troids23 of three adjacent corresponding cube surfaces, depicted 
in different frames, using Viewbox  4 Software (version 4.1.0.1 
BETA 64, dHAL software, Kifisia, Greece). For this purpose, each 
cube/frame was superimposed with the first one of the respec-
tive recording speed group, through the automated application 
of a best-fit approximation algorithm.24 The movement required 
for this superimposition was recorded as the Euclidean distance 
metric used in the study. For each group (60, 30, 15 fps), the su-
perimposition reference areas (100 triangles on each of the three 
depicted cube surfaces) were selected manually at the centre 
of each of the three cube surfaces of the first frame and were 
used for all superimpositions of the respective group for consis-
tency reasons (Figure  2). After the completion of this process, 
the x, y and z translations of each object centroid, required for 
the best fit approximation of the cube surfaces of any frame to 
those of the first frame, were extracted to an Excel worksheet 
(Microsoft Excel, Microsoft ©, Richmond WA, USA) for further 
handling. For each frame, the square root of the sum of the square 
x, y and z distances was calculated and comprised the Euclidean 
distance metric used in the study. The outcomes were presented 
graphically and assessed qualitatively, according to the various 
pre-determined camera settings. All analyses and graphics were 
performed using IBM SPSS statistics for Windows (Version 27.0. 
Armonk, NY: IBM Corp.).

The reproducibility of the method was tested by comparing the 
outcomes between the two independent operators in all standard-
ized movements and at all recording speeds. The inter-examiner 
error was presented using Bland–Altman plots,25 as well as qualita-
tive assessment.

The reliability of the method was assessed in two ways. In order 
to determine the intra-operator error, one operator repeated all 
superimpositions in the 60 fps group, 4 weeks after the initial pro-
cessing. This assessment was also performed through Bland–Altman 
plots.

To assess the reliability of the camera performance, all standard-
ized movements were recorded a second time at a speed of 30 fps 
and a third time at a speed of 15 fps. The outcomes of these addi-
tional recordings were compared to the outcomes of the extracted 
frames from the initial recording performed at 60 fps (30 fps group 
and 15 fps group, respectively). As a result, six additional compar-
isons were performed and presented graphically for qualitative 
assessment.

3  |  RESULTS

The comparative assessment of the camera performance at 
various frames per second is displayed in Figures  3–5 for all re-
corded types of movements. The graph for the linear movements 
(Figure 3) shows that in all cases there was an initial stage when 
the cube accelerated to the pre-determined speed. During this 
stage, the change in cube position was sudden until it stabilized, 
at which point the Euclidean distances between frames become 
more subtle. For each fps group, the two identical, consecutive 
‘waves’ represent two consecutive linear movements during which 
the cube moves between points A and B. Each ‘wave’ has an accel-
eration phase (ascending line), a linear phase (horizontal line) and 
a deceleration phase (descending line) followed by the next accel-
eration phase. The irregularity in the graph path during the linear 
phase represents the irregularity in cube movement produced by 
the robot. A comparative observation of the three lines in Figure 3 
reveals that at faster recording speeds slightly smaller irregulari-
ties occur. However, the range in the irregularity of the movement 
stays within 1 mm in all three recording speeds. This means that 
there is minimal loss of movement data even when the camera is 
set at 15 fps.

Figures  4 and 5 depict the circular movements of the cube 
perpendicular (x–y plane) and parallel to the camera (y–z plane), 
respectively. Here, the irregularity in the movements increases as 
the recording speed decreases. Nevertheless, inaccuracies remain 
within the level of 1 mm, within which the recordings at 30 and 
15 fps show insignificant loss of information.

In regard to the reproducibility of the camera recordings, 
the Bland–Altman plots of the measurements performed by two 
independent operators show very good agreement (Figures S1–
S3), with differences consistently below 0.2 mm. The reliability 
of the camera recordings was tested through repeated record-
ings at 30 and 15 fps, as described above. The results of this 
assessment are presented graphically in Figures  S4a–c and 
S5a–c. Each of these images presents a comparison between 
two lines. One (Recording 1) represents the movements dis-
played in frames extracted from the initial recording at 60 fps 
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    |  5COPPOLA et al.

that correspond to an equivalent recording at 30 fps or 15 fps, 
respectively. The other line (Recording 2) represents the move-
ment captured during separate recordings at 30 fps or 15 fps 
revealing that for most movements the difference in movement 
increments between the two recordings is minimal. This indi-
cates that the surface information provided by the camera is the 
same whether frames are extracted from a recording at maxi-
mum speed (60 fps) or whether the recording speed is reduced 
at 30 fps or 15 fps.

The reliability of the operator (intra-operator error) was as-
sessed with Bland–Altman plots and was considered very good 

with differences not exceeding 0.4 mm even in extreme cases 
(Figures S6–S8).

4  |  DISCUSSION

The purpose of this investigation was to perform a thorough as-
sessment of the accuracy and reliability of a widely used 4D cam-
era system (3dMD) in performing video recordings of standardized 
movements at various speeds. The results allow for valuable rec-
ommendations regarding the optimal camera speed settings (fps) 

F I G U R E  2  A, The 3D printed cube 
that was recorded during all standardized 
movements. The red cross helped with 
cube orientation. B, The cube mounted 
on the robotic arm using a custom-made 
extension. The extension provided 
enough distance between the cube and 
the robotic arm during its movements, so 
that the robotic arm was not included in 
the video recordings.

F I G U R E  3  Positional change in mm between consecutive frames during linear movement of the object. Each line represents a recording 
speed.

 16016343, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/ocr.12808 by U

niversitat B
ern, W

iley O
nline L

ibrary on [15/05/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6  |    COPPOLA et al.

when studying facial expressions in three dimensions. A reduc-
tion in frames per second without significant loss of information 
is desirable to facilitate the storing and processing of the gener-
ated data, which are usually quite large, and thus, time-, cost- and 
resource-consuming.

A 3D printed cube was used as the object performing the stan-
dardized movements in space by the robot. The configuration and 
the calibration method were set to minimize possible errors due to 
differences in the experimental setting. Nevertheless, it can be ex-
pected that small differences occur with every set up, positioning 
and calibration of the equipment. These differences are seen in the 
difference between inter- and intra-rater errors, with intra-rater 
error being larger than inter-rater error. The experiment was per-
formed by two independent operators on the same day and did thus 
not require a new set up of the robotic arm. Intra-rater reliability, 
however, was evaluated with measurements performed 4 weeks 
after the first ones, which required a new set up, positioning and cal-
ibration of all equipment. This could have led to larger differences, 
which, however, are also inconsiderable.

The recordings were performed with the 3dMD camera system, 
which has shown excellent results in capturing facial volumetric data 
and facial movements.26 Prior to stereophotogrammetry, the acqui-
sition of three-dimensional facial surface information was only pos-
sible with direct anthropometry, a technique in which landmarks are 
placed directly on the face and measurements are performed in vivo 
in the form of linear and angular values.27 Although anthropometry 

has been widely used, it can be reliable and is cost-effective, it also 
requires the operator to be trained, the patients to be collabora-
tive, it is time-consuming, and does not allow for data storage and 
verification.28 Thus, there are questions about its validity, espe-
cially when assessing volumetric changes such as facial swelling26 
or when studying facial expressions, which in themselves are highly 
variable.29 In comparison to direct anthropometry, 3D stereophoto-
grammetry systems have showed satisfying accuracy and reliability 
in performing facial assessments and are equally precise to direct 
anthropometry in landmark identification.30

In the present study, we used the 3dMD camera to record a 
series of three-dimensional videos. When compared to other cam-
eras, the chosen system demonstrated exceptional repeatability 
and precision, along with the highest capture and processing speed, 
and the lowest error in geometric representation. A single frame 
could take up to 8 seconds to be processed, a relatively short time 
compared to other cameras that require between 20 and 120 sec-
onds. Nevertheless, it remains an important time-consuming pro-
cess, especially considering a recording speed of 60 fps.16–18 The 
use of video recordings for diagnostic purposes is still not widely 
used due to its limited diagnostic applications and the difficulties 
in data storage and processing. However, there are advantages in 
capturing the face dynamically rather than statically. In addition to 
expanding the diagnostic possibilities into capturing facial move-
ments and expressions,31 3D videos are also less affected by er-
ratic movements in restless patients, primarily in young children.32 

F I G U R E  4  Positional change in mm between consecutive frames during circular movement of the object, on a plane perpendicular to the 
camera. Each line represents a recording speed.
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    |  7COPPOLA et al.

Thus, instead of capturing a single 3D image of a face, a series 
of 3D frames are captured in the form of a video. This allows for 
both static and dynamic evaluations; a selection of a single video 
frame allows for static facial assessment and a selection of a series 
of frames provides dynamic data that can be used to study facial 
expressions or movements. Nevertheless, there are significant 
limitations relative to 3D video recordings that are related to the 
excessive amount of data generated. In reality, researchers and cli-
nicians record long videos, capturing a series of facial expressions 
in order to build a more complete patient database that allows for 
various diagnostic analyses. For example, a 3D video recording 
of 1 minute at 60 fps generates 3600 3D frames. Each 3D frame, 
including texture and colour, is approximately 7 MB, leading to a 
25 200 MB (25.2GB) video. This reduces to 12 600 MB (12.6 GB) 
if the speed is reduced to 30 fps and to 6300 MB (6.3 GB) if the 
recording speed is reduced to 15 fps. Therefore, adjusting the re-
cording speed would significantly reduce the generated data. The 
present study showed that such a reduction would potentially not 
lead to significant loss of information when studying facial expres-
sions. This finding has major implications regarding the computa-
tional resources and the associated processing requirements when 
using three-dimensional video recordings, especially in the case of 
large data sets or high clinical demands. On the basis of the above 
storage estimates, a video recording of a patient performing a mul-
titude of complex facial movements could exceed a duration of 2 
or 3 minutes, which would normally require more than 75 GB with 

a recording speed of 60 fps. Being able to save 50% of this huge 
storage demand without losing any potentially significant infor-
mation could make a notable impact on the infrastructure of any 
clinical or research setting. This is particularly useful in centres 
that provide care for patients with craniofacial deformities or fa-
cial paralysis, and need to evaluate their ability to perform a series 
of facial movements at various points in time.33 The same applies 
in large clinical centres providing medical or dental services to a 
large number of patients. A centre, for example, that serves 500 
new patients per year and uses 1-minute 3D videos as a screening 
tool, could benefit from a reduction of 63 TB per year in storage 
demands. In addition, more and more medical research is based on 
exploring massive data sets as part of multi-centre clinical trials or 
‘big data’ analyses. Being able to reduce recording speed of three-
dimensional videos without compromising the quality and accu-
racy of the data, provides a vital option for research groups, with 
strong implications on funding demands. In countries with limited 
research funds, finding ways to minimize costs might be crucial in 
many cases. For the purposes of this study, a robotic arm was used 
to perform standardized movements in three dimensions, at a pre-
determined speed, which was higher than the reported speeds of 
the most common facial expressions.

Due to the scarce available information regarding the per-
formance of 3D camera systems in capturing facial movements, 
an in  vitro methodology was preferred in order to eliminate con-
founders related to the variability of human facial expressions. The 

F I G U R E  5  Positional change in mm between consecutive frames during circular movement of the object, on a plane parallel to the 
camera. Each line represents a recording speed.
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8  |    COPPOLA et al.

variability of facial expressions and their reproducibility depend on 
their pattern, magnitude and speed. These characteristics also de-
pend on whether an expression is verbal or non-verbal, on its vol-
untary/involuntary nature or if it is a micro- or macro-expression.31 
There is no agreement in the literature regarding the reliability of 
verbal and non-verbal expression. While there are reports that 
verbal expressions are more reproducible, because they are more 
refined and are performed more frequently,31,32 others have found 
that non-verbal expressions are more reproducible. Five non-verbal 
expressions have been studied extensively, namely maximum smile, 
lip purse, cheek puff, maximum raising of the eyebrows and forceful 
eye-closure. It is considered that these expressions represent the 
muscle activity controlled by each of the main branches of the facial 
nerve.29,34,35 The least reproducible has been found to be the ‘cheek 
puff’,34 and the most reproducible the ‘smile’.36,37 Also, expressions 
requiring maximum muscle contraction tend to be more reproduc-
ible, such as a ‘widest possible smile’ in comparison to a spontaneous 
smile.34 The same is true for expressions associated with increased 
muscle memory, such as a posed smile, which is a frequently per-
formed movement, and thus, tends to be more reproducible than a 
spontaneous smile.36,37

The duration of an expression is the characteristic differ-
entiating between micro- and macro-expressions or conven-
tional ones. Micro-expressions usually last between 0.222 and 
0.5 seconds20,22,38 and are the main focus in research studying 
involuntary facial expressions. These are also known as ‘leaked 
expressions’ as they are extremely hard, if not impossible to sup-
press, they are very subtle and fast.22 All facial muscle activities 
slower than micro-expressions are considered conventional or 
macro-expressions. The duration of smiling expression, for in-
stance, which is the most common one, ranges between 0.5 and 
0.75 seconds in various social contexts.39 For the purpose of this 
study and based on the available literature, a movement speed 
that would represent the magnitude and speed of all possible 
facial expressions was necessary. With the selected movement 
speed of 100 mm/s, even the largest facial expressions, such as 
mouth opening, are included at large. Also, facial expressions are 
the result of facial muscle activity, whose minimal contraction 
speed is 0.1 second.22 Given that with a recording speed of 15 fps 
a new frame is captured every 0.067 seconds, this speed would, in 
theory, be adequate to capture even the finest and fastest facial 
expressions. The results of this investigation confirm the above 
thought process, showing that even at recording speeds of 15 fps, 
the loss of information is always less than 1 mm. Considering also 
the significant reduction in the amount of data, it can be con-
cluded that a recording speed of 15 fps is preferable to record and 
evaluate facial expression and movement. The authors realize the 
limitations of an in  vitro study and the shortcomings related to 
not recording actual facial expressions, but rather a sequence of 
standardized, less complicated movements. Taking the high vari-
ability and unpredictability of human facial expressions into ac-
count, it might therefore be considered more clinically relevant, in 
critical cases, to perform video recordings at a speed of 30 fps, to 

eliminate even the slightest possibility for information loss. Ideally, 
future investigations should repeat the present study in humans 
and confirm the present guidelines for clinical use.

5  |  CONCLUSION

This well-controlled, in vitro, methodological study shows that eval-
uations of three-dimensional facial movements can be performed 
with a recording speed of 15 fps or 30 fps, rather than 60 fps. This 
option provides accurate and reliable data for dynamic facial assess-
ment without significant loss information and with a significant re-
duction in the amount of generated data.
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