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A B S T R A C T   

A complex picture of the Pleistocene glaciation history of northern Switzerland has been identified over the last 
three decades. To gain further insights into the long-term landscape evolution, numerical dating is required. In 
the absence of alternative dating techniques, luminescence dating is the key method for establishing chrono-
logical constraints of past glaciations. However, this is presented with complex challenges, especially in regard to 
the resetting of the luminescence signal prior to deposition, the components contributing to the signal as well as 
the signal intensity and stability. In this study, the luminescence properties of glacially sourced deposits from 
northern Switzerland are assessed using single aliquot (SA) and single grain (SG) measurements of feldspar (F) 
and quartz (Q). While no obvious connection between bleaching and distal or proximal deposition in relation to 
the proposed ice margin is observed, most samples seem to reveal a partially bleached signature in F SG De 
measurements. This appears to be masked in the respective F SA measurements even though only few grains emit 
luminescence signals. In addition, comparisons between fading corrected infrared stimulated luminescence (IR) 
and post-infrared infrared stimulated luminescence (pIR) De values appear to be unreliable indicators of 
bleaching, even though these signals bleach at different rates. Hence, it is recommended to conduct both IR and 
pIR investigations in combination with Q measurements on a SG level. The dating potential of the investigated 
deposits remains rather limited, yet, in the sedimentologic context the presented results reveal that several 
glacial advances occurred prior to the Last Interglacial in the study area.   

1. Introduction 

Over the last three decades, a much more complex picture of the 
timing and extent of Pleistocene glaciations of the northern foreland of 
the Central Alps than previously assumed has been identified (cf. Pre-
usser et al., 2011). Although some glacial advances have apparently 
reached into the lowlands, a consensus regarding their exact number 
and timing remains elusive. While the ice advances of the last glacial 
maximum (LGM) have been relatively well constrained through field 
evidence and numerical dating (Gaar et al., 2019; Gribenski et al., 2021; 
Kamleitner et al., 2022), this level of understanding does not extend to 
the older glaciations of the Middle and Early Pleistocene. Research into 
this topic has been stimulated by considerations related to the siting of 

nuclear waste disposal sites, in Switzerland and beyond. As the 
long-term safety of such sites might be challenged by the formation of 
overdeepened structures through subglacial erosion (e.g., Preusser et al., 
2010; Anselmetti et al., 2022; Gegg and Preusser, 2023), this issue has 
moved into the focus of the responsible agencies (Breuer et al., 2023; 
Cohen et al., 2023; Müller et al., 2023). A challenging but central issue in 
this context is establishing an independent and reliable chronological 
framework. 

In the absence of alternative dating techniques for such deposits, 
luminescence dating is the key method for establishing chronological 
constraints on past glaciations (cf. Thrasher et al., 2009), particularly for 
northern Switzerland (e.g., Preusser, 1999a; Kock et al., 2009; Dehnert 
et al., 2012; Lowick et al., 2015; Buechi et al., 2018). However, the 
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dating of glacially sourced deposits using this approach is presented 
with complex challenges (Duller, 1994, 2006; Spencer and Owen, 2004). 
Such environments often exhibit sediment sources and sinks in close 
proximity, reducing the transport distance. Furthermore, transportation 
may occur in ice or turbid water, which limits the exposure of grains to 
sufficient sunlight required to reset or bleach any pre-existing lumi-
nescence signals. Consequently, this effect can lead to age over-
estimation and requires careful consideration in dating such deposits. 
Quartz (Q) is most often favoured as a dosimeter in optically stimulated 
luminescence (OSL) dating due to its more readily bleachable nature 
compared to feldspar (F) (Godfrey-Smith et al., 1988; Murray et al., 
2012). Another advantage of Q is that the luminescence signal is 
considered stable over long periods of time (Murray and Wintle, 1999). 
However, for Q from the wider region, certain samples have exhibited 
unstable components (e.g., Trauerstein et al., 2017), while others have 
not (e.g., Gaar et al., 2013). Furthermore, laboratory dose response 
curves (DRC) for Q have often shown a double-saturating exponential 
behaviour that accounts for high dose responses beyond single expo-
nential behaviour (Lowick et al., 2010; Dehnert et al., 2012). This 
phenomenon has been observed in samples, where luminescence ages 
either agree (e.g., Murray et al., 2008; Pawley et al., 2010) or disagree 
(e.g., Lai, 2010; Timar et al., 2010; Timar-Gabor et al., 2011) with in-
dependent age control. However, the underlying cause of this behaviour 
remains unidentified (Wintle, 2008). In northern Switzerland, Q lumi-
nescence ages have been obtained up to approximately 200 ka (Ansel-
metti et al., 2010; Dehnert et al., 2012; Lowick et al., 2015; Buechi et al., 
2017). Nevertheless, this time range is insufficient for establishing a 
chronology of the Mid-Pleistocene glaciation history (Graf, 2009a; 
Preusser et al., 2011). 

In contrast to Q, F requires more time to reset its signal prior to 
deposition, but is capable of dating much older deposits than Q, as it 
saturates at higher doses (Duller, 1997). However, the infrared stimu-
lated luminescence (IRSL or IR) signal of F measured at 50 ◦C often 
suffers from anomalous fading, leading to age underestimation (Wintle, 
1973; Spooner, 1994). Various approaches, which rely on observations 
of signal loss in laboratory experiments conducted over hours-to-days to 
deduce signal loss occurring over geological timescales, have been 
proposed to determine and account for signal loss over time, (Huntley 
and Lamothe, 2001; Auclair et al., 2003; Lamothe et al., 2003; Huntley, 
2006; Kars et al., 2008). In storage tests, fading rates between 1% and 
3% per decade (Dehnert et al., 2012; Lowick et al., 2012, 2015; Gaar and 
Preusser, 2012; Buechi et al., 2017) were observed for most samples 
from northern Switzerland. However, in some cases, uncorrected IR De 
values were beyond the linear part of the DRC, making them unsuitable 
for most fading correction approaches. Corrected IR (IRcorr) De values 
were close to saturation and consequently rejected for age determina-
tion, or uncorrected F ages were in better agreement with Q ages and, 
therefore, favoured (Dehnert et al., 2012; Lowick et al., 2012, 2015; 
Gaar and Preusser, 2012; Buechi et al., 2017). Gaar et al. (2013) and 
Mueller et al. (2020) were the only ones who reported that correcting for 
fading was appropriate and necessary for samples younger than 100 ka 
or up to 200 ka, respectively. 

To address the dating of older samples, Lowick et al. (2012) con-
ducted experiments with alternative measurement protocols targeting 
signals more stable than the IR signal, specifically the post-infrared 
infrared stimulated luminescence signals (pIRIR or pIR). The pIR sig-
nals are measured at higher temperatures following an initial readout of 
the IR signal at 50 ◦C. While fading is expected to decrease or become 
negligible for the more stable pIR signals, these signals require longer 
sunlight exposure to bleach during transportation (Thomsen et al., 2008; 
Buylaert et al., 2011; Thiel et al., 2011a, 2011b). Indeed, Lowick et al. 
(2012) observed age overestimations compared to independent age 
control when using pIR225 and pIR290 signals from multi-grain mea-
surements on large aliquots, leading to the conclusion that these ap-
proaches are not advantageous for dating the investigated water-lain 
sediments from northern Switzerland. To address this problem, the 

measurement of single grains (SG) or small, single aliquots (SA) has been 
recommended to monitor equivalent dose (De) distributions, and to 
isolate well-bleached portions of these distributions (e.g., Olley et al., 
2004; Duller, 2006; Trauerstein et al., 2017). 

In this study, the luminescence properties of glacially sourced (gla-
ciolacustrine, glaciodeltaic, glaciofluvial, and periglacial) deposits from 
the Lower Aare Valley, the adjacent Rinikerfeld and the Strassberg 
Trough, which are all located in the northern foreland of the Swiss Alps, 
are assessed. Outcrop sampling and scientific drilling was conducted at 
stratigraphic key sites within the former glacier forefield as part of a 
larger project aiming to gain further insights into the long-term glacial 
and fluvial landscape evolution of northern Switzerland. 

As the SA approach is the most used in such environments (e.g. 
Klasen et al., 2016; Ali et al., 2022; Schwenk et al., 2022), it has been 
investigated first for coarse-grained Q and F extracts. Performance tests, 
signal intensity and composition (Q only), as well as the fading prop-
erties and bleachability of IR and pIR signals are presented and dis-
cussed. Results are then compared with those of SG measurements to 
address partial bleaching and to explore the dating potential of the 
investigated deposits and similar ones found elsewhere. Implications of 
the derived ages for landscape evolution will be discussed further in an 
additional publication. For this, and to provide information regarding 
the differing depositional conditions, detailed site descriptions are given 
first. 

2. Study sites and samples 

The Lower Aare Valley and Rinikerfeld study areas are located in the 
easternmost foothills of the Jura Mountains in central northern 
Switzerland, some 50 km northwest of the Alpine front (Fig. 1A and B). 
The pre-Quaternary bedrock consists of Jurassic marls and limestones 
that are locally overlain by Palaeogenic to Neogenic sedimentary rock of 
the Molasse Basin (Berger et al., 2005; Jordan et al., 2008). River valleys 
incised into the Jura Mountains (Ziegler and Fraefel, 2009) were 
repeatedly reached and overridden by glaciers advancing from the Alps 
during the Pleistocene (Preusser et al., 2011). These ice advances 
widened and locally overdeepened the valleys, leaving a diverse suite of 
glacially sourced and periglacial deposits behind (Graf, 2009a, 2009b). 

The Lower Glatt Valley study area is located about 20 km east of the 
Lower Aare Valley, to the east of the Jura Mountains (Fig. 1A and C). 
This typical Swiss Plateau landscape is characterised by a low relief and 
gentle hills consisting mainly of Neogene Molasse bedrock. The 
repeated, extensive Alpine glacier advances during the Pleistocene 
shaped a complex network of buried troughs in the region (Wyssling, 
2008; Graf, 2009a). A northwest trending segment of this network 
within the Lower Glatt Valley is the Strassberg Trough (Buechi et al., 
2018; Haldimann et al., 2017). 

Samples for the present study were obtained from sedimentary infills 
of the Lower Aare Valley, Rinikerfeld and the Strassberg Trough (Fig. 2). 
From the first two areas, drill cores (i.e. GBR, HST, UST) were collected 
during an extensive campaign (Gegg et al., 2019a, 2019b; Amschwand 
et al., 2020). At Rinikerfeld, a further drill core (RIN) was obtained to 
investigate the Habsburg-Rinikerfeld Palaeochannel (Gegg et al., 2018). 
This was complementary to samples collected from two hillslope out-
crops (HABS, RINI) in the Lower Aare Valley (see SI 1). 

2.1. Lower Aare Valley 

The present-day Lower Aare Valley (Fig. 1B) accommodates the 
overdeepened Gebenstorf-Stilli Trough which is infilled largely by gla-
ciolacustrine deposits overlying thin glaciogenic diamict and gravels 
(Gegg et al., 2021). Both have tentatively been attributed to the 
penultimate glaciation during Marine Isotope Stage (MIS) 6 by Graf 
(2009a). In the southern part of the trough, the infill consists of hori-
zontally bedded to massive silty sand, indicating a deltaic to lacustrine 
environment. Occasional diamictic or gravelly interbeds contain 
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ice-rafted debris and suggest an ice-proximal position (Gegg et al., 
2019b). The material of sample GBR12 (91.6 m depth), crudely bedded 
light olive-grey silty sand, has likely been transported into the palae-
olake by turbid melt water from subglacial and/or ice-marginal sources. 
In the northern part, coarse-grained gravels interfinger with the gla-
ciolacustrine sand (Gegg et al., 2021). This is interpreted as meltwater 
gravels emplaced in a large delta, potentially delivered from a tributary 
valley to the north (Graf, 2009a). The sorting of this deltaic gravels 
varies considerably and the presence of poorly sorted intervals points 
towards rather short-scale glaciofluvial transport (Gegg et al., 2021). 
Sample UST3 (33.2 m depth) was taken from the top of a 1-m thick 
fining-upward sequence and consists of grey, moderately sorted fine 
gravelly and silty sand. 

The glaciolacustrine trough infill is unconformably overlain by 
gravels which mark the lowest-lying fluvial deposits of the Lower Aare 
Valley. Samples GBR1 (11.2 m depth) and UST1 (13.2 m depth) have 
both been collected from the sandy tops of well-sorted fining-upward 
cycles. These two samples are expected to be the youngest deposits 
investigated in this study and are attributed to the Low Terrace depo-
sitional system that was supposedly active between MIS 6 and MIS 2 
(Graf et al., 2006; Graf 2009a; Graf and Burkhalter, 2016). 

2.2. Habsburg-Rinikerfeld Palaeochannel 

The Habsburg-Rinikerfeld Palaeochannel (Fig. 1B) is part of an 
abandoned Mid-Pleistocene drainage network and hosts at least two, 
possibly three or more, units of glaciofluvial terrace deposits (Graf, 
2009a). Two outcrops of glaciofluvial gravels contain well-sorted sand 
lenses that have been sampled for analysis; HABS1-3 consisting of beige, 
crudely cross-bedded very silty fine sand and RINI4-1 consisting of 
beige-grey bedded to cross-bedded silty sand. These sediments represent 
deposition from comparatively slow-flowing water offside the main 
channels of the braided river. This may indicate a rather distal setting, 
however, the ice margin position is not known. Those deposits have 
tentatively been placed into MIS 6 (Graf et al., 2006; Graf, 2009a). Both 
outcrops have later been overridden by glacial ice despite being located 
outside of the local LGM boundary. This is evident from glaciotectonic 
deformation in the HABS outcrop and from a till layer further up in the 
RINI outcrop (without a visible hiatus in between; cf. Graf, 2009a). 

The Habsburg-Rinikerfeld Palaeochannel is most well pronounced in 
the Rinikerfeld. There, a small lake developed, which initially was in 
contact with an ice margin, but later was abandoned and fed by local 

runoff and occasional floods. This has chronologically been placed in the 
transition from MIS 7 to early MIS 6 (Mueller et al., 2020; Gegg et al., 
2023; Table S2). RIN4, obtained from a depth of 9.0 m, consists of 
orange-beige clayey and silty sand that represents the last phase of 
deposition in the slowly silting-up lake basin. These palaeolake deposits 
are overlain by presumably periglacial colluvial diamict comprising 
reworked glacial and/or glaciofluvial material, as well as fragments of 
the local bedrock (Gegg et al., 2023). RIN2 (6.2 m depth) was taken from 
a massive ochre-beige slightly silty sand interbed of the colluvial 
sequence. Neither RIN2 nor RIN4 show evidence of glacial proximity. 

2.3. Strassberg Trough 

The Strassberg Trough is located in the modern Lower Glatt Valley 
(Fig. 1A and C) and is the western of two main bedrock overdeepenings 
which are nested into a 6–8 km wide valley (Buechi et al., 2018; Hal-
dimann et al., 2017). The eastern lobe (Bülach Trough) is thought to 
have been eroded and infilled in multiple phases during MIS 6. It is 
overlain by a thick till-outwash complex emplaced during the last glacial 
cycle. The Strassberg Trough is also overlain by fluvial to glaciofluvial 
deposits and tills, which are suspected to be of MIS 6 age and older. This 
is as suggested by the local stratigraphic context and the luminescence 
dating of deposits in an equivalent stratigraphic position about 15 km 
upstream (Buechi et al., 2017, 2018). These deposits would predate 
those of the Bülach Trough, however, the infill of the Strassberg Trough 
has not yet been dated directly. 

The entire overdeepened valley fill of the Strassberg Trough, 
including the overlying gravels and till, was recovered in about 267 m of 
drill cores (Amschwand et al., 2020). At the base, the infill consists of 
coarse-grained diamict and gravels that fine upward into stratified sand 
and silts. This succession is interpreted as a deglaciation sequence 
reflecting the transition from a highly dynamic subglacial and proximal 
proglacial lacustrine setting to an increasingly distal proglacial lake 
setting influenced by turbidity currents. Towards the top of this suc-
cession (ca. 141 m depth), one sample, HST15, was collected from a 
slightly silty, fine-medium sand unit. 

The basal sequence is capped by an interbed of matrix-rich, glacial 
diamict representing a first glacial advance into the filling of the over-
deepening. Above this, stratified glaciolacustrine to lacustrine silt and 
clay with occasional dropstones are found. Near the top contact, the 
fines are strongly deformed, consolidated and contain soft clasts. These 
are likely basin fill deposits that have been reworked during a further 

Fig. 1. A. Overview of the two study areas within northern Switzerland. Drilling locations (black stars) and outcrops (white stars) are shown. B. shows the Lower 
Aare Valley with the extent of the Gebenstorf-Stilli Trough (GST) and the direction of the Habsburg-Rinikerfeld Palaeochannel (HRPC) is indicated. The extent of the 
two bedrock overdeepenings within the Lower Glatt Valley, Strassberg Trough (ST) and Bülach Trough (BT), are shown in C. 
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glacial advance and are topped with sandy diamict. Above an erosional 
contact, glaciofluvial gravels with occasional sand interbeds marks the 
transition into a non-overdeepened fluvial domain. Stratigraphically, 
these units can be correlated to a rather extensive gravel unit known 
from the Glatt Valley (equivalents to the Aarthal Gravel; Graf, 2009a; 
Buechi et al., 2018), and hence, sample HST2 was collected from an 
interbed of well-sorted, fine-medium sand. The gravels are capped by 

two gravel-rich glacial diamicts which are separated by a 1-m thick 
palaeosol. With the upper diamict unit likely being deposited during the 
last glaciation of the Lower Glatt Valley around the LGM (MIS2), and the 
lower weathered diamict representing an earlier extensive Middle 
Pleistocene glaciation (i.e., MIS 6 or older). 

Fig. 2. Sedimentological logs of all drill cores and outcrops with luminescence sampling positions and ages derived using different luminescence signals. Ages in bold 
are those apparently most reliable. Ages with denoted “>” represent absolute minimum ages. For further discussion see section 6.2. 
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3. Material and methods 

3.1. Sample preparation 

For luminescence dating, samples were collected from outcrops 
(HABS, RINI; Fig. 2) using 20 cm aluminium tubes which were driven 
into the cleared outcrop surfaces. Only the inner, light-safe part of the 
tubes were used for De determination, discarding about 3 cm of both 
tube ends and the outer rind. For dose rate determination, sediment 
surrounding the sampling tubes was collected. Further samples were 
obtained from drill cores (GBR, HST, RIN, UST; Gegg et al., 2018; 2019a; 
2019b; Amschwand et al., 2020). About 10 cm segments from previously 
split plastic liners (10 cm diameter) were collected, whereby the outer 
rind and the surface, potentially exposed during core cutting and split-
ting, were kept for dose rate determination and only the inner, light-safe 
core was used for De determination. 

For De determination, all samples were wet-sieved and treated with 
HCl and H2O2 to remove carbonates and organic matter, respectively. 
Coarse grained (100–200 and 200–250 μm; Table S2) potassium-rich F 
and Q were separated using sodium polytungstate at densities of 2.58 g 
cm− 3 and 2.70 g cm− 3. The Q grains were etched in 40% HF for 1 h to 
remove the outer rind, followed by a 20% HCl treatment for another 
hour to eliminate any fluoride precipitates. Grains were mounted either 
onto stainless-steel cups using silicon oil stamps with diameters of 1 mm 
for F and 2 mm and 4 mm for Q (ca. 10, 50 and 200 grains, respectively; 
Table S2) for SA measurements or onto aluminium discs with a 10*10 
grid of holes (300 μm in diameter) for SG measurements. 

3.2. Equipment 

De values were obtained either with a Freiberg Instruments Lexsyg 
Research (Lexsyg ID 09 0020), a Freiberg Instruments Lexsyg Smart 
(Lexsyg ID 14 16 01 0010) or a Risø TL/OSL DA-20 (Reader ID 250; 
“Mönch”). Both Lexsyg readers use LEDs with peak emission at 458 nm 
for Q (50 mW/cm) and at 850 nm for F (130 mW/cm). Signals were 
detected by an ET 9235QB (Lexsyg Research) or a Hamamatsu H-7360 
(Lexsyg Smart) photomultiplier tube after filtering through a 2.5 mm 
Hoya U-340 glass in combination with a 5 mm Delta-BP 365/50 EX- 
interference filter (Q) or a combination of a 3 mm BG39 Schott glass 
and a 3.5 mm HC 414/46-1 AHF Brightline interference filter (F). The 
latter was applied in combination with a cardboard barrier that was 
mounted into the filter wheel to prevent oversaturation of the photo-
multiplier tube (for details see Mueller et al., 2020). On the Risø reader, 
SA measurements were conducted with LED peak emissions at 470 nm 
for Q and at 850 nm for F while and an Nd:YVO4 solid state 
diode-pumped laser emitting at 532 nm (Q) and an IR laser emitting at 
830 nm (F; cut-off filter RG-780) were used for SG measurements. 
Stimulation was conducted using 90% power of the stimulation units. 
All signals were detected by an EMI 9235QB photomultiplier tube after 
passing through either a Hoya U-340 glass (Q SA: 7.5 mm; Q SG: 2.5 
mm) or a combination of a 2 mm BG39 Schott glass and a D410/30 
LOT/Oriel interference filter (SA and SG F). 

Laboratory irradiation was given by 90Sr/90Y beta sources mounted 
into all three readers. All beta sources were calibrated using LexCal 2014 
(calibration quartz of Freiberg Instruments) to ca. 0.12 Gy s− 1 for both 
the Lexsyg Research and Lexsyg Smart and to ca. 0.10 Gy s− 1 (SA) and 
ca. 0.09 Gy s− 1 (SG) for the Risø reader. For further details on calibration 
please see SI 2. 

It has previously been noted that the preheat behaviour of the Lexsyg 
Research reader used, at a heating rate of 5 ◦C s− 1, is specific and that the 
so-called 110 ◦C TL peak emerges at much lower temperatures than 
expected (ca. 87 ◦C; Mueller et al., 2020). However, comparison of both 
the Lexsyg Research and the Lexsyg Smart readers show TL counts 
peaking at equal temperatures during preheat. Also, as a means of in-
ternal laboratory quality control, De values were determined on both 
readers for a variety of samples and results are identical within Ta
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uncertainty of each other. This increased confidence in the consistency 
of the results derived using both machines. However, on the Risø reader 
used, the 110 ◦C TL peak is recorded at ca. 110 ◦C. To overcome this 
temperature discrepancy of over 20 ◦C, measurement protocols that 
were originally used on the Lexsyg readers were amended before they 
were used on the Risø reader. For further details see SI 4 and Figure S3. 

To avoid bias introduced by using different reader types, the repro-
ducibility of the measurement results was tested. For both Lexsyg 
readers, comparability of SA measurements was continuously monitored 
on a variety of samples as part of internal laboratory quality measures 
(data not presented). To assess the comparability between the Lexsyg 
and Risø readers, SA pIR measurements of two samples were duplicated 
on the Risø with an amended pIR protocol adjusted for differences in 
heating behaviour (see Table 1 and SI 4). For this, samples with the 
lowest expected De values, i.e. GBR1 and UST1, were chosen to prevent 
the impact of amplification of uncertainties by fitting in the high dose 
range. Obtained IR and pIR De distributions of both readers and samples 
present similar to almost identical shapes (Fig. 3). For GBR1, CAM De 
values are in good agreement (1 σ) with ratios of 1.01 ± 0.06 and 1.04 
± 0.06 for IR and pIR, respectively. In comparison, the De distribution of 
UST1 is characterised by a few outliers, especially in the higher De range 
and CAM De ratios of 0.91 ± 0.05 and 1.11 ± 0.08 were yielded for IR 
and pIR, respectively. After outlier exclusion (nMAD; Table S3) these 
ratios improve to 0.95 ± 0.07 for the IR signal. However, pIR results 
remain consistent at 2 σ with a ratio 1.18 ± 0.15 due to the wide spread 
of pIR values, which increases confidence in the reproducibility of re-
sults between readers. 

3.3. De value determination 

For De determination, the OSL signal of Q and IR as well as pIR 
signals of F were obtained (Table S3). F measurements were conducted 
using a pIRIR225 protocol (amended from Thomsen et al., 2008) of which 
both signals were utilised and are hereafter called IR and pIR. Both Q 
and F measurements were conducted following the Single Aliquot 
Regenerative dose (SAR) protocol (Murray and Wintle, 2000) with 
administered test doses (Tn or Tx) of ca. 50 Gy and ca. 25 Gy, respec-
tively. All protocols are presented in Table 1 and full SAR measurement 
were conducted on a number of aliquots or grains per sample (Table S4). 
In addition to SAR measurements, a shortened measurement (SM) pro-
tocol was used on a larger number of aliquots for some samples 
(Table S4) to accelerate measurements. For this, solely the natural and 
one regenerative dose were obtained. Full SAR measurements were 
utilised for some samples to construct a least-square (LS) normalised 
Standardised Growth Curve (SGC) following Li et al. (2015a, 2015b, 
2016). The sensitivity-corrected natural signal (Ln/Tn) of both the SAR 
and SM protocols were projected onto the SGC after re-normalisation (cf. 

Mueller and Preusser, 2022). Protocol and SGC performances were 
tested on all samples and signals (Table S2). 

For De determination, the initial signal was derived from the first 0.2 
s and 0.1 s of the OSL and the first 15 s and 0.2 s of all IR and pIR signals, 
for SA and SG respectively. A late background subtraction using the last 
40 s or 1.5 s (SA and SG OSL) and 50 s or 0.2 s (SA and SG IR) was 
applied, respectively. DRCs and SGCs were well fitted with a double- 
saturating exponential function (f(x) = a(1 - exp(-bx)) + c(1 - exp 
(-dx)) + e) and De values were derived using the numOSL package for R 
(Peng et al., 2018). Aliquots and grains that presented bright (Tn >

3*background level) and precise (Tn uncertainty <10%) test dose sig-
nals, low recycling ratio deviations (<20% SA, <10% SG; full SAR 
measurements only), a minor 0 Gy dose response (<5% of Ln/Tn; full 
SAR measurements only), IR depletion ratio deviations of <20% for SA 
and <10% for SG measurements (full SAR Q measurements only), well 
fitted DRCs or SGCs (full SAR measurements only; goodness-of-fit of 

figure-of merit (FOM <10; FOM = Σ
⃒
⃒
⃒yo

i − yf
i

⃒
⃒
⃒ / Σyf

i ∗ 100)) and fast 

component domination (>80%; SA Q only; see section 4.1) were 
accepted (see Table S4). 

Mean De values were calculated using the Central and the three- 
parameter Minimum Age Models, CAM and MAM (SA σb = 0.2; SG σb 
= 0.3; assumed), respectively (Galbraith et al., 1999). In addition, the 
CAM was applied after outliers were removed using the normalised 
median absolute deviation (nMAD; Powell et al., 2002). 

3.4. Dose rate determination 

To determine the dose rates (Table 2), sample material was dried and 
radionuclide content was determined via high-resolution gamma-ray 
spectrometry at VKTA (Dresden, Germany). Radioactive disequilibrium 
was imperceptible (see 238U/226Ra ratio in Table 2; cf. Degering and 
Degering, 2020). A mean alpha efficiency factor of 0.05 ± 0.01 (Pre-
usser, 1999a, 1999b; Preusser et al., 2001) and an internal potassium 
content of 12.5% ± 0.5% (Huntley and Baril, 1997) were assumed for all 
F fractions. The cosmic contribution was determined for present-day 
depths following Prescott and Hutton (1994). Water content relative 
to the dry weight of the sample were determined in the laboratory and 
representative long-term water content estimates were used for total 
dose rate (DRtotal) determination. Those are estimated to be between 
12% ± 4% and 20% ± 5% for both outcrops and core samples. DRtotal 
range between 0.85 ± 0.05 Gy ka− 1 and 1.96 ± 0.19 Gy ka− 1 for Q and 
to 1.67 ± 0.08 Gy ka− 1 and 2.54 ± 0.15 Gy ka− 1 for F. DRtotal and age 
calculations were conducted with ADELE 2017 software (www.add- 
ideas.com; Degering and Degering, 2020) accounting for machine un-
certainties of 2%. 

GBR1

De (Gy)

0 300 600 900

0.
00

0
0.

01
0

0.
02

0
D

en
si

ty

R
an

ke
d 

al
iq

uo
ts

GBR1

IR SA Lexsyg
pIR SA Lexsyg
IR SA Risø
pIR SA Risø

     CAM De ratio
IR:   1.01±0.06
pIR: 1.04±0.06

UST1

De (Gy)

0 300 600 900

0.
00

0
0.

00
5

0.
01

0
0.

01
5

D
en

si
ty

R
an

ke
d 

al
iq

uo
ts

UST1

     CAM De ratio
IR:   0.91±0.05
pIR: 1.11±0.08

Fig. 3. Comparison of SA IR and pIR De values obtained on two different readers.  

D. Mueller et al.                                                                                                                                                                                                                                 

http://www.add-ideas.com
http://www.add-ideas.com


Quaternary Geochronology 82 (2024) 101551

7

4. Luminescence signal properties 

4.1. Signal properties of SA quartz 

Initial SA testing of the sample’s Q fractions revealed three different 
sample types. SA type 1 was found for RIN2, RIN4 and RINI4-1, which is 
characterised by a comparatively bright signal (example in Fig. 4A) that 
is fast component dominated (>80%; deconvolution following Bluszcz 
and Adamiec, 2006) and retained rather stable signal contributions over 
the SAR cycles (De(t) plots after Bailey, 2000). A dose recovery test (ca. 
145 Gy given dose) was conducted on one sample per site to ensure 
adequacy of the SAR protocol and yielded Measured-to-Given dose 
(M/G) ratios of 1.01 ± 0.03 (RIN2) and 0.93 ± 0.04 (RINI4-1) for pre-
heat temperatures of 240 ◦C (Table S5). This temperature was previously 
found to be suitable for the RIN sample-set (Mueller et al., 2020). An IR 
depletion ratio step was implemented at the end of each sequence to 
check for F contamination, however, none of the aliquots of SA type 1 
had to be rejected on this account (IR depletion >20%). Recuperation, 
recycling and DRC fitting (Table S4) were of no concern allowing, for the 
application of the SGC approach for this SA type. Fitting of an LS nor-
malised SGC was applied to measurements of RINI4-1 (Fig. S4) following 
Mueller and Preusser (2022). A signal growth ratio (SGR) was deter-
mined for the two highest, sensitivity-corrected, regenerative doses (ca. 
700 Gy and 1100 Gy) to determine whether a comparable behaviour is 
present in the DRC (Li et al., 2016). The SGRs of RINI4-1 are between 
0.96 and 1.08 and yield a CAM of 1.03 ± 0.01. The overdispersion (OD) 
is consistent with 0% and separated populations of the SGR is not pre-
sent. A rather small scatter in SGR of less than 13% difference between 
the aliquots of the sample is observed. This is lower than what has been 
reported previously for the region (RIN sample-set; ca. 30%; Mueller and 
Preusser, 2022) and significantly lower than a difference of about 200% 
for SG Q measurements (Hu et al., 2019, 2020; Fu et al., 2020) or about 
90% for small Q aliquot measurements (Li et al., 2016) that has been 
described for other sites. Hence, the presented DRCs here are regarded 
uniform and a distinction into different DRC groups is redundant, in 
contrast to previous findings. 

Dose recovery test measurements were re-normalised and projected 
onto the SGC, and through this, M/G ratios of the common SAR 
approach could be reproduced within uncertainty (1 σ; 1.00 ± 0.05). De 
values obtained using the SAR DRC in comparison to the SGC approach 
(Fig. S5 A.) achieve an R2 value of 0.84. The average fitting error is 
below 0.02 and an FOM value of 5.3% is observed (Table S2). The latter 
is well below the recommended 10% (Peng and Li, 2017) confirming the 
suitability of the SGC fits. 

In comparison, SA type 2 presented a substantial response to the IR 
depletion step within the full SAR measurements. This required the 
implementation of an IR screening step (50 s, 850 nm) prior to any 
measurement and disqualified the application of the SGC approach for 
these samples measured following the full SAR protocol (Table 1). An 
extensive screening of HABS1-3 (80 aliquots), GBR1 (380 aliquots) and 
UST 1 (349 aliquots) allowed for the measurement of 51, 108 and 36 
aliquots, respectively. However, the aberrant shape of SA type 2 decay 
signals (Fig. 4B–D) demanded the assessment of signal component 
contribution. In comparison to SA type 1, the decay signals are rather 
dim and show low contributions of the fast component (<80%) or 
change of component composition between natural and regenerative 
dose measurements, which is expressed in inconsistencies in the De(t)- 
plots (Bailey, 2000). To ensure that aliquots inheriting SA type 2 char-
acteristics were excluded from any further assessment, component 
composition was implemented as a rejection criteria (fast component 
>80%). This criteria was applied consequently to both SA type 2 and 1 
OSL measurements prior to the application of any other rejection criteria 
(see section 3.3). Due to this criterion, between 33% and 81% of full SAR 
measurements had to be excluded from De determination (Table S4). For 
UST1, only 7 out of the 349 aliquots initially screened passed the 
rejection criteria, which is regarded as statistically insufficient for a Ta
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Fig. 4. Deconvoluted SA and SG OSL signals for different samples. De(t)-plots show De values for the initial signals deriving using two channels as well as the 
normalised OSL signal. Note, missing De values in the De(t) plots are due to limitations of the calculation software. 

D. Mueller et al.                                                                                                                                                                                                                                 



Quaternary Geochronology 82 (2024) 101551

9

finite De determination. Due to the lack of material and its characteris-
tics, any further Q measurements for site UST were subsequently 
abandoned. In contrast, 36 out of 380 initially screened aliquots were 
acceptable (Fig. 4E) for GBR1 allowing for a finite De determination, 
however, it was refrained from measuring further samples of this site. 

For SA type 2, M/G ratios of the dose recovery tests result of 0.98 ±
0.03 (GBR1) and 0.97 ± 0.08 (HABS1-3) were obtained. Only one SA of 
GBR1 had to be rejected due to IR depletion issues during De determi-
nation (Table S4). While DRCs were all well fitted with the double- 
saturating exponential function, they present a wide spread of non- 
uniform shapes (Fig. S4) validating the dismissal of the SGC approach 
for these samples. Lifetime measurements were conducted on SA type 2 
(RINI4-1) and type 1 (GBR1, HABS1-3) samples following Murray and 
Wintle (1999), as previously used with success on comparable samples 
of the region (e.g. Lowick et al., 2010, 2015; Buechi et al., 2018). 
However, Q signal intensity of the investigated samples was too low to 

achieve useable results. 
Both HST samples represent a third type of Q (SA type 3). Initial 

testing of these samples showed significantly low signal intensity, IR 
depletion and recycling issues. Hence, further measurements of this Q 
fraction were suspended. 

4.2. Signal properties of SG quartz 

For all SA type 1 samples (RIN2, RIN4, RINI4-1; see 4.1), SG dose 
recovery tests were conducted yielding M/G ratios between 0.96 ± 0.04 
and 1.07 ± 0.04 (Table S5) thereby confirming the suitability of the 
measurement protocol used (Table 1). However, SG De measurements of 
all three samples showed rather dim signals with low signal to back-
ground ratios (example for RIN2 and RINI4-1 in Fig. 4F and G). For both, 
RIN2 and RIN4, De values derived from different initial signal integrals 
(De(t) plots; example in Fig. 4) show consistent values for the majority of 

Fig. 5. Representative examples of IR and pIR normalised decay and DRC or SGC. SA measurements (A to C) and SG measurements (D to F) are shown for HABS1-3.  
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the measured decay duration. However, neither the natural nor the 
regenerative signals of these samples appeared to be dominated by the 
fast component, which contrasts observations of SA measurements. The 
absence of a dominant fast component in the deconvoluted signal may 
well be due to the rather dim nature of the signal. For RINI4-1, the 
measured signals were comparatively bright and showed a similar shape 
to the SA measurements (Fig. 4A and G). However, only two components 
can be derived mathematically with clear dominance of the fast 
component. This allows to determine consistent De values over the 
initial decay (<0.1 s). In agreement with SA results, only few grains from 
all three samples showed IR depletion, recuperation or recycling issues, 
while the majority of grains were rejected for dimness (73%–82%) or for 
dose response points unsuitable for curve fitting (13%–15%; Table S4). 
While 1500 (RIN2, RIN4) and 6500 (RINI4-1) grains were measured, 
only about 3% and less than 1% of the grains, respectively, gave 
acceptable De values. 

For SA type 2 samples, SG measurements of UST1 were abandoned 
due to yielding a statistically inadequate number of finite SA De values. 
Sample material of HABS1-3 however was insufficient to conduct SG 
measurements. For GBR1, a M/G dose ratio of 0.94 ± 0.05 was obtained 
by the dose recovery test and 6500 grains were measured for De deter-
mination. In contrast to the SA measurements, only about 3% of the 
6500 measured grains suffered from IR depletion, while most grains 
(82%) were rejected for dim signal characteristics. Similar to the 
accepted SA measurements (Fig. 4E and H), grains of GBR1 showed a 
comparatively bright signals that allowed for the determination of 
consistent De values over the initial decay (<0.1 s). However, SG mea-
surements showed a reduction of fast component contribution between 
natural and regenerative dose signals. Less than 1% of the SG mea-
surements were accepted, while about 10% of SA measurements passed 
the rejection criteria. 

4.3. Signal properties of SA feldspar 

In contrast to Q, the natural decay of the SA F signals (IR, pIR) were 
very bright and the normalised shapes were well reproducible (example 
in Fig. 5). As previously reported for Swiss F samples (Mueller et al., 
2020), only few grains emitted an effective, bright, natural lumines-
cence signal. This is also applicable to samples of this study, however, 1 
mm aliquots (ca. 10 grains) emitted sufficient signal to oversaturate the 
photomultiplier tubes Therefore, a cardboard barrier (Lexsyg Research; 
Mueller et al., 2020) and a Schott NG4 1.2 mm glass filter (400–700 nm 
transmission; Lexsyg Smart) had to be used to prevent oversaturation. 

SA dose recovery tests were conducted on at least one sample per site 
(Table S5) for given doses of ca. 145 Gy and a preheat temperature of 
250 ◦C. M/G ratios of the IR signal yielded between 0.92 ± 0.03 
(HABS1-3) and 1.04 ± 0.05 (RINI4-1) and between 0.98 ± 0.03 
(HABS1-3) and 1.03 ± 0.03 (RIN4) for the pIR signal. 

For both the IR and pIR signals, 3%–17% of aliquots for samples 
HST15, RINI4-1 and UST3 presented signals in saturation and were 
rejected. However, the majority of measured SA passed rejection criteria 
(i.e. DRC fitting, recuperation and recycling tests; Table S4) and were 
consequently included into De determination. LS-normalised SGCs were 
fitted to all samples, with representative examples shown for sample 
HABS1-3 in Fig. 5. Average errors ≤0.07 and FOM values of between 
1.2% and 5.2% were obtained, with the latter complying to the rec-
ommended range. 

After re-normalisation and projection onto the SGC, dose recovery 
test results reproducing those of the common SAR approach are obtained 
within uncertainty (1 σ) for both IR and pIR signals (Table S2). When 
comparing SAR derived De values with those derived using the SGC 
(Fig. S5 B.), R2 values of close to 1 are determined for most samples. 
However, some samples showed lower R2 values especially for the pIR 
signal in comparison to the IR signal. Neither of the samples showed a 
systematic over- or underestimation of De values when using either the 
SAR or the SGC. Hence, the observed discrepancies are likely due to an 

amplification effect of De differences that occurs in the high dose range 
of the fitting curves. One exception was UST1, for this sample a R2 value 
of 1.00 is obtained for the pIR signals, while only 0.11 is reported for the 
IR50 signals. This is solely due to one outlier that had significant impact 
as only a small number of measurements were conducted (n = 7). As a 
means of verifying the application of the SGC approach, R2 is limited in 
its use, however, the observed fitting parameter justifies the application 
of the SGC. 

4.4. Bleaching behaviour of SA feldspar 

Two SA bleaching experiments were conducted to investigate the 
bleaching behaviour (1) for different light sources and (2) for the 
different luminescence signals (IR, pIR). 

The first experiment (1) was conducted on two samples by exposing 
three aliquots of each sample to either 900 s of IR LED light or seven days 
of sunlight (Freiburg, Germany; 48◦00′N 7◦50′E; April 2021). Both light 
sources sufficiently reset the IR signal with residuals below 3 Gy (Fig. 6). 
Similarly, the residuals of the LED bleached pIR signals were below 4 Gy, 
while those of the sunlight bleached pIR signals accounted for up to 
about 12 Gy. Sample GBR1, with the lowest natural dose (ca. 70 Gy), 
retained the lowest residual while RINI4-1 with natural doses an order of 
magnitude higher, presented residuals about twice as high suggesting 
that residual doses increase with the natural doses. This and the amount 
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Fig. 6. Natural De values (IR and pIR) measured after 900 s of IR LED light or 
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of the residual doses agree well with previously reported observations 
(cf. Zhang and Li, 2020). The observed residuals are negligible in com-
parison to the natural doses of the measured samples in this study, 
therefore, no subtraction was conducted. 

To compare the bleaching behaviour of the two different lumines-
cence signals (2), three samples (GBR1, HABS1-3, RINI4-1) were chosen. 
One sensitised aliquot per sample was repeatedly given a dose of 145 Gy 
followed by an IR and pIR measurement using the same protocol as used 
for De determination (Table 1). During each repletion, the dose was 
recovered after different times of exposure (1 s, 3.2 s, 10 s, 32 s, 100 s, 
320 s, 1000 s, 3200 s, 10000 s, 32000 s) to the build-in solar simulator in 
the Lexsyg Research (Øλ: 365 nm with 10 mW; 462 with 63 mW; 525 nm 
with 50 mW; 590 nm with 37 mW; 625 nm with 115 mW; 850 nm with 
96 mW). After 1 s of solar simulattion, less than 60% of the initial IR 
signal are left while about 95% of the IR signal was bleached after 10 s 
(Fig. 7). For the pIR signal, after 10 s of solar stimulation about 90% of 
the signal still remained while it takes almost 9 h (32000 s) of exposure 
to the solar simulator to reduce the signal close to 0%. Similar results 
were shown by Preusser et al. (2021). 

4.5. Anomalous fading of SA feldspar 

For F, SA fading tests were conducted on both Lexsyg and Risø 
readers following Auclair et al. (2003). Fading parameters were deter-
mined for three aliquots of representative samples from each site 
(Table S6). Therefore, aliquots previously used for De determination or 
dose recovery tests were given a dose of about 145 Gy and a subsequent 
test dose of ca. 25 Gy. On the Risø, storage times of ca. 0 s, 2.5 h, 5 h, 40 h 
and up to 300 h were applied, while a shortened protocol was used on 
the Lexsyg. For this, the given dose was measured after ca. 0 s, 1 h, 2.5 h, 
5 h and 10 h, with three cycles of these storage times being implemented 
per aliquot. With this, the aliquot remained on the sample arm 
constantly to reduce the possibility of sample material being lost during 
mechanical transfer of the aliquot between the sample arm and the 
storage carousel (Preusser et al., 2014). 

For comparison, the decadal percentages of signal loss (g-value) 
normalised to 2 days (Lamothe et al., 2003) were calculated for the IR 
and pIR signals (Fig. 8; Table S6). For the IR signal, g-values (in % per 
decade) determined with both readers fall into the same range with 1.0 
± 0.7 (RIN4) to 3.1 ± 0.9 (UST1) on the Lexsyg and 1.9 ± 0.4 (RIN2) to 
3.2 ± 0.4 (GBR1) on the Risø. However, IR g-values of the individual 
samples vary notably (R2 < 0.01) without a systematic difference. The 
g-values for the IR signal are very similar to those obtained in previous 

studies on the region (Dehnert et al., 2012; Gaar and Preusser, 2012; 
Lowick et al., 2012, 2015; Gaar et al., 2013; Buechi et al., 2017; Mueller 
et al., 2020). While it has been common to refrained from applying a 
fading correction for samples of the region in previous studies, Gaar 
et al. (2013) and Mueller et al. (2020) have demonstrated the necessity 
of such a correction by presenting corrected F ages in good agreement 
with those of Q. 

To derive fading corrected SA De values, the sample specific density 
of recombination centres (ρ′-value) was determined and then used to 
correct the SGC or DRC following Kars et al. (2008), using the Lumi-
nescence package for R (King and Burow, 2019). For the Lexsyg, SA IR 
ρ′-values between 8.17e− 7 ± 3.29e− 7 (RIN4) and 2.49e− 6 ± 8.46e− 7 

(RIN2) were derived, while SA IR ρ′-values for the Risø ranged between 
1.55e− 6 ± 2.42e− 7 (RINI4-1) and 2.20e− 6 ± 5.89e− 7 (GBR1) (Table S6). 

In contrast to the IR signals, the SA pIR g-values showed a systematic 
difference with values obtained on the Risø falling in a much smaller 
range with 0.8 ± 0.4 (HABS1-3) to 1.1 ± 0.4 (HST2, RIN4) than those of 
the Lexsyg with 0.6 ± 0.8 (HST2) to 2.4 ± 0.6 (RIN2). Thiel et al. 
(2011a, b) found for a higher temperature protocol (pIR290) that 
g-values of up to 1.6 are likely laboratory artefacts. Correspondingly, 
Buylaert et al. (2012) observed comparable values for fading measure-
ments of Q and suggested that g-values up to 1.5 originate from mea-
surement procedures rather than represent a fading signal. These 
thresholds are similar to most of the pIR g-values obtained here. How-
ever, when the fading correction is applied to the pIR signal, most 
samples reach saturation (data not shown), thereby hindering the 
interpretation of the observed signals. To allow for comparison between 
the IR and pIR signals, the uncorrected pIR signal is used in this work. 

Note, all SA F De distributions presented in this study may be 
impacted by aliquot specific variations in fading rates, as no fading 
correction was conducted for the SA pIR signals and a sample specific 
averaged fading rate was used for IRcorr. 

4.6. Signal properties of SG feldspar 

In comparison to the SA measurements, the natural decay signals of 
SG F (IR, pIR) are somewhat dimmer, posing no risk of oversaturating 
the photomultiplier tube. However, the signal to background ratios are 
sufficiently high and the normalised decay shapes are well reproducible 
(example in Fig. 5). Between 36% (HABS1-3) to 83% (UST1) and 46% 
(HABS1-3) to 84% (UST1) of the grains failed to present an effective, 
bright, natural IR or pIR signal, respectively. Those grains were rejected, 
together with up to 13% of grains for recycling, 26% for recuperation 
and 3% for fitting problems. In addition, for most samples up to 1% of 
grains were rejected due to saturation of the IR and pIR signals. Four 
samples presented higher percentages of saturated pIR signals with 3% 
(GBR1, HABS1-3), 8% (HST15) and 13% (RINI4-1) of the measured 
grains being excluded from De determination (Table S4). 

The suitability of the SG measurement protocol was assured with 
dose recovery tests for eight samples yielding M/G ratios of the IR signal 
between 0.93 ± 0.02 (RINI4-1) and 0.97 ± 0.02 (GBR1, UST1, HABS1- 
3) and between 0.96 ± 0.0 (GBR1) and 1.03 ± 0.02 (UST1) for the pIR 
signal (Table S5). 

4.7. Signal brightness of SG feldspar 

Several studies have reported a positive correlation between the 
luminescence signal intensity obtained for a given dose from grains and 
their natural De values (Reimann et al., 2012; Smedley, 2014; Brown 
et al., 2015; Rhodes, 2015; Jacobs et al., 2019; Guo et al., 2020), sug-
gesting that only the brightest grains of a population provide reliable De 
values. Following Jacobs et al. (2019), this relationship has been 
assessed for all accepted SG IR and pIR measurements of this study. For 
this, CAM De values were derived using all grains below given Tn 
thresholds (initial cts/0.6 s; Fig. 9 and S6) for both the measurement of 
the natural signal and also for the dose recovery tests (when applicable). 

Fig. 8. SA fading values obtained using two different readers. Each g-value 
represent the CAM value for three SA. 
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For the latter, all samples showed De values over the entire range of 
investigated thresholds that are consistent with each other suggesting 
that a given dose can be recovered regardless of the signal intensity of 
the grains. In contrast, for the natural signal, three types of relationships 
were observed; type A is characterised by IR De values that increase with 
the applied Tn thresholds until a plateau is reached, while no such 
relationship is present in the pIR signal (GBR1, HST2, RIN2, RIN4); for 
type B such a relationship is present in the pIR measurements but is 
missing for the IR signal (HABS1-3, UST3), while type C lacks any cor-
relation between signal intensity and De values (GBR12, HST15, 
RINI4-1, UST1). For types A and B, the onset of the plateau is used to 
determine a sample specific Tn threshold that will allow for the exclusion 
of grains likely to underestimate the De distribution. Hence, sample 
specific thresholds (2000–3000 cts/0.6 s) have been determined for 
either the IR (type A) or the pIR signal (type B) and the De distributions 
have been “cleaned” from dim grains. This significantly reduces the 
number of grains acceptable for final De determination by 68%–70% 
(Table S7). 

However, in the absence of such a relationship it might well be ad-
vantageous to exclude dim grains following previously established re-
lationships. Reimann et al. (2012) suggested selecting the brightest 30% 
of grains which is similar to results obtained using the Tn threshold in 
this study. Hence, only the De values of 30% of the brightest grains were 

chosen for each sample of both the IR and pIR signals for further dis-
cussion (see 5 and 6.2). 

As only the natural signal appears to have a link between signal in-
tensity and obtained De value, anomalous fading of the natural signal 
should be assessed for the individual grains rather than for multi grain 
aliquots, as previously presented and commonly used for fading 
correction (see 4.5). 

4.8. Anomalous fading of SG feldspar 

To further investigate fading, five samples were chosen (GBR1, 
HABS1-3, RIN2, RINI4-1, UST1) for which SG De values were deter-
mined. Subsequently SG fading measurements were conducted on the 
same grains following the same procedure as for SA measurements (Risø 
reader; see 4.5). SG IR g-values (% per decade) plot between − 2.60 ±
2.38 and 13.86 ± 3.82, while pIR g-values scatter between − 4.65 ±
3.18 to 5.01 ± 2.33 (Fig. 10A and B). The wide spread observed for SG 
IR g-values is only reported for grains with natural De values below 150 
Gy. 

When plotted against signal intensity (Fig. 10C and D), it becomes 
obvious that grains with low IR intensity are more likely to present a 
wider scatter of g-values. This is especially true for grains with an in-
tensity below 2000 cts/0.6 s, with a further reduction of scatter above 

Fig. 9. Tn threshold plateau determination for all types shown on representative examples. CAM De values for the natural signal and dose recovery test results are 
presented as a function of signal brightness or intensity (cts/0.2 s). Note, distinct plateaus are observed for the IR signal of type A and the pIR signal of type B. 
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7000 cts/0.6 s, suggesting that fading rates of individual grains vary 
significantly. Sample specific Tn thresholds of 2000 cts/0.6 s as deter-
mined previously for type A samples (GBR1 and RIN2; see 4.7) agree 
well with this observation and justify the exclusion of grains with dim IR 
signals as proposed. Type B sample HABS1-3 and type C samples RINI4-1 
and UST1 lacked an IR De plateau that allows for the application of the 
Tn threshold approach, however, SG g-values of these samples show a 
similar pattern to those of type A. A dependency of De values to indi-
vidual fading rates would be expected when deriving CAM De values for 
different signal intensities. In addition, a relationship between signal 
intensity and g-values is missing for the pIR signal of HABS1-3 (type B), 
while this sample presents a Tn threshold plateau. This is in accordance 
with findings of Rhodes (2015) for a SG pIR short-term fading experi-
ment on samples from California and both IR and pIR g-values for 
samples from New Zealand observed by Smedley (2014). For IR mea-
surements of samples from Saudi Arabia, Trauerstein et al. (2012) found 
a similarly wide scatter of SG g-values for grains with lower De and 
brightness. However, they observed a negative correlation between 
those parameters, a dependency not observed in samples investigated 
here. Whether there factually is no such relationship or whether it may 
be masked by other factors attributing to the De distribution pattern will 
be discussed below (see section 6.2). Note, all SG F De distributions 
presented in this study may be impacted by grain specific variations in 
fading rates as no fading correction was conducted for the SG pIR signals 
and a sample specific averaged fading rate was used for IRcorr. 

5. Results 

All SA and SG De values and distributions are presented in Table S3 
and Figure S7, respectively. Representative De distributions are shown in 

Fig. 11. To further assess the spread of De value for each signal, indi-
vidual De values were normalised to the signal’s CAM De value (Fig. 11). 
DRC and SGC saturation values are provided in Tables S4 and S8. All 
apparent ages are given in Table S9 and discussed below for comparison 
between the Q and F results. For further discussion, selected apparent 
ages are presented together with the sedimentological logs in Fig. 2. 
How to interpret the MAM apparent ages derived for F will be discussed 
in section 6.2. 

5.1. Lower Aare Valley 

5.1.1. Sample: GBR1 
For the sample expected to be the youngest, GBR1, none of the 

measured aliquots were saturated or close to 2*D0 (86% saturation) of 
the signal-respective SGC. De distributions of all signals, IRcorr, uncor-
rected pIR and OSL, show a very similar, almost normally distributed 
shape with few outliers in the high De value range. This is reflected by 
OD values between 33% and 47%. After outlier analysis using nMAD, 
the nMAD CAM yielded OD values ≤ 25% and De values of 82 ± 4 Gy 
(OSL), 128 ± 4 Gy (IRcorr) and 148 ± 5 Gy (pIR). The OSL apparent age 
of 64 ± 4 ka and the IRcorr apparent age of 61 ± 3 ka are statistically 
consistent with each other. In comparison to OSL, a slightly higher 
apparent age of 70 ± 4 ka was obtained from the pIR signal. This may 
either be due to the exclusion of few low pIR De values with small un-
certainties when applying the nMAD, a small residual that was retained 
even after sufficient sunlight exposure (on average about 6 ± 2 Gy; see 
section 4.4) or a combination of both. However, it is unlikely that the 
pIR signal suffers from a higher degree of partial bleaching than the OSL 
signal, as both show almost identical shape of De distributions. This, the 
similarity in De distribution shape of all measured signals and the 

Fig. 10. IR and pIR SG g-values as obtained for five samples and plotted against De value and signal intensity of the individual gains. The dotted lines (C.) indicate a 
change in g-value spread (see text for further details). 
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Fig. 11. (Previous page) De distributions (point signature) of three representative investigated samples (ranked by increasing De value) and signals (left) super-
imposed on Kernel density estimates (line signature). For the main population of each signal, individual De values were normalised to the signal’s CAM De value 
(middle) and for further investigation of the SG signals those distributions are presented again after Tn threshold or 30% brightest grain cleaning. 
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consistency between OSL and IRcorr apparent ages suggests that all 
luminescence signals were bleached equally well. A SA apparent depo-
sitional age of between 61 ± 3 ka and of 64 ± 4 ka would therefore be 
regarded reliable for GBR1. 

In comparison to the SA measurements, only the Q SG De distribution 
of GBR1 shows an almost normally distributed shape with a single 
outlier in the low De value range. Noteworthy is the significantly lower 
OD value (19%) of the SG distribution, in comparison to that of the SA 
(47%). After the exclusion of the outlier, a SG CAM De value of 111 ± 6 
Gy and an apparent age of 86 ± 1 ka were obtained. While about 90% of 
all SA measurements were excluded following IR screening and the 
check for fast component dominance, the remaining SA still presented a 
variety of grains, likely including those with unfavourable properties 
that will have contributed to the averaged De value of each or most SA 
measurements. With less than 1% of the SG measurements accepted, the 
higher SG Q age (86 ± 1 ka) compared to SA (64 ± 4 ka) might indicate 
the successful rejection of grains with unfavourable luminescence 
properties from the SG dataset. 

The GBR1 SG De distributions of IR and pIR are positively skewed 
and presented a rather wide spread with OD values 66% and 48%, 
respectively. Only few grains (three) failed to intercept with the pIR 
DRCs, while for 22 out of the 166 grains the IR signals were unsuccessful 
in reaching the DRC due to the signals being in saturation after correc-
tion. The majority of natural De measurements were projected onto the 
DRCs below 2*D0, with only few grains of both signals plotting above. 
The SG pIR and IRcorr De distributions showed near identical shapes 
suggesting that fading correction might have been successful and that 
bleaching was equally inefficient for both signals. A clear tail of De 
values is observed at the higher De ranges indicating pattern of typical 
partially bleached distributions warranting the use of the MAM (Arnold 
et al., 2007). However, for the SG IR signal of GBR1, a dependency 
between signal intensity and De values (type A), as well as g-values (see 
sections 4.7 and 4.8), was observed. Therefore, MAM De values were 
derived for the 30% brightest grains and after applying the sample 
specific Tn threshold yielding 188 ± 19 Gy and 193 ± 15 Gy, respec-
tively. These values convert to SG IR apparent ages of 89 ± 10 ka and 91 
± 8 ka, which are both statistically consistent with the SG nMAD Q 
apparent age of 86 ± 1 ka. Both SG IR ages were derived using the MAM, 
which has seemingly isolated the well bleached population of the De 
distributions and hence provides rather a finite than a minimum age 
estimate. The SG IR apparent ages are higher than that obtained using 
SA (61 ± 3 ka; nMAD CAM), which was obtained from a mixture of 
grains including those with less intense signals. 

For the SG pIR signal a MAM De value of 155 ± 17 Gy and an 
apparent age of 73 ± 9 ka were derived. The pIR age is slightly younger 
but statistically consistent with those of the other SG signals. In com-
parison, the SA pIR apparent age of 70 ± 4 ka agrees with the SG 
apparent age, however, it was found to be higher than the Q and IR SA 
age estimates. The rather high SA apparent age represents an averaged 
signal with contributions of grains that likely have been rejected during 
the SG analysis or were partially bleached. When only the brightest 30% 
of grains are used, a pIR MAM De value of 165 ± 31 Gy and an apparent 
age of 78 ± 15 ka can be obtained. However, the used bright grains still 
yield low De values and this cleaning step remains without impact onto 
the shape of the lower De distribution. Consequently, the consistent 
shape of the De distribution and the fact that the SG pIR apparent age of 
the brightest 30% of grains is statistically consistent with the pIR, OSL 
and IRcorr SG apparent ages, suggests that the rejection of dimmer grains 
for signals lacking a Tn threshold plateau is redundant. 

Considering the consistency of the SG ages and the opportunity to 
exclude grains with unfavourable luminescence behaviours (i.e. dim IR 
signal, lacking fast component of OSL) during the analysis, a deposi-
tional age of between 73 ± 9 ka and 89 ± 10 ka may be regarded more 
reliable than the apparent ages derived using the SA dataset (61 ± 3 ka 
to 64 ± 4 ka). 

5.1.2. Sample: UST1 
For the second young sample, UST1, OSL measurements were un-

feasible (see section 4.1). However, the SA IR De values are close to 
normally distributed with only few outliers in the high De range (25% 
OD). After outlier analysis, an IRcorr nMAD CAM De of 159 ± 6 Gy and an 
age of 77 ± 5 ka were derived. Similarly, the application of the MAM 
provides a De value of 148 ± 13 Gy and an age of 72 ± 7 ka. These values 
are statistically consistent with those of the CAM, implying that the 
small impact outliers have on this particular population and any impact 
of a partially bleached component is negligible, if present. In compari-
son, the pIR De distribution is much wider and positively skewed with 
some very high De values. This points towards a different, poorer degree 
of bleaching degree for this signal. However, an apparent MAM age of 79 
± 10 ka for the pIR signal is statistically consistent with that of the IRcorr, 
indicating that the lowest part of the population may represent a well- 
bleached component. Noteworthy, for this comparatively young sam-
ple none of the signals are close to being affected by saturation 
limitations. 

Similar to GBR1, the SG IR and pIR De distributions of the second 
youngest sample, UST1, are positively skewed, show wider distributions 
(OD >60%) and a tail of De values towards the high range, with few De 
values yielding higher values than 2*D0 (IRcorr: 6; pIR: 15). In absence of 
a Tn threshold plateau (type C), IRcorr MAM De values of 115 ± 9 Gy and 
147 ± 19 Gy were derived using the entire De population and 30% of 
brightest grains, respectively. This equates to MAM apparent ages of 56 
± 5 ka and 72 ± 10 ka. The SG IRcorr MAM apparent age derived using 
the brightest grains agrees well with those obtained for SA (IRcorr nMAD 
CAM 77 ± 5 ka and pIR MAM 79 ± 10 ka). 

A SG pIR MAM De value of 98 ± 17 Gy was derived for all accepted 
grains and 91 ± 25 Gy was obtained for the 30% brightest grains. The 
rejection of dim grains reduces the number of accepted grains from 48 to 
14 and increases the OD from 95% to 109%. Both approaches lead to 
apparent MAM ages of 48 ± 9 ka and 44 ± 12 ka, respectively, which are 
statistically consistent with for the MAM of the entire De population of 
the IR signal. This in turn strengthen the implication drawn from the IR 
dataset, that the application of a brightness cleaning step is inappro-
priate in the absence of a Tn threshold plateau. 

Based on the poor signal performance of the younger samples from 
the GBR and UST sites, further OSL measurements (Q) were omitted for 
the two older samples (GBR12, UST3). 

5.1.3. Sample: GBR12 
The De values of the IR signals (corrected and uncorrected) for 

GBR12 yield an OD value below 20% and are narrowly distributed with 
only two outliers; one in the lower and one in the upper range. CAM and 
nMAD CAM De values are statistically consistent with each other 
implying that the outliers have little influence onto the average. The 
shapes of the distributions are almost identical to those of GBR1. While 
IR De values of GBR12 are well below saturation constrains, most of the 
pIR De values plot above 90% saturation. Noteworthy is a small number 
(six) of aliquots with low De values suggesting the potential for two pIR 
populations with the lower at 659 ± 56 Gy (GBR12). This results in an 
apparent age of 302 ± 66 ka. However, the CAM derived age of 388 ±
79 ka for the whole population is statistically consistent with the IRcorr 
nMAD CAM age of 266 ± 54 ka suggesting that the lower population has 
little effect on the age derivation. This is reflected in the nearly identical 
CAM and MAM values for all signals. 

De values of the SG IR signals (corrected and uncorrected) yield an 
OD value above 60% and present wide distributions with distinct tails in 
the high De range. This is even more pronounced in the pIR distribution 
with about half of the grains plotting beyond 86% or even 90% satu-
ration. Only about 3% of pIR SG measurements and about 13% of IRcorr 
measurements, failed to intercept with the DRCs. All of the De distri-
butions lack a distinct population in the low De range but rather present 
a ramp-shaped pattern. A Tn threshold plateau was found for none of the 
signals of GBR12 (type C), however, De values derived for the 30% 
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brightest grains and for the entire De population returned MAM De 
values within error of each other for the SG IRcorr and SG pIR mea-
surements. This indicates that a brightness cleaning step is redundant for 
type C samples. MAM De values of 201 ± 27 Gy and 375 ± 45 Gy as well 
as apparent ages of 92 ± 22 ka and 172 ± 40 ka were obtained for the 
IRcorr and uncorrected pIR signals, respectively. The IRcorr age is thereby 
statistically consistent with those ages obtained for GBR1, which was 
collected from the same core some 80 m above GBR12 and was sus-
pected to be of similar age. This might indicate that corrected SG IR De 
values isolated by the MAM may represent a well-bleached fraction of 
the sample, while the low range of SG pIR De values lack full bleaching. 

Both SG apparent age estimates are less than half of those obtained 
for the SA measurements (IRcorr nMAD CAM 266 ± 54 ka; pIR CAM 388 
± 79 ka) suggesting that the averaged signal of the SA measurements 
masks partial bleaching as successfully observed for both signals in the 
SG measurements. This is expressed in tight SA distributions, very low 
OD values and equal results for the CAM and MAM. 

5.1.4. Sample: UST3 
For the SA pIR signal of UST3, a comparatively wide spread of De 

values is observed (OD >20%) with the majority of values being close to 
or above the 86% saturation marker and few aliquots fail to intersect 
with the respective SGC. When applying the MAM, the apparent SA pIR 
age of 395 ± 38 ka exceeds that of the SA IR signal (285 ± 35 ka). 
However, for all distributions of UST3, some De values (seemingly out-
liers) in the low range are observed limiting the applicability of the 
MAM. 

For all signals, the SG De values of UST3 resemble those of GBR12 by 
being widely scattered and positively skewed with OD values of 71% 
(IRcorr) and 45% (pIR). About 8% of grains fail to intercept with the 
according DRC for the IRcorr signals, while this is true for about 10% of 
the pIR signals. About one third (IRcorr) or half (pIR) of the measured 
grains projected onto the DRCs above 86% and 90% saturation, 
respectively. For this sample that was likely partially bleached, a SG 
MAM De value of 185 ± 23 Gy and an apparent age of 104 ± 14 ka were 
derived from the whole population of the IRcorr signal. As a type B 
sample, only the pIR signal presented a Tn threshold allowing for the 
calculation of a MAM De value of 597 ± 122 Gy with an associated 
apparent age of 338 ± 70 ka. This is in agreement with values derived 
using the brightest 30% of grains (575 ± 130 Gy, 324 ± 75 ka), how-
ever, the pIR age estimate is three times higher than that of the IRcorr 
signal. Good agreement between IRcorr and pIR MAM estimates was 
obtained for UST1, collected from the same core 20 m above UST3 This 
indicates that a fading correction for IR can be successfully applied to 
samples from this site and that the discrepancies between those signals 
of UST3 can rather be attributed to bleaching. The shape of the pIR De 
distribution may imply that even the low range is represented by grains 
that were denied sufficient light exposure and that most of them still 
contain a residual signal. The poor bleaching was already observed in 
the SA dataset with outliers in the low De value range, which explains 
why even SA MAM apparent age estimates are much higher than those of 
the SG dataset (IRcorr: 285 ± 35 ka, pIR: 395 ± 38 ka). 

5.2. Habsburg-Rinikerfeld Palaeochannel 

For all samples from the Habsburg-Rinikerfeld Palaeochannel, SA 
OSL measurements could be obtained and compared to the IR results. 

5.2.1. Sample: RIN2 
For the first drill core sample, RIN2, none of the measured aliquots 

were saturated or close to the saturation limit. The De distributions of all 
signals, IRcorr, and uncorrected pIR and OSL, showed a very similar, 
almost normally distributed shape with few outliers at either the high, 
the low or both ends of the De value range. This is reflected in OD values 
between 19% and 25%, although, the IRcorr De distribution presented a 
wider spread and an OD value of 37%. After outlier analysis, the nMAD 

CAM yielded De values of 162 ± 4 Gy (OSL), 294 ± 9 Gy (IRcorr) and 308 
± 7 Gy (pIR). The OSL age of 190 ± 9 ka, the IRcorr age of 176 ± 8 ka and 
the pIR age of 184 ± 8 ka are statistically consistent with each other. 

In comparison to the Q SA measurements of RIN2, the Q SG De dis-
tribution presented a more normally distributed or even spread, without 
distinct outliers in the upper range. This distribution had an OD value of 
24% and resembled that of the well bleached sample GBR1. None of the 
accepted grains plotted above the 2*D0 saturation limit on the respective 
DRC. A CAM De value of 176 ± 8 Gy and an apparent age of 206 ± 12 ka 
were derived. The agreement between SG and SA OSL apparent age 
estimates (SA 190 ± 9 ka) strengthens the implication of a well bleached 
Q signal. 

In contrast to the Q signal, both SG IR and pIR signals showed a 
somewhat broader spread of De values than observed for the SA mea-
surements. A slight positive skew is present, but less so in comparison to 
the observations for GBR1. Only few grains (seven) of the pIR signal 
intercepted the respective DRCs above 86% saturation. OD values of the 
IRcorr signal (2% of grains in saturation) reached 48%, but are reduced to 
29% (brightest 30% of grains) to 35% (Tn threshold) after brightness 
cleaning for this type A sample. These are still rather high and with few 
grains tending towards a high De value tail, representing a partially- 
bleached component. Therefore, MAM age estimates were derived for 
datasets of both the Tn threshold and the brightest 30% of grains. Both 
cleaning steps changed the lower part of the De distribution notably. 
MAM De values of 190 ± 22 Gy and 236 ± 22 Gy with the associated 
apparent ages of 113 ± 14 ka and 141 ± 14 ka were yielded, 
respectively. 

Similarly, an OD value of 34% was reported for the pIR signal, with 
only one grain being in saturation. A pIR MAM De value of 255 ± 28 Gy 
and an apparent age of 152 ± 18 ka were derived. While the OSL ages for 
both the SG and SA dataset agree well, the pIR and IRcorr MAM ages 
derived using SG are comparatively low. 

5.2.2. Sample: RIN4 
Similarly, the second drill core sample, RIN4, presented rather tight 

SA distributions with accordingly low OD values (8%–21%) and only 
few outliers for the OSL and pIR signals. After discarding those outliers, 
the nMAD CAM yields SA De values of 212 ± 6 Gy for OSL and of 313 ±
6 Gy for pIR. Those provided statistically consistent apparent ages of 178 
± 9 ka and 168 ± 7 ka, respectively. The IRcorr age of 121 ± 5 ka (225 ±
3 Gy) is much lower than the apparent ages obtained for the other 
signals. 

For RIN4, the SG Q De distribution resembles that of RIN2 and GBR1, 
with an even spread and no distinct outliers. An OD value of 14%, a CAM 
De value of 203 ± 5 Gy and a respective CAM finite age of 171 ± 8 ka 
were derived. This age agrees with the SA apparent age of 178 ± 9 ka 
suggesting a well bleached Q fraction. However, all IR (uncorrected and 
corrected) and pIR De distributions show a wide spread with a distinct 
tail in the upper De range and OD values of 45%, 47% and 44%, 
respectively. While none of the IR and pIR grains failed to intercept with 
the according DRC, about 2% of all measured grains suffered from this 
during fading correction and few grains plot above the 86% saturation 
limit (IRcorr: 6; pIR: 11). For this partially bleached, type A sample, 
corrected SG IR MAM De values of 346 ± 12 Gy and 352 ± 28 Gy were 
derived for the Tn threshold approach and the 30% of brightest grains, 
respectively. This converted to MAM apparent ages of 186 ± 9 ka and 
210 ± 18 ka, respectively. While the MAM age obtained using the Tn 
threshold agrees with the finite age of the SG OSL signal, the use of only 
30% off the brightest grains presents a slightly higher value. 

For the SG pIR signal, a MAM De value of 271 ± 17 Gy and a MAM 
apparent age of 146 ± 11 ka were yielded. Interestingly, while the SG 
pIR MAM apparent age is somewhat lower than the finite SA age, both 
SG IR MAM age estimates are much higher than the finite age of the SA 
dataset. 
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5.2.3. Sample: RINI4-1 
While SA De distributions of both RIN samples are similar in shape, 

those of the outcrop samples RINI4-1 appear to be much broader. The 
OSL De distribution of RINI4-1 is positively skewed, truncated and shows 
an OD value of 32%. However, most aliquots are well below 2*D0, 
suggesting that high dose responses beyond single exponential behav-
iour, as often observed for samples from the region (Lowick et al., 2010; 
Dehnert et al., 2012), is unaccountable for the spread in De values. An 
explanation for saturated aliquots and those that contribute to the skew 
may rather be partial bleaching. When applying the MAM, only two very 
low De values are considered for age determination, while the CAM 
appeared to best describe the lower part of the distribution that seems to 
be almost normally distributed. Using the MAM and the CAM, De values 
of 215 ± 23 Gy and 299 ± 16 Gy are obtained, respectively. Those 
correlate to OSL apparent ages of either 145 ± 18 ka or 202 ± 16 ka for 
this truncated distribution. 

Similarly, most aliquots of the IR and pIR measurements ploted be-
tween 86% and 95% saturation and some failed to intersect with the 
respective SGC. De distributions of both IR and pIR signals present a 
much wider spread and a positive skew. These distributions give IRcorr 
and pIR De estimates of 702 ± 73 Gy and 671 ± 78 Gy using the MAM. 
Those results are statistically consistent with each other and may denote 
apparent age estimates of 304 ± 35 ka and 291 ± 37 ka, which lie well 
above the OSL MAM and CAM apparent age estimates. 

For the SG OSL measurements of RINI4-1, only 6 out of the measured 
6500 grains gave an acceptable De value. This is an insufficient number 
to investigate the SG De distribution and rather surprising as 36 out of 44 
measured aliquots were accepted. Only few aliquots (3 SA; 7%) were 
rejected for a lacking fast component dominance, while the other 11% 
failed to intercept with the SGC (saturation; 5 SA). Less than 1% of the 
SG measurements were rejected as they were in saturation. Most SG 
measurements were excluded due to a dim signal (85%) or for unsuit-
able DRC fitting (FOM >10; 13%). In absence of a substantial SG OSL 
dataset, it is speculative what contributed to the SA signals and how 
reliable any obtained age from this approach is. 

In comparison to the already broad SA De distributions of RINI4-1, 
the SG IR and pIR distributions spread even wider (OD 69%, 50%, 
respectively) and were more positively skewed. Only few grains were in 
saturation, while only twelve grains of the IRcorr signal plotted beyond 
86% saturation. However, about half of the pIR measurements inter-
cepted the respective DRC above 90% saturation. For this partially 
bleached type C sample, MAM De values of 211 ± 28 Gy and 496 ± 77 
Gy as well as the associated MAM apparent age estimates of 92 ± 13 ka 
and 215 ± 35 ka were derived for the IRcorr and pIR signals, respectively. 
This might either indicate a failing of the fading correction for IR or that 
none or only insignificantly few grains had fully bleached pIR signals 
before deposition. However, SG fading correction has been shown to 
perform well for other samples of this dataset (e.g. RIN4, UST1) and the 
SG pIR distribution shows a much slower increase in the low part of the 
De distribution. This is a likely indicator for the lack of a fully bleached 
component in the pIR signal. Both SG MAM apparent age estimates are 
much lower than those derived using the SA OSL (202 ± 16 ka), IR (304 
± 35 ka) and pIR (291 ± 37 ka) approach, suggesting that the averaged 
signals of the latter mask a potentially well bleached proportion of 
grains. Hence, the SG IRcorr MAM age estimate of 92 ± 13 ka represents 
the most precautious attempt to date this sample. 

5.2.4. Sample: HABS1-3 
The SA OSL De distribution of HABS1-3 showed a positively skewed 

shape, with an OD value of 35%. For this sample, most aliquots were 
well below the 2*D0 value of the respective SGC. The MAM was applied 
yielding a De value of 131 ± 19 Gy and an apparent age of 67 ± 10 ka. 
While the uncorrected IR De distributions resembled that of the sample’s 
respective OSL signal, the corrected De distribution wad widely spread 
and truncated due to aliquots in saturation (no interception with the 
SGC). The majority of aliquots showed De values above 90% or 95% 

saturation and are slightly higher than the pIR De values. While this 
could be related to the applied fading correction, it is a likely expression 
of the IR signal approaching saturation. The sample yielded a MAM De 
value of 856 ± 63 Gy and an apparent age of 337 ± 30 ka. 

In contrast to the uncorrected IR De distributions, the pIR signals 
present wider distributions and a more positive skew suggesting, 
insufficient bleaching of the latter. In addition, the majority of measured 
aliquots intersected above 86% or 90% saturation with the respective 
SGC but all measured aliquots intersect with the SGC. A MAM De value 
of 805 ± 54 Gy was derived and accordingly, an apparent pIR age of 317 
± 26 ka could be suggested. The resemblance of the IRcorr and uncor-
rected pIR De distributions, especially at the low range, is noteworthy. 
This suggests either that those aliquots consisted of well or equally 
poorly bleached grains, which is reflected in the pIR and IRcorr apparent 
ages being statistically consistent with each other. Similar to RINI4-1, 
the IR and pIR apparent ages are much higher than the OSL age estimate. 

Unfortunately, the limited amount of Q purified from HABS1-3 
prevented SG measurements and thereby the direct comparison of 
these signals. For SG pIR and IRcorr measurements, the De distributions 
are widely spread (OD 45% and 57%, respectively), positively skewed 
with a tail towards the high De range and at least the IRcorr distribution is 
truncated due to 11% of grains being in saturation (no interception with 
the SGC). For a substantial number of grains (half of all accepted), the 
pIR measurements intercepted the respective DRC beyond 90% satura-
tion, while this is true for only few grains of the IRcorr measurements. 
The sample yielded a SG IRcorr MAM De value of 254 ± 29 Gy and a MAM 
apparent age of 100 ± 12 ka. For the pIR signal, MAM De values of 763 
± 148 Gy and 717 ± 135 Gy were obtained for the Tn threshold cleaned 
dataset and for the 30% of brightest grains (type B). This corresponds to 
MAM apparent ages of 300 ± 60 ka and 282 ± 55 ka, respectively. Both 
pIR apparent age estimates are much higher than the IRcorr MAM age, 
but statistically consistent with both the IRcorr and pIR MAM apparent 
ages of the SA dataset. As this dataset is derived from an average signal, 
it is likely that partially bleached grains are contributing to the De values 
for De determination and thus may indicate that even the lower values of 
the pIR De distribution were not fully bleached before deposition. 
Therefore, an SG IRcorr MAM age of 100 ± 12 ka may describe this 
sample best. 

5.3. Strassberg Trough 

Similar to the older samples from the Lower Aare Valley, for both 
samples from the Strassberg Trough, OSL measurements were 
unfeasible. 

5.3.1. Sample: HST2 
For measurements of HST2, both SA IR signals were well below the 

86% saturation limit and all aliquots intersected the SGC. De values of 
the IR signals (corrected and uncorrected) yielded an OD value of 15% 
and are narrowly distributed with only one or two outliers in the upper 
range. CAM and nMAD CAM De values are both 391 Gy implying that the 
outliers have little influence on the average. The shapes of the distri-
butions are almost identical to those of GBR1. The pIR De distribution 
presents a positive skew with a rather low OD value of 20%. Both nMAD 
CAM and MAM give consistent pIR De values with 564 ± 19 Gy and 572 
± 43 Gy, respectively. The respective pIR apparent ages are 321 ± 18 ka 
and 325 ± 28 ka while IRcorr De values of HST2 yield a much lower 
nMAD CAM apparent age of 222 ± 11 ka. 

All HST2 SG De distributions are widely spread, show a distinct tail 
towards the high range and present OD values over 49%; all charac-
teristic for a partially bleached sample. For the IRcorr signal, 4% of grains 
show saturation, while only the pIR signal of one grain fails to intercept 
with its DRC. More than half of both the IRcorr and pIR signals plot 
beyond the 86% or even 90% saturation limits on the respective DRC. As 
a type A sample, the SG IRcorr dataset was cleaned leading to a notable 
change of shape in the lower part of the De distribution and a reduction 
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in OD values to 40% and 39% for the Tn threshold approach and the 30% 
of brightest grains, respectively. Those cleaned distributions yielded SG 
MAM De values of 359 ± 47 Gy and 379 ± 54 Gy, with corresponding 
MAM apparent ages of 204 ± 28 ka and 215 ± 13 ka. A MAM apparent 
age of 184 ± 25 ka for the SG pIR signal (323 ± 42 Gy) correlates well 
with both IR estimates. While all three apparent ages are expectably 
much lower than the SA pIR apparent age, they are in agreement with 
the SA IRcorr apparent age. However, the latter is an averaged value 
derived from a combination of grains that included those dimmer grains 
deemed unreliable for type A samples, as well as those identified as 
partially bleached on a SG level. The masking of such components in the 
SA signal is also expressed in the agreement between SA and SG CAM De 
values. Hence, a MAM age of 184 ± 25 ka to 215 ± 13 ka may describe 
the depositional age of this sample best. 

5.3.2. Sample: HST15 
While the uncorrected SA IR De distribution of HST15 mirrors that of 

HST2, the SA IRcorr and pIR De distributions presented a much wider 
spread, a more positive skew and are truncated due to aliquots in 
saturation. However, the majority of aliquots shows De values below 
86%. Noteworthy is the resemblance of the IRcorr and uncorrected pIR De 
distributions, especially at the low range. This suggests that those ali-
quots consisted of either well or equally poorly bleached grains, which is 
reflected in the pIR and IRcorr apparent ages being statistically consistent 
with each other. The sample yielded MAM De values of 795 ± 73 Gy and 
925 ± 61 Gy with apparent ages 415 ± 41 ka and 483 ± 37 ka for the 
IRcorr and uncorrected pIR signals, respectively. 

In comparison to HST2, HST15 presented even wider SG De distri-
butions, with OD values of 47% and 76% for the pIR and IRcorr signals. 
Both distributions were truncated with 8% and 11% of grains in satu-
ration and consist of one third to two third of grains that plotted beyond 
the 90% saturation limit on the respective DRCs, respectively. As a type 
C sample, all De values were included to derive SG MAM De values of 149 
± 22 Gy (IRcorr) and 491 ± 71 Gy (pIR). These De values correspond to 
MAM apparent age estimates of 78 ± 12 ka and 256 ± 38 ka, respec-
tively. A resemblance of IRcorr and uncorrected pIR De values in the low 
range, as found for SA, was lacking for the SG measurements. While this 
may indicate that the aliquots measured rather consisted of equally 
poorly bleached grains than well bleached ones which is reflected in the 
much higher SA apparent age estimates of 415 ± 41 ka (IRcorr) and 483 
± 37 ka (pIR), it is expected for HST15 to be older than an HST2 which 
was deposited 113 m above. The latter yielded MAM apparent age es-
timates of 184 ± 25 ka to 215 ± 13 ka, hence, a MAM age estimate for 
HST15 may be best represented by pIR with 256 ± 38 ka. 

6. Discussion 

6.1. The luminescence signal of quartz 

Comparing SA and SG OSL results for RIN2 (SA: 190 ± 9 ka; SG: 206 
± 12 ka) and RIN4 (SA: 178 ± 9 ka; SG: 171 ± 8 ka), the ages agree 
within 1 σ uncertainty. The SG measurements of both samples yielded 
rather dim signals and the fast component was not dominant. While the 
fast component is considered to provide a thermally stable signal, some 
other components, i.e. the medium component, are thought to be ther-
mally unstable and hence give lower De value (Li and Li, 2006). How-
ever, the SA measurements in this study presented bright signals and fast 
component dominance, likely suggesting that firstly, the summed signal 
of multiple grains in the SA measurements is representative of those 
individual grains that have passed SG rejection criteria and that sec-
ondly, the lack of a dominant detectable fast component in the SG 
measurements may indeed be related to the signal-to-background ratio, 
which prevents the mathematically derivation of such components. 

For GBR1, the calculated SG apparent age exceeds that derived from 
the SA measurements by about 20 ka (SA: 64 ± 4 ka; SG: 86 ± 1 ka). As 
expected from the necessity of IR screening and fast component 

assessment of the SA measurements, many grains of this sample failed 
the applied SG rejection criteria and less than 1% were used for final De 
determination. However, those grains passing all rejection criteria pre-
sented bright natural signals, which is in contrast to the comparatively 
dim SA signal. This indicates that averaged SA signals might still be 
impacted by the contribution of grains without dominant fast compo-
nents. Nevertheless, the application of an early background subtraction 
to maximise the fast component contribution of the used signal, as 
suggested by Cunningham and Wallinga (2010), would reduce the SA 
OSL De value from 82 ± 4 Gy to 71 ± 3 Gy (64 ± 4 ka to 55 ± 4 ka; 
nMAD CAM) and thereby increase the discrepancy between the SA and 
SG results. It appears that grains without dominant fast components may 
only contribute a small part, if any, to the averaged SA OSL signal and 
that other masked drivers are responsible for the lower De values. This is 
in accordance with findings by Trauerstein et al. (2017) who observed 
SA OSL signals dominated by the medium and slow components for 
samples from northern Switzerland, but the rejection of those SA mea-
surements remained without impact onto the finite De values. Also, 
Bickel et al. (2015) found that the influence of a potentially thermally 
unstable component in their SA OSL signal for samples from the eastern 
Alps was negligible. In contrast, Klasen et al. (2016) decided to suspend 
the use of OSL measurements, as they observed thermal instability for SA 
measurements of deposits from the north-eastern Alpine foreland. 
Interestingly, for similar deposits from the wider Alpine region, thermal 
stability of the OSL signal was reported (Gaar et al., 2013; Salcher et al., 
2015; Schielein et al., 2015). The presence and absence of thermal sta-
bility might well be linked to the intricate geological constitution of the 
Alps including magmatic and metamorphic origins. In addition to 
provenance, the bleaching and dose accumulation history of the Q grains 
might contribute to disparities in luminescence characteristic (Preusser 
et al., 2006). 

Considering the luminescence characteristics and performance of 
individually measured Q grains and the internal consistency with results 
of SG F measurements, the SG Q age for GBR1 appears most reliable. 
Interestingly, for RINI4-1 both SA and SG OSL measurements yielded 
bright signals and appeared to be fast component dominated. A finite 
age comparison was prevented by the insufficient number of SG mea-
surements passing the rejection criteria (6 out of 6500). The obtained SG 
De values plotted at the lower end of the SA De distribution or below 
(Fig. S7), which is in contrast to observations from GBR1. However, the 
SA dataset already indicated a partially bleached signature, which might 
mask the impact of grains with lower De values as seen for GBR1 and 
explain a trend towards higher SA De values. It was suggested that 
RINI4-1 was deposited in a rather distal position from the ice margin 
(Graf et al., 2006) but it appears that sunlight exposure during transport 
was still insufficient. 

Considering the diverse nature of the samples presented here, it has 
been shown that SG measurements allow for a more thorough investi-
gation of the luminescence signals and allow to select those grains with 
De values that most likely represent the depositional age. The dominance 
of a fast component is not necessarily an effective SA rejection criterion 
and not all samples presented in this study have a sufficient amount of Q 
with appropriate luminescence characteristics. 

6.2. Drivers of feldspar De distribution shape 

Most investigated samples presented SG De distributions with OD 
values that were far above the OD values observed in dose recovery tests 
(Tables S3 and S5). While the upper range of those De distributions is 
expected to be driven by partial bleaching of those water-transported 
samples, the spread towards the lower end of the De distributions 
needs further discussion. This was in turn pivotal for such samples, as 
the isolation of a population of grains that are indeed thought to 
represent the well bleached fraction is needed for the constraint of age 
estimates using the MAM. Dependencies between low De values and 
either recuperation, recycling or DRC fitting (FOM) were found for 
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neither the SG measurements of the IR nor the pIR signals. 
Signal brightness as a driver has previously been observed in various 

studies (cf. Zhang and Li, 2020). For example, Reimann et al. (2012) 
attributed lower SG De values to lower potassium content in dimmer 
grains of marine deposits from north-eastern Germany. The 30% of 
brightest grains were found to give reliable pIR age estimates that 
agreed with independent age controls. Correspondingly, Smedley 
(2014) suggested the use of the 20% brightest grains for coastal dune 
samples from New Zealand for which a dependency between brightness, 
potassium content and De values was observed. However, this de-
pendency was lacking for samples from proglacial deposits of Great 
Britain (Smedley et al., 2019). 

Jacobs et al. (2019) found a similar relationship of signal brightness 
to the natural De value as to those determined during dose recovery tests 
(Tn threshold plateaus), unlike the observations of this study. They 
concluded that the individual potassium content of the grains has a 
smaller impact on the De distribution shapes. Guo et al. (2015) observed 
low De values in relation to low signal intensity, suggesting that sensi-
tivity changes in dim grains occurred between the measurement of the 
natural signal and the following test dose. Other studies observed a 
relationship between brightness and fading rates of individual grains. 
For alluvial terrace samples from Mexico, Brown et al. (2015) deter-
mined that the brightest 25% of grains are likely to represent a 
non-fading population of the measured pIR signal, as those yielded ages 
in agreement with independent age control. Guo et al. (2020) also 
observed higher fading rates for dimmer grains from alluvial-diluvial 
deposits from northern China using a MET pIR protocol. For the IR 
signal, Trauerstein et al. (2012) also found higher g-values and scatter 
for dimmer grains of samples from the south-western Rub’ al Khali in 
Saudi Arabia. However, individual pIR fading rates determined by 
Reimann et al. (2012) and Rhodes (2015; various deposits from around 
the world) appear to be less impacted by the brightness of the grains. 

While most of the studies mentioned above apply a “cleaning” of the 
De distributions (Tn threshold plateau, % of brightest grains) prior to age 
estimation, many still report discrepancies between derived ages and 
independent age control or those derived using multi grain measure-
ments (Reimann et al., 2012; Trauerstein et al., 2012; Smedley, 2014; 
Rhodes, 2015; Smedley et al., 2019). Possible explanations for the 
persistence of low SG De values are suggested by the contamination of 
samples during collection or preparation (Smedley, 2014), intrusive 
grains caused by, for example bioturbation (Rhodes, 2015), grain 
migration (Reimann et al., 2012), variability in SG internal Rb content 
or measurement accuracy (Buylaert et al., 2019), inapplicability of the 
used fading correction (Trauerstein et al., 2012) and microdosimetry 
(Reimann et al., 2012; Smedley et al., 2019). In general, consensus of 
multiple drivers for the occurrence of unexplainably low SG F De values 
is reached. 

None of the samples investigated in this study presented a de-
pendency between individual grain brightness and dose recovery test 
results (Fig. 9 and S6), suggesting that sensitivity change is equal in dim 
and bright grains, and hence, can be excluded as a possible cause for the 
occurrence of low De values. Individual IR fading rates presented a wider 
scatter for dim grains than for bright grains while no such relationship 
was observed for the pIR signal (Fig. 10). However, a dependency be-
tween signal brightness and natural De value was observed (Fig. 9 and 
S6) for either the IR or pIR signal of some samples (type A and B) or not 
at all (type C). The individual fading rates directly impacted the natural 
De distributions (IR) of type A samples, however, it is possible that 
fading of the IR De values of type B and C samples are masked by 
competing drivers. In the absence of potassium content measurements 
for the samples presented in this study, a direct comparison remains 
lacking. However, the most conservative approach for samples with 
various potassium contents (30% brightest grains) was compared to the 
warranted cleaning of De distributions of type A and B samples, which 
was applied following the Tn threshold plateau approach. It was shown 
that a brightness cleaning step in the absence of a Tn threshold plateau is 

inappropriate, suggesting, either that variations in potassium content of 
the investigated samples were negligible or that their effects were suf-
ficiently masked by other drivers contributing to the derived De values. 
Similar to other studies, even after the application of a brightness 
cleaning step, low De values persisted in the distributions. The system-
atic appearance of this phenomenon in the presented dataset, as well as 
the literature, makes it unlikely to find possible causes in the contami-
nation of samples during collection or preparation, intrusive grains from 
bioturbation, grain migration, measurement accuracy or the inapplica-
bility of the used fading correction. However, the variability in SG in-
ternal Rb content and microdosimetry are potential sources for scatter in 
SG De distributions. On the basis of this dataset, a differentiation of the 
sources is unfeasible and further investigations are needed. 

While for well bleached samples, the phenomenon of low De values is 
less problematic as those values seem to have a negligible impact on the 
results of mean age models, for partially bleached deposits, of which the 
lower part of the population is targeted to derive a depositional age 
estimate, no such compensation occurs. Hence, deriving IRcorr and pIR 
MAM De values from distributions, cleaned or uncleaned, as presented in 
this study, will lead to the incorporation of such low De values as 
described above. However, it allows the constraint of the lowest depo-
sitional ages that are likely to underestimate the true burial time. The 
results of this rather conservative approach will hence be called “abso-
lute minimum age estimates” and denoted with a “>“-sign (Fig. 2). In 
conclusion, these results show that for samples from northern 
Switzerland it is recommendable to compare luminescence signals ob-
tained from both Q and F dosimeters to assess partial bleaching, as 
suggested by Trauerstein et al. (2017). Additionally, while it has been 
shown that the measurement of individual grains comes with some 
shortcomings, it also allows for the inspection of many aspects of the 
luminescence signals that even small aliquots would mask. 

6.3. Constraining depositional age 

For only two samples (GBR1, RIN2) agreeing SA OSL, IRcorr and pIR 
apparent ages could be derived (Fig. 2). For GBR1, SG measurements of 
the same signals also provided consistent estimates (Fig. 2). However, 
the finite SG ages of 86 ± 1 ka (OSL) and 89 ± 10 ka (IRcorr) and the pIR 
absolute minimum age of >73 ± 9 ka are somewhat higher than those of 
the SA measurements (61 ± 3 ka to 64 ± 4 ka). With the advantages of 
excluding many unfavourable grains and the internal consistency of 
ages, the SG dataset is considered more reliable for constraining a finite 
depositional age estimate. The other sample yielding consistent SA age 
estimates (RIN2) also showed an apparent SG OSL age in agreement. For 
the SG pIR and IRcorr datasets, only absolute minimum age estimates 
could be derived, which are lower than the OSL ages. This is not con-
tradictory as the absolute minimum ages will underestimate the true 
burial age. Hence, a finite depositional age of between 176 ± 8 ka (SA 
IRcorr) and 206 ± 12 ka (SG OSL) can be expected. 

One sample (RIN4) presented consistency between SA OSL (186 ±
10 ka) and pIR (176 ± 9 ka) apparent ages, while the SA IRcorr age (119 
± 5 ka) was significantly lower. Noteworthy is the low g-value deter-
mined for RIN4 (1.0 ± 0.7) that might have led to an underestimation of 
the SA apparent IRcorr age if the g-value estimate is incorrect. SG 
apparent age estimates of Q and of the brightness cleaned SG IRcorr 
dataset (Tn threshold) are in agreement and supported by the SG pIR 
absolute minimum estimate (>156 ± 11). However, analysing the F 
luminescence properties on a SG basis showed that SA results may mask 
effects of mutually compensating unfavourable luminescence charac-
teristics. Therefore, a depositional age of this sample may be constrained 
from both Q ages of 171 ± 8 ka (SG) and 178 ± 9 ka (SA), and the SG 
IRcorr absolute minimum estimate of >186 ± 9 ka. 

For those samples without SA OSL control, either SA ages in agree-
ment (HST15, UST1) or higher pIR minimum ages in comparison to the 
IRcorr apparent ages (GBR12, HST2, UST3) are obtained. 

For the two samples (HST15, UST1) with SA apparent ages in 
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agreement, however, ages derived using SG measurements were signif-
icantly lower. For UST1, it was shown that the SG brightness cleaning is 
redundant for both signals and that the SA dataset (IRcorr: 79 ± 5; pIR: 
79 ± 10) may mask a partially bleached component. Thus, minimum SG 
age estimates of >56 ± 5 ka (IRcorr) and >48 ± 9 ka (pIR) are suggested 
to best describe the depositional age. Similarly, for HST15, masking of a 
partially bleached component in the SA dataset (IRcorr: 426 ± 25; pIR: 
474 ± 24) is likely to be present (see section 5) and it is suspected that 
even the lowest population of SG pIR De values suffered from partial 
bleaching. However, from the stratigraphic position HST15 must have 
been deposited prior to HST2 and would hence be older. Therefore, the 
SG pIR minimum age of >256 ± 38 ka may be best to constrain the 
depositional age of this sample. 

Other samples without OSL control yielded higher SA pIR apparent 
ages in comparison to the SA IRcorr ages (GBR12, HST2, UST3), even 
with the MAM pIR approach (see section 5). The SG datasets for GBR12 
and UST3 suggested strong evidence for partial bleaching, with only the 
lowest population of the IRcorr De values having the potential to have 
been fully bleached prior to deposition. However, those De distributions 
also contained low De values from an unexplainable origin (see section 
6.2). Hence, absolute minimum age estimates for those samples are 
constrained from the SG IRcorr signals to >92 ± 22 ka (GBR12) and 
>104 ± 14 ka (UST3). Similarly, the SG measurements of HST2 show a 
partially bleached distribution, but agreement between SG pIR and IRcorr 
(brightness cleaned) MAM apparent ages. This allows for constraining 
an absolute minimum depositional age between >148 ± 25 ka and 
>204 ± 18 ka using the SG dataset. As both estimates underestimate the 
true burial age, the higher IRcorr absolute minimum depositional age 
might be more precise. While SA IRcorr apparent ages are consistent with 
these age constraints, they are likely the result of masking by mutually 
compensating unfavourable luminescence characteristics (i.e. unex-
plainably low De values, differential bleaching). 

For two samples (HABS1-3, RINI4-1), agreement between SA IRcorr 
and pIR apparent ages were observed while the SA OSL age was much 
lower. Both samples showed a majority of SA OSL De values equivalent 
to ages below the suspected upper limit of Q dating at 200 ka (Lowick 
et al., 2015). However, both SA OSL De distributions presented a posi-
tively skewed scatter that seemed to have a wider shape than the close-to 
normally distributed SA IR De values, at least for HABS1-3. The same 
grain size was used for both minerals, providing that all grains would 
have been subject to the same conditions regarding sunlight exposure 
and bleaching rates during transport, microdosimetry heterogeneity, 
post depositional mixing and sample contamination. While there is no 
evidence for the latter two to have occurred, differences in micro-
dosimetry would be expected to cause a larger scatter in SA OSL De 
values, as the internal dose rate is much lower and hence the beta dose 
impact relatively larger (e.g. Jacobs, 2008). In addition, another cause of 
scatter could be found in the differential bleaching of the minerals. It is 
well established that Q bleaches much faster than both IR and pIR sig-
nals (e.g. Colarossi et al., 2015) and that only very few Q grains (<1%) of 
the region emit OSL signals as reported for sample RIN2 by Mueller et al. 
(2020). For the same sample, they found that 16% of F grains inherited 
an effective bright natural luminescence signal. While more grains of Q 
(ca. 50 to 200 grains) than of F (ca. 10 grains) were measured together 
on SA, it may well be that either or both signals consisted of the 
contribution of multiple grains and therefore represent an averaged 
value. Averaged De values may mask the impact of partial bleaching, and 
hence, prevent its assessment using SA measurements (e.g. Duller, 
2006). 

For HABS1-3 and RINI4-1, a direct comparison between SA and SG 
OSL was prohibited by lack of material (HABS1-3) or efficient lumi-
nescence signals (RINI4-1). However, the latter raises the question about 
what contributed to SA OSL measurements. The SG F datasets of both 
samples confirmed the observation of partial bleaching from the SA 
datasets and indicated that even the lower population of the pIR signals 
was not fully bleached before deposition. Hence, for both samples SG 

IRcorr absolute minimum age estimates are considered representative of 
deposition and yielded ages of >92 ± 13 ka (RINI4-1) and >100 ± 12 ka 
(HABS1-3). 

Interestingly, all samples presented a partially bleached component 
in the IR and pIR signals. This occurs regardless of whether they were, 
based on the sedimentary facies, attributed to a setting that is rather 
proximal (GBR1, HST2, UST2) or distal (GBR12, HABS1-3, RIN2, RIN4, 
RINI4-1, HST15, UST3) to the respective expected ice margin. This in-
dicates that conditions during transport hampered adequate exposure to 
sunlight to fully bleach those F signals. However, sunlight exposure 
appears to have been sufficient for Q with its faster bleaching abilities, as 
both the inferred proximal (GBR1) and distal (RIN2, RIN4) samples were 
well bleached. This is in contrast to findings of Alexanderson and Mur-
ray (2012), who observed full bleaching of the Q and IR signals for 
modern Arctic samples already in proximity to the ice margin with 
transport distances of ca. 500 m. 

7. Conclusions 

The investigated samples represent a broad range of glacially 
sourced deposits from northern Switzerland. While there is no obvious 
connection between bleaching and distal or proximal deposition in 
relation to the proposed ice margin, SG F measurements of most samples 
seem to reveal a partially bleached signature. This appears to be masked 
in the respective SA measurements (IR and pIR), even though only few 
grains emit luminescence signals during IR stimulation and small ali-
quots (ca. 10 grains) were used to reduce the averaging effect. Such 
masking is expressed in close-to-normal shaped De distributions and 
rather low OD values. Agreement between fading corrected IR and pIR 
De values might also lead to the assumption that SA measurements re-
cord the well bleached signature of the sample’s De distribution, as both 
signals have distinctly different bleaching rates. However, it appears 
that the utilisation of the SA F measurements may well lead to over-
estimation of depositional age estimates. In addition, this approach 
obscures the occurrence of low De values that contribute to an average 
signal. While the drivers that cause these low De values cannot be iso-
lated completely, the number of such values can be reduced in the 
presence of a Tn threshold plateau. The application of the pIR protocol 
on a SG level allows the various contributions to the different F signals 
(IR, pIR) to be untangled and gives valuable insights into the bleaching 
degree of glacially sourced deposits of northern Switzerland. Conse-
quently, an approach to constrain the absolute minimum depositional 
age estimate of samples with De distributions containing both partially 
bleached grains and grains with unexplainably low De values can be 
found in the application of the MAM for SG measurements. It is to be 
mentioned that this absolute minimum depositional age is rather con-
servative and will likely underestimate the true depositional age. 

In addition, SG measurements appear to be advantageous for Q as 
well. While the dominance of a fast component is not necessarily an 
effective SA rejection criterion for samples of this study, Q SG mea-
surements allow the selection of those grains with De values that most 
likely represent the depositional age. However, not all samples pre-
sented in this study had a sufficient amount of Q with appropriate 
luminescence characteristics. However, from the results of this study, it 
is recommended to conduct both IR and pIR investigations in combi-
nation with Q measurements on a SG level. 

The dating potential of the investigated deposits remains rather 
limited, yet, in this sedimentologic context the results presented 
revealed that glacial advances occurred during MIS 6 or earlier. 
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