Arctic climate change with a 2 °C global warming: Timing, climate patterns and vegetation change
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Abstract The signatories to United Nations Framework Convention on Climate Change are charged with stabilizing the concentrations of greenhouse gases in the atmosphere at a level that prevents dangerous interference with the climate system. A number of nations, organizations and scientists have suggested that global mean temperature should not rise over 2 °C above preindustrial levels. However, even a relatively moderate target of 2 °C has serious implications for the Arctic, where temperatures are predicted to increase at least 1.5 to 2 times as fast as global temperatures. High latitude vegetation plays a significant role in the lives of humans and animals, and in the global energy balance and carbon budget. These ecosystems are expected to be among the most strongly impacted by climate change over the next century. To investigate the potential impact of stabilization of global temperature at 2 °C, we performed a study using data from six Global Climate Models (GCMs) forced by four greenhouse gas emissions scenarios, the BIOME4 biogeochemistry-biogeography model, and remote sensing data. GCM data were used to predict the timing and patterns of Arctic climate change under a global mean warming of 2 °C. A unified circumpolar classification recognizing five types of tundra and six forest biomes was used to develop a map of observed Arctic vegetation. BIOME4 was used to simulate the vegetation distributions over the Arctic at the present and for a range of 2 °C global warming scenarios. The GCMs simulations indicate that the earth will have warmed by 2 °C relative to preindustrial temperatures by between 2026 and 2060, by which stage the area-mean annual temperature over the Arctic (60–90°N) will have increased by between 3.2 and 6.6 °C. Forest extent is predicted by BIOME4 to increase in the Arctic on the order of 3 × 10^6 km^2 or 55% with a corresponding 42% reduction in tundra area. Tundra types generally also shift north with the largest reductions in
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the prostrate dwarf-shrub tundra, where nearly 60% of habitat is lost. Modeled shifts in the potential northern limit of trees reach up to 400 km from the present tree line, which may be limited by migration rates. Simulated physiological effects of the CO$_2$ increase (to ca. 475 ppm) at high latitudes were small compared with the effects of the change in climate. The increase in forest area of the Arctic could sequester 600 Pg of additional carbon, though this effect is unlikely to be realized over next century.

1 Introduction

The goal of the United Nations Framework Convention on Climate Change is to stabilize the concentration of greenhouse gases in the atmosphere at a level that would prevent “dangerous anthropogenic interference with the climate system”. Agreement on the level of warming that can be called dangerous remains a crucial task for policymakers. Several governments, the European Union, a number of environmental NGOs, and some scientists (for example, Hansen 2005) consider a global mean warming of 2 $^\circ$C above preindustrial temperature to be a preliminary target. However, stabilization at a given global mean temperature change does not mean that the same changes will be experienced in different regions, as the spatial patterns of climate change will be very different to the global mean changes (IPCC 2001b, Figures 9.10 and 9.11).

One of the most striking results from transient global climate model (GCM) simulations of the effect of increased levels of greenhouse gases (GHGs) on the Earth’s climate is the latitudinal variation in the amount of warming, with the greatest warming in the Arctic (Flato and Boer 2001; IPCC 2001b; Holland and Bitz 2003; Flato 2004; Hu et al. 2004). Most GCMs predict temperature changes at least twice the global mean temperature change for a doubling of atmospheric CO$_2$ concentrations over preindustrial levels. Thus even a moderate global temperature stabilization target such as 2 $^\circ$C will have substantial implications for the Arctic.

Reasons for the enhanced warming over the Arctic are fairly well-understood, and have been reviewed by several authors (IPCC 2001b; Holland and Bitz 2003; Flato 2004; Hu et al. 2004; New 2005). The main drivers in GCMs are the ice/snow albedo effect, cloud cover and ocean circulation changes. These are all reinforced by the strong static stability of the lower troposphere (the Arctic inversion), which tends to focus any additional heating near the surface.

The snow/ice albedo effect occurs because reductions in snow, land ice and sea ice reduce reflectivity, permitting more incoming radiation to be absorbed and heat the ground and ocean; thinner sea-ice and ice-free water also result in larger heat fluxes to the atmosphere from the warmer ocean, with this effect being especially strong in spring and autumn. Sea ice changes dominate the ice/snow feedback in spring, summer and autumn, but reduction in snow cover and permafrost can have important regional effects over continental areas. The effect of snow cover is complicated by the interactions of increasing precipitation (which, if acting alone, would also mean more snowfall) and warming (which leads to faster snowmelt and rainfall being greater fraction of total precipitation).

Clouds act to both reduce incoming shortwave radiation through reflection and increase longwave flux back to the surface (Ingram et al. 1989). The net effect of these competing processes currently produces a positive (warming) forcing in winter and negative forcing for a several weeks in summer, with an overall net positive forcing (Curry et al. 1996). The sign of any cloud feedback in GCM simulations is therefore critically dependent on predicted changes in seasonal cloud cover. Holland and Bitz (2003) suggest that, in the
majority of GCMs for which cloud cover data were available in the CMIP2 study, ice-albedo changes dominate any negative cloud feedbacks, while increases in higher altitude cloud cover produces an additional (but small) positive feedback.

Poleward ocean heat transport can play a direct and indirect role in Arctic temperature change. Alterations in the strength and/or location of heat transport will directly affect the amount of warming, and also indirectly affect the ice-albedo feedback by influencing the nature of sea-ice retreat (Holland and Bitz 2003). Compared to their control climates, most current GCMs show a reduction in northward ocean heat transport in the North Atlantic (<65°N), which is correlated with a reduced rate of warming in this sector. At higher latitudes (>65°N), most GCMs show increased poleward ocean heat transport. The heat source and mechanism for this high latitude transport is unclear, given the reduced transport through the North Atlantic. Suggestions include atmospheric heat transport and then exchange with the ocean at higher latitudes (Holland and Bitz 2003), a simple export from the northern North Atlantic, which contributes to the overall reduced rate of warming in this sector, and/or transport of locally warmed water at the areas of greatest ice loss. Increased heat transport north of 65°N is correlated with a decrease in ice thickness and ice extent, and may also be an amplifying factor in these sea-ice changes (Holland and Bitz 2003).

Records of temperature change over the 20th century show similar Arctic temperature “amplification” relative to the global mean change, at least for the latter third of the century (Jones et al. 1999; Serreze et al. 2000; Johannessen et al. 2004), though the location of greatest warming differs between GCMs and observations,¹ and is not unanimously attributed to a high-latitude amplification of a GHG signal (Przybylak 2000; Polyakov et al. 2002; Polyakov et al. 2003). Part of the disagreement between authors is due to the periods over which the analysis takes place, as the Arctic has relatively large low-frequency (10–50 year) variability; recent observed warming, while consistent with GCM simulations, is not inconsistent with estimates of low frequency variability.

The natural vegetation of the Arctic is a keystone in the culture of its indigenous peoples and is essential to the survival of flagship animal species. The Arctic has a unique and rich flora and fauna that includes many endemics (ACIA 2004). High latitude ecosystems also play a significant role in the global carbon budget: large amounts of carbon are stored in widespread, often frozen, organic soils (Christensen et al. 1999), there are significant methane emissions from tundra wetlands (Christensen et al. 1996), and hundreds of thousands of lakes and ponds are reservoirs of organic carbon in water and sediment (Kling et al. 1991; Frey and Smith 2005). Species distributions in the Arctic are highly dependent on temperature, so amplification of global temperature change in this region will likely produce disproportionate impacts of vegetation patterns and related ecosystem function. Thus any amplified warming has potentially major ecological and socio-economic implications for Arctic areas (for example, IPCC 2001a, Chapter 16; Kaplan et al. 2003; ACIA 2004; Callaghan et al. 2004).

In turn, changing patterns of Arctic vegetation will almost certainly affect future climate through biophysical and biogeochemical feedbacks to the atmosphere-ocean system. Increases in tree and shrub cover would reduce total and seasonal albedo, warmer temperatures may increase carbon sequestration, and changes in the hydrological cycle due to melting permafrost could effect large changes in wetland area and methane emissions (Oechel et al. 1993; Foley et al. 1994; Bonan et al. 1995; Chapin et al. 1995; Christensen 1999; Chapin

¹Greatest warming in GCMs is generally over the Arctic Ocean, while the largest warming in the observed record is over Northern Eurasia.
et al. 2000; Callaghan et al. 2005). Animals, and humans, would almost certainly also be affected by these vegetation changes (ACIA 2004).

The aim of this paper is to document the extent of climate and vegetation change in the Arctic under a global warming stabilization of 2°C. This is a novel approach for examining future climate and environmental change: previous studies have focused on modeling future conditions under time-dependent increased greenhouse gas concentrations or doubled CO₂ scenarios, rather than assessing the regional implications of a specific global temperature stabilization target. Standardizing GCM data by a given global temperature target also removes some of the spread between GCM simulations relating to different emission scenarios and GCM sensitivities to forcing.

The paper begins with a description of our data sources, models and analysis methods. This is followed by sections that address the question of when a global 2°C temperature change might occur, and what changes in climate (specifically temperature and precipitation) might be expected in the Arctic. We then describe the equilibrium response of Arctic vegetation to a global 2°C temperature stabilization, as simulated using a state-of-the-art global biogeography-biogeochemistry model. Changes in sea-ice are not assessed, as these are addressed in detail in a recent report (Comiso 2005).

2 Data and methods

The methods used in this study had two major components, which we describe in turn: 1. identification of timing and patterns of Arctic climate change using an ensemble of GCM scenario simulations, and 2. simulation of Arctic vegetation cover under a 2°C global warming using a vegetation model.

2.1 GCM data

Monthly data from six coupled ocean-atmosphere GCMs, each driven by several forcing scenarios, were downloaded from the IPCC Data Distribution Centre² (see Table 1). These models exhibit a range of sensitivity to greenhouse gas forcing, with transient climate responses (TCRs) ranging from 1.4°C to 3.1°C (Table 1). TCR is a measure of the GCM’s sensitivity to CO₂ forcing (and by inference, total GHG forcing) and is defined by the IPCC (2001b, Figure 9.1) as the temperature change at the year of CO₂ doubling, when the climate model is forced by a 1% annual compound increase in CO₂ from preindustrial concentrations (as in the CMIP experiments). The models represent a subset of the range of models reported by the IPCC (2001b), but span nearly the full range of TCR of the larger IPCC group of models. Scenarios used to force these models were:

- The IS92a greenhouse gas only (IS92aGG);
- IS92a greenhouse gas plus aerosols (IS92aGS);
- SRES A2; and

This combination of models and scenarios permits a range of emissions scenarios and model responses to be assessed. In particular, it enables an evaluation of the sensitivity of Arctic climate change to relatively high and low emission scenarios (and hence relatively

²http://IPCC-ddc.cru.uea.ac.uk.
Table 1 GCM-scenario combinations used in this study, and the Transient Climate Response (TCR) of each model

<table>
<thead>
<tr>
<th>Model</th>
<th>TCR (°C)</th>
<th>IS92aGG</th>
<th>IS92aGS</th>
<th>SRES A2</th>
<th>SRES B2</th>
</tr>
</thead>
<tbody>
<tr>
<td>HadCM3a</td>
<td>2.0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ECHAM4b</td>
<td>1.4</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CCSRNIESc</td>
<td>1.8/3.1g</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CGCM1d</td>
<td>1.96</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>CGCM2d</td>
<td>No data</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GFDLR30f</td>
<td>1.96</td>
<td>–</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CSIROmk2f</td>
<td>2.0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

fast and slow rates of global climate change). Estimates of future CO₂ concentrations and total radiative forcing arising from these emissions scenarios can be found in IPCC (2001b, Appendix II). The scenarios used span nearly the full range of radiative forcing in the SRES marker scenarios at the time of global mean temperature change of 2 °C (2030s–2050s). Although other SRES scenarios were available for some models, the above are available across nearly all models, enabling a consistent analysis. Control run simulations were also available for each model; these are necessary to calculate the warming in each model relative to the model’s preindustrial climate.

2.2 Time of 2 °C global temperature change

For each model, control-run surface temperature data were used to calculate a “pre-industrial” mean temperature climatology, and these were spatially averaged to calculate a global mean pre-industrial surface temperature. For each climate change simulation, the global temperature fields were spatially and temporally averaged to calculate time-series of global mean annual temperature, which were then differenced from the “pre-industrial” global mean temperature. The resulting global mean temperature-anomaly series were smoothed with a 21-year moving average, and the date at which the 21-year mean global temperature anomaly exceeded 2 °C was taken as the time of 2 °C global temperature change. The ECHAM4 IS92aGS simulation only ran to 2049, and did not reach a 2 °C global temperature change by the end of the simulation; consequently this run was excluded from much of the further analysis.

2.3 Arctic climate change at time of 2 °C global temperature change

All Arctic temperature and precipitation changes were expressed relative to the preindustrial mean climate for the model run in question. For each model, the thirty-one year mean monthly climate centered on the time of 2 °C global temperature change was calculated

---

3 Note that only SRES scenarios were available for the GFDLR30 model, while different versions of the CGCM and CCSRnIES models were used for the IS92 and SRES scenarios.

4 A control run is a long (many hundreds of years) simulation where the CO₂ levels are specified at pre-industrial levels. Data from a control run are then used to determine the GCM’s unforced climate, which serves as a reference against which simulations with enhanced levels of GHGs and aerosols can be assessed.

5 A thirty-year mean is the “standard” time period used in many climate change studies, by the World Meteorological Organisation, and by the IPCC Data Distribution Centre. For the Arctic, where there can be natural variability on 10–20 year time scales, any thirty-year mean calculated at the time of a 2 °C global warming
and differenced from the control-run mean field. In the first instance, only near-surface temperature and total precipitation changes were analyzed.

The resultant change fields were summarized for all model simulations, using the common 0.5° latitude/longitude grid, by calculating the mean and standard deviation of all models on a grid-point by grid-point basis; these statistics were calculated for monthly, seasonal and annual fields.

Changes in area-mean temperature and precipitation in the Arctic (here defined as latitudes >60° N) were calculated from these fields using area-weighted averaging. Rates of change at the time of 2 °C warming were also estimated, by calculating the linear trend in temperature for the 41-year period centered on the year of 2 °C global warming. These rates were determined for both area-mean temperature and at individual GCM grid points.

2.4 The arctic region and arctic grid

For the vegetation modeling experiments, the area defined as the Arctic was established by combining the Arctic boundary polygons of the Arctic Monitoring and Assessment Program (AMAP⁶) and Conservation of Arctic Flora and Fauna (CAFF⁷), using the southernmost defined boundary at any given point (Figure 1). This polygon defines the Arctic to cover northernmost Fennoscandia, northern European Russia, Siberia north of approximately 65° N, all of the Chukotka peninsula, and most of Alaska. In Canada, the boundary of the Arctic includes all of Yukon Territory and the Mackenzie river valley, a zone of several hundred km surrounding Hudson Bay, and Quebec south to ca. 52° N. All of Greenland, Iceland, and Svalbard, as well as the smaller North Atlantic and Arctic islands are also covered by this definition.

The Arctic polygon was projected to a north polar aspect Lambert Equal-Area projection and gridded at 10 km resolution. As described below, climate and land surface properties, a map of observed natural vegetation, and vegetation model output were projected and interpolated to this grid. The Arctic grid has nearly 1 million grid cells, of which ca. 13.1 × 10⁶ km² is ice-free land area. For analysis of regional changes in vegetation, we divided the total Arctic area into zones (Figure 1) roughly relating to areas with climatologic, topographic, or pedologic similarity (Kaplan et al. 2003).

2.5 Arctic vegetation classification and observed distribution

As a baseline to study the effect of warming on the vegetation of the Arctic, we created a unified vegetation classification and assembled a map of present-day observed vegetation using this classification. This map of observed Arctic vegetation is used to evaluate a model simulation for the present-day. The model is then used in turn to investigate potential Arctic vegetation change under global 2 °C warming scenarios.

To create a unified Arctic vegetation classification, we combined a standardized circumarctic scheme for tundra at the biome level (CAVM-Team 2003; Kaplan et al. 2003; Walker et al. 2005) with existing global vegetation classifications used by modelers (Kaplan 2001) and remote sensing based land cover datasets (JRC 2003). Each biome is defined

---

⁶http://www.amap.no.
⁷http://www.caff.is.
in terms of physical structure and dominant life forms, is floristically distinguishable and occupies a unique and definable climate space. The global scheme used here distinguishes five tundra biomes along with cool and cold forest biomes (Kaplan 2001), and a mixed shrub tundra-forest biome (cold parkland). The tundra biomes are: low- and high-shrub; erect dwarf-shrub; prostrate dwarf-shrub; cushion forbs, lichen and moss; and graminoid and forb.

Using this classification, we prepared a vegetation map of observed present-day Arctic vegetation by combining information from remote sensing based data sources. Tundra vegetation distribution is based on the Circumpolar Arctic Vegetation Map (CAVM-Team 2003; Walker et al. 2005). The distribution of other vegetation types and the location of the forest limit were defined from the Global Land Cover 2000 (GLC2000) map (JRC 2003), with minor modifications of nomenclature. The CAVM and GLC2000 maps have been created primarily from original remote sensing data, and were interpreted and classified by regional experts. Both source maps have been subject to extensive ground truthing and accuracy analysis. The
resulting composite map may be considered the best currently available. Importantly, this map does not contain any assumed bioclimatic relationships or model and so provides an independent verification of model results for the present day.

2.6 The BIOME4 model

BIOME4 is a coupled carbon and water flux model that predicts steady state vegetation distribution, structure, and biogeochemistry, taking into account interaction between these effects (Kaplan 2001). The model is the latest generation of the BIOME series of global vegetation models, which have been applied to a wide range of problems in biogeography, biogeochemistry, and climate dynamics (Prentice et al. 1992; VEMAP 1995; Christensen et al. 1996; de Noblet et al. 1996; Haxeltine and Prentice 1996a; 1996b; Jolly and Haxeltine 1997; Harrison et al. 1998; Kaplan 2002; Kaplan et al. 2002). BIOME4 has been specifically developed with the intent improved simulation of cold-climate, high latitude vegetation (Kaplan et al. 2003). While BIOME4 can be run for any area and at any spatial resolution, the model is generally designed to be used at continental to global scales.

Twelve plant functional types (PFTs) in BIOME4 represent broad, physiologically distinct classes, ranging from cushion forbs to tropical broadleaf trees (Kaplan 2001). Each PFT is assigned a small number of bioclimatic limits which determine whether it could be present in a given grid cell, and therefore whether its potential net primary productivity (NPP) and leaf area index (LAI) are calculated. The PFTs also have a set of parameter values that define its carbon and water exchange characteristics. The computational core of BIOME4 is a coupled carbon and water flux scheme that determines the seasonal maximum LAI that maximizes NPP for any given PFT, based on a daily time step simulation of soil water balance and monthly mean calculations of canopy conductance, photosynthesis, respiration and phenological state (Haxeltine et al. 1996). The model is sensitive to CO$_2$ concentration because of the responses of NPP and stomatal conductance to CO$_2$.

To identify the biome for a given grid cell, the model ranks the tree and non-tree PFTs that were calculated for that grid cell. The ranking is defined according to a set of rules based on the computed biogeochemical variables, which include NPP, LAI, mean annual soil moisture, and an index of vulnerability to fire. The resulting ranked combinations of PFTs lead to an assignment to one of 27 global biomes of which the tundra and cold forest biomes described above are a subset (Figure 8). The 28th cover type, ice sheets and glaciers, is prescribed.

2.7 Vegetation model input data

BIOME4 uses climatological mean fields of monthly temperature, precipitation, and surface irradiance or cloudiness. In addition, the model requires information on the ambient mean atmospheric CO$_2$ concentration, and soil texture in the surface and subsoil, and soil depth. Preparation of baseline and scenario datasets for the vegetation model simulations are described below.

2.7.1 Baseline climatology

We used a gridded long-term mean climatology of temperature, precipitation, and surface shortwave insolation for the late 20th century for the present-day vegetation simulation and as a baseline for the two-degree warming experiments. Temperature and precipitation data...
are from the CRU CL 2.0 dataset, which is a mean over the period 1961–1990 (New et al. 2002). The CRU CL 2.0 dataset is on a 10’ geographic grid, which represents a horizontal grid-node spacing of approximately 10 km at 60°N. Because of very sparse station density, particularly in the Arctic, in the CRU CL 2.0 interpolated fields of cloudiness, and suspected inaccuracies in using these data with BIOME4 (Kaplan et al. 2003), we have used a dataset of surface shortwave insolation from the ISCCP/SRB project8 instead (1983-1995 mean). This dataset combines satellite-based observations of clouds with a sophisticated atmospheric radiative transfer scheme to produce surface insolation fields and is an improvement over previous, parameterized approaches (Kaplan et al. 2003). Although the ISCCP/SRB data covers a different time period than the temperature and precipitation fields and is on a somewhat coarse, 280 km equal-area grid, the paucity of climate stations and unreliability of using cloudiness data for approximating surface insolation in high latitudes makes use of this dataset an improvement of previous sources. Additionally, as cloudiness is not a regular output of GCMs, but surface insolation is, the use of a surface insolation baseline dataset simplified the calculation of future climate fields. Both datasets were projected to the 10 km Arctic grid using bilinear interpolation.

2.7.2 Two-degree warming scenarios

Four future climate scenarios which represent different realizations of Arctic climate under a 2 °C global warming were prepared for the vegetation model experiments. The scenarios are derived from the ensemble of seven GCMs forced by the series of different emissions scenarios described in previous sections.

The four scenarios represent 80% of the range in the amplitude of local temperature and precipitation anomalies in the Arctic: 10th percentile, 90th percentile, simple mean and robust mean. The method for calculating the percentiles assumed that the ensemble data at each grid point were normally distributed. To the ensemble mean, $z$ standard deviations were added or subtracted, where $z$ corresponds to a cumulative probability of 0.10 for the standard normal distribution. To calculate a robust estimate of the ensemble mean changes, a “robust mean” scenario was defined. This robust mean is a weighted average of each of the 10th, 25th, 50th, 75th and 90th percentiles,

$$R = 0.0833 \times p_{10} + 0.2083 \times p_{25} + 0.4166 \times p_{50} + 0.2083 \times p_{75} + 0.0833 \times p_{90}$$

where $R$ is the robust mean value and $p_{10}$, $p_{25}$, etc. are the percentile values as calculated above. The four scenarios thus cover 80% of the range in the magnitude of the Arctic temperature and precipitation anomalies under a 2 °C global warming, with the 10th percentile having smallest temperature change from control, i.e. “coolest,” followed in magnitude of the temperature anomaly by the robust mean, simple mean, and 90th percentile or “warmest.” The climate anomalies were projected onto the 10 km Arctic grid using bilinear interpolation.

2.7.3 Earth surface properties and CO$_2$ concentration

Land areas and glacier coverage in BIOME4 were defined by combining the FAO digital soil map of the world (FAO 1995) with the Circum-Arctic Vegetation Map (CAVM-Team 2003; Walker et al. 2005). The land ice area defined by the CAVM was considered definitive. The soil

properties used by BIOME4 (water holding capacity and saturated hydraulic conductivity) were taken from the maps of derived soil properties based on the FAO soil map and pedon databases (Reynolds et al. 1999). For areas not covered by the FAO and derived properties maps, including Svalbard and Russian Arctic islands, characteristic soil physical properties were estimated (e.g. for cryosols).

In the experiments with BIOME4, we did not attempt to estimate changes in land surface properties. This particularly applies to ice coverage, where retreat or melting of Arctic land ice was not considered. Pedogenesis and soil erosion were not considered in this model analysis either. While these geomorphic processes are important on century to millennial time scales, it was beyond the scope of the current research to attempt to model them because of lack of driving data and technical complexity.

The ambient mean-annual CO$_2$ concentration used by the model in the present-day scenario reflects a mid-20th century mean of 324 ppm. In future scenarios, we used a CO$_2$ concentration of 475 ppm, which is approximately the atmospheric CO$_2$ concentration calculated by a simple coupled carbon cycle model (Joos et al. 2001) in the mean year of the 2°C warming (i.e. year 2043). Though some of the extreme climate scenarios were produced by higher CO$_2$, previous work has shown that Arctic vegetation is much more sensitive to climate changes than to the direct effect of increased CO$_2$ concentrations above 20th century levels (Kaplan et al. 2003).

3 Results

3.1 Time of 2°C global temperature change

The time at which the simulated global mean temperature exceeds the control run global mean by 2°C ranges from between 2026 and 2060 (Figure 2). The inter-model spread for a single scenario (e.g. B2) is nearly as large as the total spread; however, there is a tendency for the simulations forced by scenarios with greater accumulated radiative forcing (IS92aGG, A2) to exhibit a greater rate of warming, and reach the 2°C threshold earlier.

3.2 Arctic-wide climate change at the time of 2°C global warming

The co-evolution of global and Arctic (defined as latitudes greater than 60°N) area-mean temperature is shown in Figure 3. Most models show a similar response, with Arctic temperature change ranging between 3.2°C and 4.5°C at the time of a 2°C global warming; however, the CCSRNIES model shows a stronger response, with a change of up to 6.6°C. In all models, Arctic temperature change through time is approximately a linear function of global temperature change. This would suggest that, for the amounts of global warming simulated by these models over the next 100 years, the nature of the feedbacks causing Arctic amplification in a specific model remain the same. As noted previously, the dominant feedback causing the temperature amplification in the CMIP simulations of these models is related to sea-ice. If warming proceeds until a model has little remaining sea ice, the ice-albedo feedback would necessarily reduce, and the linearity reported here may break down.

The similar relationships between global and Arctic temperature change across most of the GCMs suggest that the relative size of Arctic temperature amplification does not depend strongly on the rate of global warming, at least for rates of warming arising from the forcing scenarios evaluated here. Some models show greater amplification when forced by lower-emissions scenarios while others show more amplification under higher emission
Fig. 2  Global mean annual temperature anomalies relative to “preindustrial” control climatology, smoothed with a 21-year moving average. Vertical lines indicate the range (solid) and median (dashed) time at which the 21-year global mean temperature anomaly exceeds +2°C. Figures on the right show the time at which the 21-year mean global temperature anomaly exceeds +2°C for each GCM-scenario combination

Fig. 3  Co-evolution of global and Arctic annual temperature anomalies from “preindustrial” CO₂ concentrations through to 2100, smoothed with a 21-year (31-year for the Arctic) moving average. Horizontal lines show the range (solid) of and median (dashed) temperature changes predicted for the Arctic when the global temperature anomaly reaches 2°C. Figures to right list the 31-year mean annual Arctic temperature change at the time of 2°C global warming for each model
Table 2  The mean Arctic temperature amplification, and the rate of temperature change, at the time of a global mean warming of 2 °C for each model-scenario combination. The rate of change is calculated over a 41-year period centered on the time of 2 °C global warming.

<table>
<thead>
<tr>
<th>Model</th>
<th>Scenario</th>
<th>Arctic amplification (°C/°C)</th>
<th>Arctic rate of change (°C/decade)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECHAM4</td>
<td>A2</td>
<td>1.9</td>
<td>0.74</td>
</tr>
<tr>
<td>ECHAM4</td>
<td>B2</td>
<td>2.0</td>
<td>0.52</td>
</tr>
<tr>
<td>ECHAM4</td>
<td>Is92agg</td>
<td>2.1</td>
<td>0.58</td>
</tr>
<tr>
<td>HadCM3</td>
<td>A2A</td>
<td>1.8</td>
<td>0.69</td>
</tr>
<tr>
<td>HadCM3</td>
<td>B2A</td>
<td>1.9</td>
<td>0.48</td>
</tr>
<tr>
<td>HadCM3</td>
<td>Is92agg</td>
<td>1.9</td>
<td>0.59</td>
</tr>
<tr>
<td>HadCM3</td>
<td>Is92ags</td>
<td>2.0</td>
<td>0.62</td>
</tr>
<tr>
<td>CGCM2</td>
<td>A2</td>
<td>1.9</td>
<td>0.68</td>
</tr>
<tr>
<td>CGCM2</td>
<td>B2</td>
<td>1.9</td>
<td>0.42</td>
</tr>
<tr>
<td>CGCM1</td>
<td>Is92agg</td>
<td>1.7</td>
<td>0.72</td>
</tr>
<tr>
<td>CGCM1</td>
<td>Is92ags</td>
<td>1.7</td>
<td>0.63</td>
</tr>
<tr>
<td>CSIROMK2</td>
<td>Is92agg</td>
<td>2.1</td>
<td>0.60</td>
</tr>
<tr>
<td>CSIROMK2</td>
<td>is92ags</td>
<td>2.1</td>
<td>0.58</td>
</tr>
<tr>
<td>CSIROMK2</td>
<td>A2</td>
<td>2.0</td>
<td>0.73</td>
</tr>
<tr>
<td>CSIROMK2</td>
<td>B2</td>
<td>1.9</td>
<td>0.50</td>
</tr>
<tr>
<td>GFDLR30</td>
<td>A2</td>
<td>2.0</td>
<td>0.60</td>
</tr>
<tr>
<td>GFDLR30</td>
<td>B2</td>
<td>1.9</td>
<td>0.45</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>A2</td>
<td>2.8</td>
<td>1.55</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>B2</td>
<td>3.0</td>
<td>1.09</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>Is92agg</td>
<td>3.0</td>
<td>0.95</td>
</tr>
<tr>
<td>CCSRNIES</td>
<td>Is92ags</td>
<td>3.4</td>
<td>0.92</td>
</tr>
</tbody>
</table>

scenarios. Differences in the amplification are, if anything, more dependent on differences between the models themselves (Table 2). For any model, scenarios with faster (slower) global warming also show faster (slower) Arctic warming, but the Arctic amplification is similar for fast and slow warming scenarios. Thus, in each model, the temperature change in the Arctic when the global temperature change reaches 2 °C will be similar regardless of when this global change occurs. There may be additional lags in the Arctic climate system (e.g., changes to permafrost and vegetation cover) that will only become apparent later, but over the timescales considered here, the snow/ice albedo feedback shows the strongest relationship to temperature change (Holland and Bitz 2003; Flato 2004), and is likely to be dominant.

Far more significant, is the rate of temperature change in the Arctic at the time of 2 °C global warming (Table 2). For the models with broadly similar Arctic temperature amplification (i.e. all models except CCSRNIES), differing climate sensitivities and forcing produce rates of change in area-average Arctic temperature that range from 0.45 to 0.75 °C/decade. Although the CCSRNIES model has the largest amplification of Arctic temperature change, and therefore produces the fastest rates of Arctic temperature change, these are large – between 0.92 and 1.55 °C/decade. The highest rate of 1.55 °C/decade is interesting, as it is partly due to a regional warming in the Arctic that is much faster than the longer-term rate (Figure 3). Although the cause of this period of above average warming is unclear (it could be an abrupt change caused by overall warming or, more likely, natural variability superimposed on the underlying global-warming signal), it does suggest that over decadal time scales, there can be extreme rates of regional warming. Periods of more rapid Arctic
Changes in seasonal mean temperature are largest in winter and autumn and lowest in summer (Figure 4). The median change in temperature in the winter is 6.2 °C, approximately 1.5 times the annual change in the Arctic and three times the global mean change. The reduced warming in summer is fairly well understood (IPCC 1995); where sea-ice remains, most additional atmospheric heat is consumed by surface melting, and where sea-ice is removed, the thermal inertia of the ocean mixed layer suppresses near-surface air

Fig. 4 Seasonal changes in area-weighted mean temperature and precipitation over the Arctic at the time of a global 2 °C warming
temperature increases. The marked seasonality in the amount and rate of change has important implications for the impacts of climate change in the Arctic. Natural processes and human activities that are dependent on winter temperature are likely to be more severely affected.

Area-average precipitation change is always positive, but varies considerably from model to model. Annual precipitation change varies from +5% to +22%, with a median change of +12%. Changes in precipitation in each season have roughly similar ranges, with maximum changes of just over +30% in DJF and +18% in JJA (Figure 4). There is a slight hint of a correlation between rainfall and temperature change, as noted at the global scale by Allen and Ingram (2002) and for the Arctic by Raisanen (2001b), but the relationship for the models studied here is weak and not statistically significant. Raisanen’s analysis of 19 CMIP2 models showed a much stronger relationship between temperature and precipitation change in the Arctic. This is partly because his study included more models, some of which had a greater range of predicted temperature and precipitation changes, strengthening the weak relationship seen with the models used here, but also because this study includes results from four simulations with each model. Inspection of Figure 4 shows that between-model variations in precipitation change can be quite large (e.g., from 10% to 20% for HadCM3), which adds considerable noise to the temperature-precipitation relationship.

3.3 Regional patterns of climate change

3.3.1 Temperature

The median pattern of temperature change in the Arctic at the time of 2 °C global warming simulated by each GCM is illustrated in Figure 5, and summarized for all GCMs in Figure 6. These figures illustrate areas of agreement and disagreement between model results. While there are significant inter-model differences, both in the amount of warming and its distribution, there are a number of similarities worthy of mention. The largest warming in annual temperature is generally located in the central Arctic Ocean. This warming is primarily due to large positive anomalies in winter. In summer, the Arctic Ocean generally warms less than the surrounding land areas. The other common pattern is a lower warming or even a cooling in the North Atlantic. This pattern is most pronounced in HadCM3, but is present in all models, and is often related to the weakening of the Atlantic thermohaline circulation. Local anomalous areas of cooling or large warming in individual models are most likely related to changes in the sea-ice characteristics relative to the control simulation. There is no relationship between the Arctic-wide average rate of warming and the spatial patterns of warming; patterns appear to be dominated by model-specific responses.

Rates of change also show significant spatial variability. Areas with larger temperature anomalies tend to be associated with greater rates of change (as expected). Annual average temperature changes at rates of approximately 1 °C and 0.5 °C per decade over the Arctic Ocean and surrounding continental areas respectively. In winter, where the sea-ice feedback produces large changes in temperature over the Arctic Ocean, average rates of temperature change are similarly elevated, ranging from about 1.5 °C per decade at the ocean margins to 2.7 °C per decade in the interior of the ocean. In summer, rates of warming are lowest over the Arctic Ocean and range between 0.25 and 0.5 °C per decade of polar land areas. The
Fig. 5 Median annual, winter and summer temperature changes (°C), relative to control (pre-industrial) climatology, at the time of a global warming of 2 °C, calculated from the range of changes simulated by each GCM forced by the four (three for ECHAM4 & two for GFDLR30) emissions scenarios. Note that the map domain extends from 50°N range in warming rates varies considerably in areas with the largest rates of change, so these median estimates of the average rate of change have large confidence bounds.

3.3.2 Precipitation

The broad patterns of precipitation change are similar between models (Figure 7), although the absolute amounts of change are quite varied, and depend to some extent on the amount of rainfall in the control simulations (“wetter” models tend to have larger absolute changes
Fig. 6 Summary of annual and seasonal temperature changes and rates of change over the Arctic at the time of 2 °C global warming, as simulated by the GCMs used in this study. (a) Median (colors) and range (lines) of mean temperature change, in °C. (b) Median (colors) and range (lines) of the rate of temperature change, in °C per decade. Note that some of the linear features on the map arise from interpolation of GCM data with different spatial resolution to a common grid (continued on next page)
Fig. 6 (Continued)
Fig. 7 Median annual, winter and summer precipitation changes (in mm), relative to control (pre-industrial) climatology, at the time of a global warming of 2 °C, calculated from the range of changes simulated by each GCM forced by the four (three for ECHAM4 & two for GFDLR30) emissions scenarios. Note that the map domain extends from 50°N.
in precipitation). All models simulate a general increased precipitation over most of the Arctic; HadCM3, GFDLR30 and CSIROmk2 show reduced rainfall over the North Atlantic and/or Greenland seas that correlate with areas with the smallest or negative temperature changes. There is some tendency for largest absolute precipitation changes to be over the land areas, but the loci of these maxima vary between models to the extent that there is very little commonality. The greater changes over land is at least in part due to the due to the fact that GCM precipitation is larger over sub-Arctic continents (at ~50–70°N) than over the Arctic Ocean. Model simulations generally show the largest relative (percent) increase in precipitation over the Arctic Ocean (c.f., Raisanen 2001a).

Reasons for overall increased precipitation over the Arctic are thought to relate primarily to enhanced advection of moisture from lower latitudes by a warmer troposphere, as evaporation (and hence a local moisture source) is very low in the Arctic. Indeed, the largest relative changes occur over the central Arctic Ocean (Raisanen 2001b) in winter and autumn, where evaporation is effectively zero, and any increase in moisture will have the largest relative effect. The spatial patterns of precipitation change are likely due to a combination of overall increased moisture advection in to the region and changes in circulation that are to some extent model-specific. For example, Rauth and Paeth (2004) have shown that changes in the dominant modes of Northern Hemisphere atmospheric variability (Arctic Oscillation, NAO and Aleutian Low) contribute a significant proportion of local changes in precipitation in the Arctic.

3.4 Vegetation cover and change

3.4.1 Present day natural vegetation

The vegetation of the Arctic is characterized by a transition from boreal forests to tundra shrublands that become progressively shorter in stature farther north. The coldest and most northerly parts of the Arctic are sparsely vegetated by cushion forbs, lichens and moss, and dominated by rocky barren or permanent ice fields and glaciers.

In a quantitative comparison between the modern observed vegetation map (Figure 8a) and present-day vegetation distribution simulated by BIOME4 (Figure 8b), 65.0% of grid cells (84036 grid cells excluding ice covered areas) matched in biome classification. Percentage matching for grid cells assigned to specific forest biomes in the observed vegetation map were: cold evergreen needleleaf forest, 76.9%; cold deciduous forest, 77.7%; cold parkland, 91.0%. The biome cold parkland is a transition biome between cold evergreen forest and high and low shrub tundra. While not specifically classified in the observed vegetation map, where cold parkland was simulated by BIOME4 it was considered a match to the observed map when either cold evergreen needleleaf forest or high and low shrub tundra was simulated. In those regions where the model incorrectly simulates forest, primarily in hypermaritime south-western Alaska and in Chukotka, the influence of cool summer temperatures, permafrost, and waterlogged soils may suppress the growth of trees in a way that is not accounted for by the model. Future versions of the BIOME model will include simulation of wetlands and permafrost and may alleviate this discrepancy.

Among the tundra biomes, high- and low-shrub tundra matched the observed map at 60.3% of the 10 km grid cells, erect dwarf-shrub tundra 43.2%, prostrate dwarf-shrub tundra 40.9%, and cushion forb, lichen, and moss tundra 26.2%. Major differences between the observed vegetation map and the simulation relate to the widespread observation of barren areas in Keewatin and on Baffin Island that were simulated as tundra vegetation by the model. This discrepancy is a product of the soils data used by the model, where a soil profile was defined
for these areas when in fact much of the area is barren because it is exposed bedrock. Work to improve circumpolar soils mapping is ongoing, and new soils maps may lead to better predictions of barren areas in Canada.

Other areas of disagreement include the under-simulation of the area of cushion forb lichen and moss tundra in the far northern Canadian archipelago, where prostrate dwarf-shrub tundra is simulated instead. The few temperature measuring stations in this region are located in sheltered or low-elevation areas and may be responsible for warmer than actual temperatures in the driver data set (New et al. 2002; Kaplan et al. 2003), which would favor the shrub tundra over cushion forbs, lichen and moss tundra, which is found in only the harshest environments. Finally, the model tended to underestimate the area of prostrate dwarf-shrub tundra and cushion forb lichen and moss tundra in mountain regions, particularly in eastern Siberia. The model predictions of forest where none is observed today could result in an overestimate of forest area in the 2 °C warming scenarios, as similar edaphic controls on forest distribution are likely to exist in other areas of the Arctic. Similarly, the under-prediction
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**Fig. 8** Arctic vegetation of the present day, a observed in the combined CAVM/GLC2000 dataset, and b simulated by BIOME4 using late 20th century climatology. The legend is used for all vegetation maps.
of the area of cushion forb tundra at the present could lead to its extent being under-predicted in climate change scenario experiments.

3.4.2 Equilibrium vegetation changes under global 2 °C warming

In our four scenarios of a global 2 °C warming the potentially forested area of the Arctic increases significantly (Table 3). The increase in forest area ranged from ca. 13% to nearly 90%, with a mean value approaching an increase in area of $9 \times 10^6$ km$^2$. Forests reach the Arctic coastline in all but the 10th percentile “cold” scenario (Figure 9). Trees are shown potentially invading Greenland and Chukotka, where only fragments of forest exist today (Table 4). In the 90th percentile “warm” simulation the area of cold deciduous forest is strongly reduced by replacement with evergreen forests (Figure 10), a result also found in other studies (Cramer et al. 2001; Kaplan et al. 2003). In the three warmest scenarios, there is a large increase in temperate forest area in the Arctic, concurrent with expansion of the cold forest types; the overall expansion in forest area is largely at the expense of the tundra.

<table>
<thead>
<tr>
<th>Table 3</th>
<th>Changes in Arctic biome area under 2 °C warming scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Forest</td>
</tr>
<tr>
<td></td>
<td>km$^2 \times$ %</td>
</tr>
<tr>
<td>Present</td>
<td></td>
</tr>
<tr>
<td>10th percentile “cool”</td>
<td>5591.6</td>
</tr>
<tr>
<td>Robust mean</td>
<td>6314.5</td>
</tr>
<tr>
<td>Mean</td>
<td>8710.3</td>
</tr>
<tr>
<td>90th percentile “warm”</td>
<td>10485.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Percent changes in Arctic biome area by region. Percentage change in forest area in Greenland is very high because the small area of forest simulated in the control simulation (200 km$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10th percentile “cool”</td>
<td>Robust mean</td>
</tr>
<tr>
<td>Alaska</td>
<td>Forest</td>
</tr>
<tr>
<td>Mackenzie</td>
<td>5.1</td>
</tr>
<tr>
<td>Keeewatin</td>
<td>5.0</td>
</tr>
<tr>
<td>Labrador</td>
<td>7.0</td>
</tr>
<tr>
<td>Greenland</td>
<td>3000.0</td>
</tr>
<tr>
<td>Atlantic</td>
<td>11.9</td>
</tr>
<tr>
<td>Western Europe</td>
<td>18.2</td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>−21.0</td>
</tr>
<tr>
<td>Western Siberia</td>
<td>36.9</td>
</tr>
<tr>
<td>Taymyr</td>
<td>37.4</td>
</tr>
<tr>
<td>Lena</td>
<td>25.7</td>
</tr>
<tr>
<td>Eastern Siberia</td>
<td>31.3</td>
</tr>
<tr>
<td>Chukotka</td>
<td>−29.9</td>
</tr>
</tbody>
</table>
The 2 °C warming simulations show major northward shifts of the shrub-dominated tundra biomes, with major reductions in the total area of erect and prostrate dwarf-shrub tundras, in many cases below 1 × 106 km² (Figure 11). Cushion forb, lichen and moss tundra is nearly extinct in all but the coldest scenario, though this type of tundra would presumably be the first to occupy areas vacated by melting icecaps and glaciers, which were not considered in this study. The tundra biomes become restricted to coastal and mountainous areas of the Arctic, disappearing almost completely from regions such as Western Europe and the Lena River valley, and with significant reductions in Alaska, Eastern Siberia, and the Mackenzie drainage. The area of cold parkland is reduced in the three warmest scenarios, where it is mostly replaced by forest. In some areas with steep climatic gradients, such as along coastlines, the cold parkland is equally replaced by forest and tundra.
3.4.3 Biogeochemical feedbacks to the climate system: Changes in greenhouse gas sources and sinks

In a sensitivity study, we used the Lund-Potsdam-Jena Dynamic Global Vegetation Model (Sitch et al. 2003) to develop a simple, but robust regression model relating NPP to carbon storage in plants and soils. Using this model we estimated steady-state biomass simulated by BIOME4 in the control and 2°C warming scenarios. Carbon storage in plants and soils calculated by BIOME4 roughly doubles in the Arctic in the 2°C warming experiments.
compared to the present-day simulation, with a total potential increase of ca. 600 Pg C in the robust mean and mean experiments, and over 1000 Pg C in the 90th percentile “warm” scenario. The increase in forest area and productivity is mainly responsible for these large changes in carbon storage, though shifts to taller and denser tundra types will also sequester more carbon both above and below ground.

The time lag associated with the development of forests makes it unlikely that the increase in carbon storage in the Arctic would be fully realized over the next century. Indeed, recent studies that synthesize widespread measurements indicate that Arctic tundra ecosystems have recently become a net source of carbon to the atmosphere (Oechel et al. 1993). Not included in this study is the possibility of large releases of carbon from frozen tundra peatlands, where typically a small percent of annual vegetation productivity is sequestered into permafrost. Expected warmer year-round temperatures could induce widespread thawing of frozen soils, which could indeed be responsible for large releases of CO$_2$ from the Arctic landscape on the short term (Christensen et al. 1999; Pastor et al. 2003; Frey and Smith 2005). On the time scale of several centuries, however, development of forests and forest soils in areas that are currently occupied by tundra could significantly increase the amount of carbon sequestered in the Arctic.

4 Discussion and conclusions

This paper has had three main objectives: (1) to provide an estimate of the time-range within which global mean temperature might increase to 2 °C above its pre-industrial level, (2) to describe the possible changes in Arctic climate that will accompany a 2 °C global temperature increase, and (3) to illustrate the effect that a 2 °C global warming could have on Arctic vegetation cover. As this involves projections into the future – with its associated uncertainties about emissions of GHGs and aerosols and their associated atmospheric concentrations – the study makes use of results from seven coupled ocean-atmosphere GCMs forced with four emission/concentration scenarios. Differences between GCMs and between forcing scenarios result in a range of dates at which global mean temperature anomaly is predicted to reach +2 °C: between 2026 and 2060, with a median date of 2043.

The geography of the Arctic (land-sea distribution) and snow/ice albedo feedbacks, along with changes in cloud and ocean heat transport, lead to an amplified regional warming over the Arctic that ranges from between 3.2 and 6.6 °C for a global change of +2 °C. In each of the GCMs that were evaluated, the amplification is similar for fast and slow warming scenarios, so changes in the Arctic predicted by a single model will be comparable regardless of when a global change of +2 °C occurs. However, a faster global warming will necessarily produce more rapid warming in the Arctic. The Arctic temperature change amplification means that these rates of warming are likely to be between 0.45–0.75 °C/decade, and possibly even as large as 1.55 °C/decade.

These results are derived from transient simulations of climate change driven by progressive forcing of climate by GHGs and aerosols through the 20th and 21st century, and therefore represent a climate system that has not reached equilibrium. It is important to realize that the ultimate climate changes in the Arctic, should global temperature change be stabilized near +2 °C, may be quite different, particularly as the oceans equilibrate with the atmosphere and interact with sea-ice. However, there are too few long-duration GCM simulations to equilibrium after stabilization (Mitchell et al. 2000; Dai et al. 2001) to address this rigorously.
Warming over the Arctic is largest in winter (4–10 °C, median of 6 °C) and least in summer (1.5–3.5 °C, median of 2.6 °C). These area-averaged changes mask important regional patterns of change. Winter warming is largest in the Arctic Ocean, and varies from model to model according to model-specific changes in sea-ice, while summer warming is largest over land. Thus, the contrast between winter and summer is smaller over land than over the Arctic Ocean. Most models show relatively little warming or even localized cooling over the North Atlantic and Greenland Sea, which is related to reduced strength and/or reorganization of the North Atlantic thermohaline circulation.

All models show increases in Arctic-wide precipitation, but spatial patterns of change vary considerably between models, with some localized decreases in precipitation. These increases in precipitation will, however, be accompanied by changes in the character of precipitation. Although information on the proportion of precipitation that falls as snow was not available for these GCMs, the increased warming implies that a higher fraction of precipitation will fall as rain; currently most summer precipitation, except in the central Arctic Ocean, falls as rain (Clark et al. 1996). For each season, we therefore expect the proportion of the Arctic that receives wet precipitation to increase, but for snow mass to increase where it remains cold enough for snow. In a study that used a similar set of 21st century climate simulations over the Arctic, Meleshko et al. (2004), showed that March snowmass increased, in line with greater winter precipitation, and that May snowmass decreased, due to increased rates of melting and reduced solid precipitation in spring. These changes have the potential to alter the hydrological regimes of river basins in the Arctic, with earlier spring snowmelt and more direct runoff earlier in the summer, and increased number of rain-on-snow events contributing to faster snowmelt and more intense flash floods (ACIA 2004).

Evaluations of GCM sea ice distributions in control simulations, (for example, Hu et al. 2004) have shown that all models have difficulty replicating the observed distributions and thicknesses, and that the magnitude of the snow/ice-albedo feedback effect (and hence regional temperature change) can be sensitive to the distribution and thickness of ice in a model’s control climatology. Similarly, GCMs vary widely in their ability to replicate the average behavior and variability of mechanisms influencing Arctic climate (such as the North Atlantic Oscillation and the Atlantic thermohaline circulation). This is reflected in the wide range of predicted climate changes for the Arctic between the GCMs studied here. Where there is a consensus between GCMs one can be more confident in the robustness of the results of this analysis. For example, all GCMs exhibit greater warming in the Arctic than the global mean warming, so we can be confident in this result. However, the size of Arctic warming relative to global warming varies widely between models and we have little or no basis on which to judge whether one model is “better” than others. Therefore, calculation of a “mean Arctic temperature change” across all models has little meaning; rather, the range in predicted changes provides us with some bounds on the likely temperature changes, but also an indication of the rather large uncertainties in the current generation of GCM simulations of Arctic climate change.

A further source of uncertainty in this study arises from the analysis of only a single realization of each GCM-scenario combination. Single simulations make it difficult to quantify the relative contributions of natural variability and GHG forcing in the change in the Arctic at a time of 2 °C global warming. Indeed, it is possible that multiple simulations with the same GCM may produce differences as large as the differences between the models studied here. More robust results could be achieved through analysis of ensembles of simulations, but this was not possible with data available from the IPCC Data Distribution Centre. However, by analyzing the results for four difference GHG scenarios, and comparing between simulations at the time when the global temperature anomaly reaches 2 °C, some idea of
the relative importance of within and between-model differences can be gained. In general, differences between models are greater than difference within models, suggesting that the range of temperature and precipitation changes is mostly related to GCM choice rather than within-model variability. However, within-model variability does play a secondary role in the variability of results presented here. This is in agreement with the results of Raisanen (2001a), who estimated for the CMIP models that internal model “noise” accounted for only 10% (temperature) and 30% (precipitation) of the between-model variation in climate change at the time CO$_2$ doubling.

The results presented here provide strong evidence that high-latitude ecosystems are sensitive to climate change due to increases in greenhouse gas concentrations.Paleodata-model comparisons with the same classification scheme and vegetation model give confidence in the ability of the modeling procedure to simulate the potential consequences of climate change on vegetation in the Arctic. The four global 2 °C warming experiments performed here all show dramatic changes in the landscape of the Arctic. Modeled forest extent increases in the Arctic on the order of 3 × 106 km$^2$ or 55% with a corresponding 42% reduction in tundra area. Tundra types generally also shift north with the largest reductions in the prostrate dwarf-shrub tundra, where nearly 60% of habitat is lost. Modeled shifts in the potential northern limit of trees reach up to 400 km from the present tree line.

Biophysical implications of this vegetation change include reduced albedo, which would have important feedbacks to the atmosphere, and changes in hydrological regimes because of increased snow retention. The increase in forest area in the Arctic would eventually be responsible for a large increase in carbon storage, though this could be offset by the thawing and oxidation of currently frozen organic soils. The changes in Arctic vegetation simulated here would almost certainly have ramifications for biodiversity, effects on animal populations and human activities.

While the Arctic can be considered an extreme example (at least in terms of temperature change), we have shown that the regional impacts of a relatively low global temperature stabilization target can remain significant. Indeed, the changes in climate, hydrology, and vegetation and associated ecosystem distributions that we describe, coupled with changes in sea ice in reported by Comiso and co-authors (2003, 2005) are likely to be catastrophic to for the wider Arctic system and its communities (ACIA 2004).

Further work should include vegetation-atmosphere coupling, allowing for the different physical properties in different vegetation types (including the major differences among the tundra types). The tundra classification used here could provide an initial basis for quantifying these properties. Additional studies should also address the transient nature of the climate change, accounting for development of vegetation, pedogenesis and permafrost dynamics.

Acknowledgements This work was supported by the World Wildlife Fund Arctic Programme. JOK received additional support from a Marie Curie Fellowship from the European Commission and was hosted by the Joint Research Centre. We are especially grateful to Lynn Rosentrater for her comments and editorial assistance. We acknowledge the NASA SRB project for insolation data, and Joel Daroussin, Arwyn Jones and Bob Jones of the European Soil Bureau for assistance on gathering soils data. We thank Terry Chapin, Torben Christensen and seven anonymous reviewers for their thorough, helpful comments, which improved this manuscript.

References


Kling GW, Kipphut GW, Miller MC (1991) Arctic lakes and streams as gas conduits to the atmosphere - implications for tundra carbon budgets. science 251:298–301
Raisanen J (2001a) CO$_2$-induced climate change in CMIP2 experiments: quantification of agreement and role of internal variability. J Climate 14:2088–2104
Raisanen J (2001b) CO$_2$-induced climate change in the Arctic area in the CMIP2 experiments. SWECLIM Newsletter 11:23–28
Reynolds CA, Jackson TJ, Rawls WJ (1999) Estimating available water content by linking the FAO soil map of the World with global soil profile databases and pedo-transfer functions. AGU Spring Meeting, Boston, MA, American Geophysical Union