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ABSTRACT

Reconstructed daily mean sea level pressure patterns of the North Atlantic–European region are clas-
sified for the period 1850 to 2003 to explore long-term changes of the atmospheric circulation and its impact
on long-term temperature variability in the central European region. Commonly used k-means clustering
algorithms resulted in classifications of low quality because of methodological deficiencies leading to local
optima by chance for complex datasets. In contrast, a newly implemented clustering scheme combining the
concepts of simulated annealing and diversified randomization (SANDRA) is able to reduce substantially
the influence of chance in the cluster assignment, leading to partitions that are noticeably nearer to the
global optimum and more stable. The differences between conventional cluster analysis and the SANDRA
scheme are significant for subsequent analyses of single clusters—in particular, for trend analysis. Conven-
tional indices used to determine the appropriate number of clusters failed to provide clear guidance,
indicating that no distinct separation between clusters of circulation types exists in the dataset. Therefore,
the number of clusters is determined by an external indicator, the so-called dominance criteria for t-mode
principal component analysis. Nevertheless, the resulting partitions are stable for certain numbers of clus-
ters and provide meaningful and reproducible clusters. The resulting types of pressure patterns reveal
pronounced long-term variability and various significant trends of the time series of seasonal cluster fre-
quency. Tentative estimations of central European temperature changes based solely on seasonal cluster
frequencies can explain between 33.9% (summer) and 59.0% (winter) of temperature variance on the
seasonal time scale. However, the signs of long-term changes in temperature are correctly reproduced even
on multidecadal–centennial time scales. Moreover, linear warming trends are reproduced, implying from
one-third up to one-half of the observed temperature increase between 1851/52 and 2003 (except for
summer, but with significant trends for spring and autumn), indicating that changes in daily circulation
patterns contribute to the observed overall long-term warming in the central European region.

1. Introduction

There is increasing evidence that the recent tempera-
ture increase in the European region (Jones and
Moberg 2003; Moberg et al. 2006) is attributable to
anthropogenic influences (e.g., Stott et al. 2004). The
basic physical mechanisms responsible for this tempera-

ture increase are largely understood, however, less is
known about the manifestation of global warming at
the regional scale. As discussed in Folland and Karl
(2001), the observed recent trend in surface air tem-
perature in Europe may be induced to a high degree by
changes in circulation dynamics of the North Atlantic–
European sector, while the atmospheric circulation it-
self is possibly affected by anthropogenic forcing result-
ing in long-term changes of frequencies of distinct
large-scale circulation states (Palmer 1999; Corti et al.
1999). However, doubts on a deterministic view of cir-
culation changes have been raised by Stephenson et al.
(2000) indicating that long-term changes of circulation-
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type frequencies may only be the result of stochastic
processes without any deterministic influences. A dif-
ferent point of view includes a separation between a
so-called background mode of the North Atlantic–
European temperature field, which is mostly respon-
sible for the observed warming, and an independent
so-called dynamic temperature mode, which is mostly
driven by the North Atlantic Oscillation (NAO) but
does not show an increasing trend itself at the present
and thus may act just as a modulation of the recent
temperature trend (Slonosky and Yiou 2001). To pro-
vide a solid observational database for the important
discussion about reasons for present and past climatic
changes, it is necessary to extend the knowledge about
circulation changes as far back into the past as possible.
In this context the relatively long time series of histori-
cal instrumental records in the North Atlantic–
European region are of especially high value for recon-
structing former climate variability.

While reconstructions of monthly or seasonally re-
solved sea level pressure (SLP) grids for the North At-
lantic–European sector are advancing further back in
time (e.g., Luterbacher et al. 2000, 2002; Jones et al.
1997, 1999), daily resolved gridded datasets have been
limited to the starting year of 1881 up to now (Ansell et
al. 2006). Within the European and North Atlantic
Daily to Multidecadal Climate Variability project
(EMULATE) a new reconstruction of daily mean SLP
patterns based on early instrumental data has been re-
alized by Ansell et al. (2006), offering to extend the
view on daily resolved circulation variability back to the
year 1850. Circulation data of daily resolution intro-
duce a new quality into long-term synoptic climatology
since they allow a distinctly better allocation between
particular states of the atmospheric circulation and as-
sociated phenomena of the surface climate than data
with a coarser resolution.

Long-term changes of the atmospheric circulation in
the North Atlantic–European sector have been subject
to various studies before, using long monthly and sea-
sonally resolved station records (e.g., Slonosky et al.
2000), pressure field reconstructions (e.g., Luterbacher
et al. 2000, 2002; Jacobeit et al. 2003), or classification-
based time series (e.g., Bárdossy and Caspary 1990).
Most of them use a conceptual categorization between
pressure patterns of enhanced zonal flow and meridi-
onal circulation patterns throughout the North Atlan-
tic–European sector.

Zonal westerly flow over the North Atlantic Ocean
has been found to be significantly intensified as a result
of an increase of strong positive NAO anomalies in the
winter season from around 1980 to the mid-1990s
(Jones et al. 1999). This has been interpreted by Hurrell

and van Loon (1997) as an outstanding feature for the
period 1864 to 1995 and was referred to as the main
reason for the recent warming of European surface air
temperatures in winter.

Advancing farther back into time, a second phase of
strengthened zonal airflow was established at the be-
ginning of the twentieth century when positive NAO
phases showed an increased persistence especially be-
tween 1903 and 1925 (Rogers et al. 2000). This is also
apparent from frequency changes within the weather-
type classification by Hess and Brezowsky (1977, here-
inafter HB77) (Bárdossy and Caspary 1990). In con-
trast to Hurrell and van Loon (1997), Slonosky and
Yiou (2001) found that this NAO trend in the early
twentieth century was at least as strong as the 1980–95
NAO trend by using newly homogenized station data,
which put the strength of the most recent trend into
perspective.

The two more recent phases of strengthened zonal
flow types over the North Atlantic have been accom-
panied by a decrease of meridional patterns over Eu-
rope. A phase of moderately enhanced positive NAO
at the very beginning of the period covered by this
study, in the 1860s, was reported to show also a
strengthened meridional configuration over Europe
(Luterbacher et al. 1999), with correspondingly high
frequencies of meridional circulation patterns (Jacobeit
et al. 2003). Using seasonally resolved data, Luter-
bacher et al. (1999) report a decreasing strength of link-
age between a reconstructed NAO index and a meridi-
onal Eurasian (EU) circulation index (representing the
pressure difference between western and eastern Eu-
rope) during the period 1840 to 1860 for winter, indi-
cating a decoupling between North Atlantic and conti-
nental European airflow in the middle of the nine-
teenth century. Also Slonosky et al. (2000) confirm by
EOF analysis of monthly station data that zonal flow
and meridional flow over Europe have both been rela-
tively strong in the period 1822 to 1870. However, Ja-
cobeit et al. (2003), using monthly resolved pressure
field reconstructions, found a distinct within-type
change of the Russian high pattern type in January,
suggesting that there might be no real decoupling but a
spatial shift of the involved pressure centers during this
period.

Monthly or seasonally resolved data allow a rela-
tively wide range of interpretations, because similar
monthly mean pressure maps may be set up by different
intramonthly or intraseasonal variations of single pres-
sure configurations as represented by daily maps.
Therefore, the daily pressure patterns used in this study
should shed substantially more light on general circu-
lation changes. Furthermore, indices describing the

4066 J O U R N A L O F C L I M A T E VOLUME 20



zonal airflow over the North Atlantic (like the NAO
index) show an important influence on European cli-
mate. However, it seems that they are largely insuffi-
cient to give a complete picture of variations in pressure
configuration affecting European climate, which is
needed, however, to assess the reasons for past and
present climate changes.

Appropriate methods for analyzing circulation
changes may be grouped into three main types: 1)
analyses of time coefficients achieved by eigenvector
methods, like principal component analysis (PCA;
Barnston and Livezey 1987; Jacobeit et al. 2003), 2)
circulation indices calculated as differences between
stations or grid points describing large-scale pressure
gradients [e.g., NAO indices (Jones et al. 1997; Hurrell
1995; Luterbacher et al. 2002), European zonal indices
(Jacobeit et al. 2001; Slonosky et al. 2000), or other
pressure differences, for example, between London and
Paris (Slonosky et al. 2000)], and 3) time series based
on pressure pattern classification (see below).

This study focuses on the classification-based ap-
proach since it offers a relatively simple and direct way
for interpretation (not always possible for eigenvector
products) and provides a mostly complete representa-
tion of pressure configurations (in contrast to pressure
gradient indices).

Often a general distinction is made between manual
and automated classifications (Yarnal 1993; Yarnal et
al. 2001), but modern approaches also include hybrids
of both methods. Prominent examples of “subjective”
or “manual” classifications are the catalogs of central
European Grosswetterlagen (Hess and Brezowsky
1977) and of the Lamb weather types (Lamb 1972)
based on the expert knowledge of meteorologists. “Au-
tomated” or “objective” approaches utilize statistical
methods and computer technology and comprise two
major groups, one based on correlation methods (e.g.,
Lund 1963; Schmutz and Wanner 1998) and the other
based on different versions of cluster analysis (CA),
e.g., hierarchical (Kalkstein et al. 1987; Chen and Harr
1993), nonhierarchical (Michelangeli et al. 1995), both
combined (Jacobeit et al. 1998), or nonhierarchical
based on simulated annealing (Bárdossy et al. 2002).
The hybrid category (e.g., Sheridan 2002) generally in-
cludes a manual selection of conditions defining types
or classes, such as key days, used as seeds for the dif-
ferent circulation types and various automated ap-
proaches for assigning individual patterns to these pre-
selected types. Among the three groups of classifica-
tions—nonautomated (manual), partly automated
(hybrid), and fully automated ones—the present study
uses the latter type.

For the parameters used for classification a distinc-

tion has to be drawn between weather type and circu-
lation pattern classification. The first type includes vari-
ables of both circulation dynamics (e.g., pressure pat-
terns) and meteorological surface conditions (e.g.,
temperature and humidity); see, for example, Goodess
and Jones (2002) and Haylock and Goodess (2004).
The second type, which is the one applied in this study,
is based on just one parameter of atmospheric circula-
tion (here SLP) and its classification into leading circu-
lation patterns is completely independent from meteo-
rological surface conditions, which may be analyzed af-
terward. According to Yarnal (1993) this may be called
a “circulation-to-environment” type of study (e.g.,
Stehlík and Bárdossy 2003; Romero et al. 1999; Cannon
et al. 2002; Linderson 2001). It implies a broader
within-type range for meteorological surface conditions
at particular locations but allows more general applica-
tions in synoptic climatology.

To avoid confusion, a distinction has to be drawn
between the present study and approaches for regime
analysis (see the overview of Stephenson et al. 2004). �
practical definition of climate regimes refers to pre-
ferred quasi-stationary states of the large-scale circula-
tion system where baroclinic disturbances acting on
time scales shorter than 10 days are considered only as
modulating the regimes (Michelangeli et al. 1995).
Typical numbers of such climate regimes are relatively
small, between 1 and 4 (e.g., Stephenson et al. 2004;
Michelangeli et al. 1995; Corti et al. 1999). The present
study differs fundamentally from climate regime studies
in that it does not intend to identify just persistent re-
gimes but aims to classify all different states of the cir-
culation system on a daily scale. Persistent regimes are
especially able to explain distinct types of surface cli-
mate (e.g., hot or cold spells), whereas short-term phe-
nomena (e.g., frontal temperature changes or heavy
precipitation events) are better reflected by patterns
derived from a daily classification.

About the question of whether some methods are
more suitable for classification than others, Stehlík and
Bárdossy (2003) suggest that manual techniques could
be influenced by methodological changes and are prob-
ably not suited for investigations of long-term changes
in circulation. Jones et al. (1993), however, in compar-
ing the subjective Lamb weather types with an objec-
tive method based on empirical formulas applied to
gridpoint SLP data, conclude that there are no major
differences between these two approaches. Huth (1996)
compares a number of different circulation classifica-
tions and concludes that PCA offers the most robust
results, but that the choice of the method depends on
the aim of the classification. For CA, Kalkstein et al.
(1987) conclude that hierarchical CA using the average-
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linkage method is suitable for synoptic classification,
while Chen and Harr (1993) prefer Ward’s method for
hierarchical CA of circulation patterns as do Gong and
Richman (1995) for classifying precipitation data. How-
ever, the latter show that nonhierarchical k-means CA
(also favored by Michelangeli et al. 1995) outperforms
hierarchical CA in general. Additionally Gong and
Richman (1995) recommend the use of fuzzy cluster-
ing—that is, objects may be member of more than one
cluster—for datasets with no inherent separation into
nonoverlapping clusters of objects. In this study, how-
ever, distinct classification of patterns provides a more
concise interpretation, which is favored here for inves-
tigations on long-term variations in circulation and cli-
mate. Therefore in the present study the focus will be
on nonhierarchical k-means CA.

The paper starts with an overview of the data sources
in section 2 and then addresses the classification meth-
ods used in this study in section 3, while reasons for the
choice of the simulated annealing clustering method are
discussed in section 4. The decision for certain numbers
of classes is addressed in section 5. Last, characteristics
of the resulting classes and aspects of their long-term
variability are presented in section 6, as well as an at-
tempt to estimate its role for long-term temperature
changes in central Europe in section 7. Methodological
and climatological conclusions are drawn in section 8.

2. Data

The daily mean SLP dataset used for classification
has been reconstructed by Ansell et al. (2006) within
the European EMULATE project using reduced-space
optimal interpolation (RSOI). The dataset spans the
period between 1850 and 2003. A variety of different
sources of data have been scrutinized and corrected for
inhomogeneities in order to create the dataset, includ-
ing 86 land and island station series, marine data from
the International Comprehensive Ocean–Atmosphere
Data Set (ICOADS), and daily gridded products from
other sources. The spatial grid of reconstruction data
points provides a resolution of 5° � 5° and spans be-
tween 25° and 70°N and between 70°W and 50°E, re-
sulting in a total of 250 grid points. For further details
see Ansell et al. (2006).

To counteract the artificial northward increase in
variance caused by meridian convergence, the gridded
SLP data are weighted by the square root of the cosine
of latitude for each grid point: Wa � [cos(latitude)]1/2.

The reconstruction skill varies spatially between the
central region [more than 90% explained variance of
the 40-yr European Centre for Medium-Range Weather
Forecasts (ECMWF) Re-Analysis (ERA-40) data] and

the periphery (a minimum of about 10% explained
variance of reanalysis data in the northern African re-
gion). The varying reconstruction skill is well docu-
mented by an accompanying RSOI error field (Ansell
et al. 2006), which is further used to account for the
varying confidence in the data by the application of an
error weight We defined as

We � �E�s��1, �1�

where E is the long-term mean RSOI error and s is the
sample standard deviation for the corresponding grid
point. By this way, grid points with lower reliability will
have lower influence onto the classification of the pres-
sure patterns.

Figures 1a–c show the average winter [December–
February (DJF)] RSOI error field, the average stan-
dard deviation of DJF SLP, and the resulting We given
by Eq. (1), which is representative for all seasons. Gen-
erally the RSOI error is greater in the north of the
domain, as is the SLP standard deviation. The We field
shows that the largest weights are centered on the re-
gion extending from the Azores to western Europe
where they peak and remain on a high level toward
central and eastern Europe with high confidence in
pressure reconstructions for these regions.

In addition to the four 3-month seasons [DJF,
March–May (MAM), June–August (JJA), September–
November (SON)], 12 overlapping 2-month seasons
[January–February (JF), February–March (FM), etc.]
have been analyzed. This paper, however, will concen-
trate on the usual 3-month seasons, whose sample sizes
vary between 13 897 and 14 168 daily SLP fields.

For characterizing the resulting pressure patterns,
daily surface temperatures from the National Centers
for Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) reanalysis (Kal-
nay et al. 1996; Kistler et al. 2001) are used for the
period from 1948 to 2003, converted to anomalies from
the corresponding long-term monthly mean.

Additionally monthly mean temperature reconstruc-
tions from Jones and Moberg (2003) for the period
from 1851 to 2003 are used for proving the skill of the
classification results to explain variability in surface cli-
mate. For this purpose a central European index was
calculated as the spatial mean temperature anomaly
(referring to the long-term mean for 1851/52 to 2003)
for the area 45°–55°N and 5°–20°E where no missing
values occur within the period. The monthly index val-
ues have been finally aggregated to seasonal means.

3. Methods

The main principle of classifying a sample of objects
(in this study daily SLP patterns) is to generate clusters
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FIG. 1. (a) Winter (DJF) daily SLP mean optimum-interpolation error (hPa), (b) daily
standard deviation (hPa), and (c) weights applied to the raw data before clustering [nondi-
mensional units, calculated using Eq. (1)]. Colored contour shading corresponds to the legend
at the bottom of each panel.
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in the multidimensional space spanned by the param-
eters (grid points in this case), each comprising objects
of highest similarity. The degree of dissimilarity within
the resulting clusters of a certain partition can be mea-
sured by the so-called within cluster sum of squares of
deviations (WSS):

WSS � �
j�1

k

�
i∈Cj

D�Xi, Xj�
2, �2�

where k is the number of clusters C, i is the object
number, X is the centroid of each cluster, and D is the
Euclidean distance between the objects and its cluster
centroids:

D�Xi, Xj� � ��
l�1

m

�Xil � Xjl�
2�1�2, �3�

where m is the number of parameters (grid points in
this case) describing the objects. The use of Euclidean
distances is preferred because they are able to reflect
the absolute gradients in the daily pressure patterns,
which is not the case, for example, for correlation-based
measures for dissimilarity (Gong and Richman 1995).
In contrast to WSS the so-called explained cluster vari-
ance (ECV) allows comparison of the quality of a clus-
ter solution between different datasets:

ECV � 1 �
WSS
TSS

, �4�

where TSS is the “total cluster sum of squares” calcu-
lated as the sum of the Euclidean distances between all
objects and the overall centroid (k � 1). Thus, ECV can
vary only between 0 and 1 and should be maximized by
the classification methods.

A crucial point for classifying datasets with large
sample sizes and objects of transient character is the
existence of an unknown number of various solutions
that cannot be improved further by rearranging objects
from one cluster to another (convergence of optimiza-
tion), though the solution may be more or less far away
from the best solution possible. The former solutions of
less quality are called local optima, while the best so-
lution is called the global optimum. The only way to
determine the global optimum is to check all possible
combinations of objects, which is impossible for large
datasets. This also implies that there is no way to prove
any optimum to be the global optimum or how far any
local optimum is away from the global optimum. Some
methods are not able to prevent solutions of relatively
low quality (e.g., conventional k-means CA, see below);
however, there are strategies based on multistart tech-
niques and simulated annealing algorithms (see below)

that are able to get over local minima and approximate
the global optimum.

a. Conventional k-means CA

A common way of applying CA is to create seed
partitions as first guesses and to use them for further
optimization with k-means CA. Three methods to cre-
ate seed partitions from the SLP dataset are used in this
study: 1) s-mode rotated principal component analysis
(RPCA) of the SLP data by assigning each daily pattern
to the principal component (PC) whose loading pattern
shows the highest correlation onto it, 2) t-mode RPCA
(see Jacobeit et al. 2003) by assigning each pattern to
the PC with the highest loading onto it, and 3) hierar-
chical CA utilizing Ward’s method (e.g., Gong and
Richman 1995).

Starting from such a seed partition the objects are
checked sequentially and are reassigned from one clus-
ter to another if that reduces within-cluster variance.
After each reassignment the cluster centroids have to
be updated for subsequent tests on reassignments. The
iterative optimization process ends if no further reas-
signment can increase the ECV, that is, convergence to
a local optimum has been reached. This algorithm is
referred to as “straightforward k-means algorithm,”
henceforth addressed as SFA.

SFA may produce different results for different start-
ing partitions (e.g., Michelangeli et al. 1995). This is
because the starting partition determines the sequenc-
ing of reassignments of objects since each object is com-
pared with the cluster centroids resulting from the pre-
vious step. Thus the starting partition steers the opti-
mization process into a certain direction and into a
certain local optimum. However, the quality of the re-
sults is unpredictable from the quality of the starting
partition (cf. section 4).

Another limitation of conventional k-means CA is
the dependence on the ordering of checks and reassign-
ments. For example, when using the optimized algo-
rithm (henceforth called HWA) published by Hartigan
and Wong (1979), in most cases a different local opti-
mum is reached as compared with SFA since HWA
alters the sequence of checks and reassignments. Thus
the probability to step into the next best local optimum
is sometimes reduced. Hence the ordering of objects—
which is just a matter of chance—together with the ac-
tual starting partition causes conventional k-means CA
to step into a certain local optimum without any possi-
bility to determine a priori, which one will be ad-
dressed. In particular, conventional k-means CA offers
no strategy to approximate the global optimum, thus,
largely reducing the confidence on the result.
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b. Multistart technique and diversified
randomization

To reduce the probability of converging to a local
optimum of very low quality, k-means CA may be run
multiple times by using different randomly created
starting partitions, the best, in terms of ECV being se-
lected. This scheme is called the “multistart” technique.
Since the ordering of objects plays a similar role as the
seed partition, another variant, called the “diversified
randomization” technique, is used acting in the same
manner: CA is run several times on randomized start-
ing partitions but, in addition, randomizes the ordering
of objects and cluster numbers throughout the iterative
process of checking and reassigning. The combination
of these randomization techniques increases the prob-
ability of hitting the global optimum. However, since
the resulting optima of each single run are still intrin-
sically dependent on chance, and the k-means optimi-
zation process itself does not include a target-oriented
strategy to avoid local minima, there is no evidence that
the solution is in fact close to the global optimum.

c. Clustering by simulated annealing

An advanced approach explicitly designed to ap-
proximate the global optimum is the simulated anneal-
ing technique, for example, used to solve combinatorial
optimization problems like the “traveling salesman
problem” (Aarts and Korst 1989) and applied to CA,
for example, in biotechnology for genome clustering
(Lukashin and Fuchs 2001). Applications within clima-
tology are still rare (e.g., Bárdossy et al. 2002; Hannachi
and Legras 1995) and its potential for classification of
meteorological fields has not been evaluated systemati-
cally up to now. Clustering by simulated annealing
simulates the process of tempering by reheating in
which particles of a hot melt correspond to the objects
in CA. It differs from common CA mainly because it is
not bound to the concept of irreversible paths through-
out the optimization process; that is, it does not con-
verge to a local optimum that cannot be left anymore
but allows an object to leave its cluster at any stage
(with a specific probability), even if this step at the first
instance leads to an increase of the cost function (WSS
in this case). While the main principle of different an-
nealing algorithms is always the same, its implementa-
tion was redesigned as described below.

Starting from a random partition, each object is
checked at each iteration for being in the appropriate
cluster and is reassigned if not (addressed as “right”
reassignment), but it could also be reassigned to an-
other cluster (called “wrong” reassignment) if the ac-
ceptance probability P is higher than a number between

0.0 and 1.0 achieved by a random number generator,
where

P � exp�Dold � Dnew

T � �5�

and Dnew is the Euclidean distance between the object
and a potential new cluster, Dold is the Euclidean dis-
tance between the object and its present cluster, and T
is the so-called temperature control parameter (Aarts
and Korst 1989), which is initially a big number but is
slowly decreasing during the optimization process ac-
cording to the so-called cooling factor C, which should
be close below 1.0:

Ti�1 � CTi, �6�

where Ti�1 is the temperature following Ti and i is the
temperature state with a duration defined as the time
needed to check all objects once (i.e., one iteration in
our implementation). The initial value for T is deter-
mined empirically in order to ensure that 99% of the n
objects are moved during the first iteration, allowing
for free movement of objects between the clusters but
also reducing the idle time of decreasing T without ef-
fect. For each single iteration, the ordering of objects is
randomized. Within each iteration, each object is
checked to be moved to any of the other clusters whose
ordering is randomized as well for each check. This
approach ensures that all possibilities are checked out
and allows for a quick and simple stopping criterion.
After each iteration, T is reduced by multiplication with
C. At the very end of the process T is low; thus no single
wrong reassignment is possible anymore. The process is
stopped when no right reassignment is possible (con-
vergence has been reached) and no wrong reassignment
has appeared for a complete iteration. For C being rela-
tively close to 1 (e.g., C � 0.999 999 0), the procedure
needs a runtime of an unacceptable number of days for
the datasets used in this study and there was still a slight
dependence on the series of random numbers. The
most effective way to achieve high confidence that the
solution is near the global optimum was found to be a
combination of simulated annealing and the diversified
randomization technique (henceforth called simulated
annealing and diversified randomization, or SANDRA).
This procedure performs simulated annealing CA 1000
times—the first reference run with C � 0.999 90 and the
following 999 runs with C � 0.90—and finally selects
the best one. Experimental comparisons have shown
that this scheme at least performs as well as single runs
with very slow cooling rates but decreases runtime sig-
nificantly.
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4. Evaluation of classification methods

As an example Table 1 shows the ECV [Eq. (4)] for
the winter season and for cluster numbers from 2 to 14,
including the different classification techniques used in
this study. The first three methods used to create seed
partitions differ considerably from those converging to
a (local) optimum. Obviously a better starting partition
does not necessarily lead to a better convergence for
the optimizing methods, supporting the argument that
they converged to a certain optimum just by chance.
The differences in ECV between the optimization
methods increase with the number of clusters (from no
difference for 2 clusters to the greatest differences for
14 clusters). This reflects the increasing number of pos-
sible partitions with an increasing number of clusters
allowing for more local optima to be established. In
comparison with the other methods the SANDRA
technique reaches the optimum nearest to the global
optimum (i.e., its ECV is highest) for all numbers of
clusters. This is due to the largely reduced probability
for SANDRA to converge to a local optimum of low
quality.

Even if it is favorable to achieve clusters with the
lowest possible within-cluster variability, the question
remains whether an enhanced optimization of ECV is
actually important concerning the composition of the
clusters, the shape of their centroids, and their time
series of cluster frequencies. In other words, Does an
enhanced optimization of ECV help in finding nearly
identical partitions (regardless of the starting partition
and ordering of objects)? This question seems even

more important as the differences in quality (expressed
by ECV in Table 1) for a certain number of clusters at
the first glance seem small and negligible. To find an
answer, the interrelation between quality and similarity
of two partitions has been examined as follows.

By varying the cooling rate for the SANDRA clus-
tering method between 0.0 and 0.90, a set of 1000 so-
lutions was produced comprising 615 different local op-
tima of vastly varying quality that have been compared
pairwise. The similarity between two partitions a and b
of a pair Sa,b is defined to be the count of pairs P of
objects that are in the same cluster in partition a as well
as in partition b plus the pairs that are in different
clusters in partition a as well as in partition b divided by
the overall number of pairs; thus Sa,b may range be-
tween 0 and 1 [also referred to as the “Rand index”
(Rand 1971)]:

Sa,b
�Pa�b � �Pa�b

n
. �7�

The joint quality of a pair of partitions (Qa,b) may be
defined as

Qa,b � �ECVaECVb�1�2. �8�

To examine the interrelation between similarity Sa,b

and quality Qa,b of pairs of partitions, the correspond-
ing values are presented as scatterplots in Fig. 2, with
each point representing a pair of partitions. Figure 2a
shows all of the possible combinations between two
partitions. Even though there is a strong scattering of
points, this scattering is not evenly distributed but

TABLE 1. Clustering quality as a function of the number of clusters and the classification method for the winter season (DJF)
expressed in terms of explained cluster variance, ECV*100 [Eq. (4)]. Rows show results by the number of clusters k from 2 to 14, and
the columns show the methods, where (from left to right) Smod is s-mode RPCA, Tmod is t-mode RPCA, Ward is hierarchical CA using
Ward’s method, SFA is straightforward k-means CA using the results of the first three methods for starting partitions, HWA is Hartigan
and Wong k-means CA algorithm using the results of the first three methods for starting partitions, and SANDRA is CA by simulated
annealing and diversified randomization. Here �� denotes the best result in each line, � denotes the second best, �� denotes the
worst, and � denotes the second worst result among the converging methods (excluding the first three methods). Note that small
differences have large effects for similarity between cluster partitions (see text).

k Smod Tmod Ward SFAsmod SFAtmod SFAWard HWAsmod HWAtmod HWAWard SANDRA

2 7.7852 11.2966 9.6001 20.3533�� 20.3533�� 20.3533�� 20.3533�� 20.3533�� 20.3533�� 20.3533��
3 17.1204 22.1652 21.2351 30.5214�� 30.5215�� 30.5215�� 30.5214�� 30.5215�� 30.5214�� 30.5215��
4 21.4049 24.1212 25.2365 35.5763� 35.5753�� 35.6181�� 35.5765 35.6084� 35.6181�� 35.6181��
5 23.4293 25.4664 27.8730 39.2823� 39.1275�� 39.3307� 39.2823� 39.1275�� 39.3307� 39.3362��
6 25.7191 25.9036 29.7329 42.4295�� 42.4301� 42.4295�� 42.4301� 42.4301� 42.4295�� 42.4309��
7 25.8725 26.2340 31.6719 44.7430 44.7111� 44.7604� 44.7518 44.6469�� 44.7601 44.7605��
8 28.0494 26.2586 33.1934 46.5524 46.7104�� 46.6823 46.5384�� 46.7096� 46.5503� 46.7104��
9 28.6244 26.3103 34.5733 48.2637� 48.3156 48.2649 48.2680 48.3191� 48.2050�� 48.3193��

10 30.5541 26.3262 36.8952 49.6135� 49.5868�� 49.6170 49.6190 49.6228� 49.6182 49.6265��
11 30.1236 26.3358 37.8739 50.6342 50.7141� 50.6096�� 50.6341� 50.6546 50.6344 50.7161��
12 32.2345 26.3790 38.6134 51.6494 51.6098�� 51.6643 51.6414 51.6103� 51.6916� 51.7189��
13 31.9204 26.4168 39.4559 52.5275 52.5270� 52.5854� 52.5753 52.5269�� 52.5794 52.6569��
14 32.3580 26.4628 40.0205 53.1989�� 53.2670� 53.4946 53.5035� 53.3478 53.4916 53.5308��
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shows strong irregularities and distinct structures in the
form of clusters of points and more or less continuous
linear structures. These are interpreted as preferred
pathways (linear structures) into central local optima
with high attracting properties (high-density clusters of
points) for the optimization process. Figure 2b shows
the enlarged area of the very upper right corner of Fig.
2a, including the cluster of points with partitions of
highest quality and similarity.

The most important feature is that the scattering of
points only covers the upper and left areas while the
area in the lower right corner is left totally void. This
indicates that high similarity between partitions is pos-
sible for all levels of quality, but low similarity is shown
only for partitions of low quality. In other words, the
probability of low similarity decreases strongly with in-
creasing quality.

The explanation for this phenomenon is that for lev-

els of low quality many largely dissimilar partitions of
local optima are possible; however, for higher levels of
quality the possibility for different partitions to be dis-
similar decreases as they become more and more simi-
lar to the partition of the global optimum. If, finally,
two partitions are nearly identical to the partition of the
global optimum, then they must also be nearly identical
to each other. This means, the nearer any partition is to
the global optimum in terms of ECV, the more similar
to the partition of the global optimum it must be.

The sensibility of this rule is pointed out by the scal-
ing of the axes in Fig. 2b, where the cluster of points
shows a strong tendency for a reduced possibility of
being dissimilar (Sa,b ranging between 0.9725 and 1.0)
with just a slightly increased quality (Qa,b ranging be-
tween 0.4831525 and 0.483194). This means even if the
quality of partitions produced by any method of CA
differs just slightly from the global optimum, the un-
steadiness of the method grows rapidly. Therefore, the
steadiness of any method in finding methodologically
stable and reproducible clusters depends strongly on its
ability to approximate the global optimum.

Using the SANDRA method cannot guarantee to
find the global optimum; it is not even possible to esti-
mate how far away from the global optimum the result-
ing partition is, because the global optimum remains
unknown. However, it seems evident that it is necessary
to derive highly optimized partitions in order to exclude
the influence of chance on the created classification as
much as possible.

The enhanced reproducibility of partitions achieved
using the SANDRA method relative to those of con-
ventional CA methods can be demonstrated by a sub-
sampling experiment. The dataset was split up into two
halves, one comprising the days with an odd sequence
number and the other half comprising days with an
even sequence number. After applying CA to each sub-
sample separately, two full-sample partitions have been
reconstructed by assigning the days not used for CA to
the clusters. The resulting two partitions, each based on
another subsample, are compared by calculating the
Rand index [Eq. (7)]. This has been done for all
3-month seasons using conventional clustering as well
as the SANDRA method. Table 2 shows the results as
a measure of reproducibility. The similarity is higher
and relatively constant for the SANDRA method in all
seasons with a minimum of 0.9452 in spring, while con-
ventional CA reaches a minimum of 0.8311 in summer,
indicating that conventional CA can be more strongly
affected by subsampling. The relatively low similarity in
summer for conventional CA may suggest that no suf-
ficiently stable clusters exist in the dataset. However, in
comparing with the result for the SANDRA method it

FIG. 2. Similarity of pairs of partitions ( y axis) depending on
their pooled clustering quality [x axis; Eq. (8)] for the winter
season (DJF). (a) The complete sample of partition pairs; (b)
enlarged section of the upper right agglomeration in (a). Note that
even small improvements in quality lead to a strong reduction in
potential dissimilarity between two partitions.
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is evident that the reason is just the methodological
unsteadiness of conventional CA, which produces a
relatively low reproducibility.

The differences between conventional and SANDRA
clustering are further evident by the possible bandwidth
of the shape of the resulting patterns and even more
from the temporal characteristics of the pattern fre-
quency time series. As mentioned above, this difference
grows with the number of clusters and the complexity
of the dataset, which is highest for the spring season.

Figure 3 shows the centroid pattern and time series
plots for the seasonal cluster frequency of cluster 1 (out
of k � 11) in spring, comparing results derived by
SFA k-means of Ward seeds with those derived by the
SANDRA scheme. Both methods find that the block-
ing high over the British Isles is the most important
pattern in spring. Because of different assignments of
days to the cluster, however, the two methods result in
a different shape of the cluster centroid and the vari-
ability in time of seasonal cluster frequency is ex-
tremely different as they have only 32% of their vari-
ance in common (i.e., an r value of 0.57).

While the SANDRA cluster reveals a significant
trend in blocking situations, the SFA k-means cluster is
blended with other pattern types that hide the signal of
a long-term trend. However, it also happens that con-
ventional CA also shows clusters featuring significant
trends, whereas equivalent clusters achieved with the
SANDRA scheme do not. This demonstrates the dan-
ger of using a method achieving its results largely in-
fluenced by chance, especially concerning sensitive
analyses like trend statistics. Therefore, in this study the
SANDRA technique is used to determine highly opti-
mized and methodologically stable clusters.

5. Estimation of appropriate numbers of clusters

A systematic examination of methods for estimating
the appropriate number of clusters is given by Milligan

and Cooper (1985). They are designed to find a clear
natural clustering in a given dataset and examine the
different solutions achieved for a range of cluster num-
bers and choose the best according to some criteria.
Milligan and Cooper (1985) show that the so-called
pseudo-F indicator (Calinski and Harabasz 1974) per-
forms very well in identifying the number of clusters in
an artificial dataset with inherent clearly separated clus-
ters. It measures the variation between objects of dif-
ferent clusters related to the within-cluster variance;
that is, large values indicate solutions where the clusters
are well separated.

A somewhat different method is given by Kaufmann
and Rousseeuw (1990), who define a silhouette index
with maxima indicating that the cluster centroids are
located in high-density clouds of objects.

A third indicator used in this study is the so-called
overlap ratio based on a method derived by Gersten-
garbe and Werner (1997) that examines the overlap of
clouds of objects between two clusters, with a ratio of
0(1) for completely separated (overlapping) clusters.

The resulting values for the three indicators plus the
ECV index [Eq. (4)] are presented in Fig. 4. Both the
ECV and the scaled pseudo-F index are continuously
increasing in each season and do not offer any hint to
the number of clusters, such as a pronounced elbow in
the line. In contrast to the former indices, the silhouette
index and the overlap ratio show some irregularities.
However, the silhouette index does not show any pri-
mary maximum after k � 2. Only a secondary maxi-
mum is shown for k � 7 in autumn. The overlap ratio
shows a minimum for k � 3 and k � 4 in winter, no
clear minimum for k 	 14 in spring, a minimum for k �
4 and k � 13 in summer, and minima for k � 4 and k �
11 in autumn. Additionally, it does not fall below 0.5,
which means that more than one-half of all gridpoint
values of all days overlap into other clusters (to be
expected since there are no groups of days with SLP
values altogether at all grid points higher or lower than
in the other groups). Therefore, any further test on
significance of separation as applied in Gerstengarbe
and Werner (1997) is superfluous in this context.

Since the principal meaning of all these indices is the
same, they should show more or less clear hints for the
same number of clusters if there was a clearly preferred
separation into clusters. Obviously, this is not the case
for this dataset. Even calculating the first difference
series of the indices (not shown) does not help, since
contradictory results are obtained.

Michelangeli et al. (1995) suggest another method for
estimation of the numbers of clusters by a so-called
classifiability index and a reproducibility index based
on an approach by Chen and Harr (1993) for EOF

TABLE 2. Similarity between partitions based on odd and even
subsamples for conventional and SANDRA CA. The table shows
the similarity between partitions measured by the Rand index
after assigning all days to the clusters based on subsamples of days
selected by odd and even sequence numbers. HWA denotes the
conventional method using Ward’s hierarchical clusters as seed
partitions for optimization with nonhierarchical cluster analysis,
while SANDRA denotes the results of advanced optimization.

Season HWA SANDRA

DJF 0.8894 0.9489
MAM 0.9055 0.9452
JJA 0.8311 0.9536
SON 0.9601 0.9701
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analysis. Since this approach has limitations caused by
the usage of conventional k-means CA, we applied a
modified scheme of the reproducibility index (see the
appendix) to our data; however, we did not find any
clear suggestion for the number of clusters. Altogether
we conclude that there is no reliable determination of
an optimal number of clusters, which is supported by
the different indices.

Therefore, an external indicator was used allowing a
rough estimate of the number of pressure patterns that
are needed to represent the majority of the variance
within the set of pressure fields. For this objective a
t-mode PCA of the dataset was carried out using the
correlation matrix of the pressure fields. The PCs were
varimax rotated for numbers of 2 up to 20 PCs. The
so-called dominance test (Jacobeit 1993) gives an esti-
mate of the number of PCs that represents the highest
amount of explained variance; at the same time all ex-
tracted PCs were still realistic manifestations of the at-
mospheric circulation and not purely artificial con-
structs by linear combinations of the input data. To
ensure this criterion, each PC of each rotation result
was tested to show up with a loading dominating at
least one input variable and fulfilling the following
three conditions.

1) The loading must be greater than one standard de-
viation above all other loadings.

2) The loading must be the uniquely leading one for
this object, which ensures that the PC is the only one
explaining a high amount of variance of this variable
instead of linear combinations of two or more PCs.
This condition is assumed to be fulfilled if the load-
ing is more than one standard deviation higher than
for the second highest PC on this variable.

3) For the case of a t-mode PCA the loading must rep-
resent a significant correlation between the field of
scores and the original pressure field taking into
consideration the spatial autocorrelation in both
fields. For testing the significance of a spatial corre-
lation the degrees of freedom have been reduced
using the procedure of Moran’s I (Dutilleul 1993). A
significance level of 0.01 was chosen in order to al-
low only loadings indicating a high degree of simi-
larity to pass the test.

The application of this extended dominance test for
RPCA may be related to the decision on the number of
clusters since it gives information on how many clearly
different (i.e., orthogonal in case of RPCA) and impor-
tant patterns exist in the dataset as analogues to cluster

FIG. 3. Comparison of spring cluster 1 derived by conventional k-means CA initiated by seeds obtained from hierarchical CA (a),(b)
using Ward’s method and (c),(d) derived by SANDRA CA. The SLP cluster centroids are shown in (a) (conventional k-means CA; 13%
of the observations) and (c) (SANDRA CA; 14% of the observations). (b),(d) The seasonal cluster frequency (black bars; left y axis),
cumulative anomalies of seasonal cluster frequencies (red line; right y axis; see section 1), long-term mean frequency (gray shading; left
y axis), and linear trend line (blue; left y axis) using (b) conventional k-means CA and (d) the SANDRA scheme. The correlation
coefficient of seasonal cluster frequencies is 0.56.
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centroids. The clustering process itself just determines
the shape of these patterns by leaving the constraint of
orthogonality but enhancing the similarity between the
objects in each cluster. In this sense CA serves as a kind
of empirical oblique rotation of patterns representing
vectors in the multidimensional space targeted on op-
timizing ECV. Since there is a discrepancy in orthogo-
nality between the two methods, this test cannot pre-
cisely indicate the appropriate number of clusters, but

in lack of any other reliable hint it suggests a suitable
minimum number of patterns needed to adequately re-
flect the variability of pressure configurations in the
dataset.

The resulting numbers of clusters are given in Table
3 for the 2- and 3-month seasons and may confirm the
usefulness of this method since they reflect the seasonal
cycle by relatively high numbers in the transitional sea-
sons (characterized by high variability of pressure con-

FIG. 4. Various statistics for estimating the appropriate number of clusters for (a) winter (DJF), (b) spring (MAM), (c) summer (JJA),
and (d) autumn (SON). Each plot shows explained cluster variance (plus signs), silhouette index (times signs), cluster overlap ratio
(asterisks), and pseudo-F scaled as a fraction of 10 000 (open squares).
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figurations), high to intermediate numbers for the win-
ter, and lowest numbers for the summer seasons (re-
duced variability in the large-scale pressure field).

6. Classification results

Figures 5–8 give a comprehensive characterization of
the resulting cluster sets for the four 3-month seasons
by showing the cluster centroid patterns, the seasonal
cluster frequencies (SCFs), and the associated 1948–
2003 mean temperature anomalies for each cluster. The
latter were calculated as composites of departures of
each daily mean within each cluster from the long-term
mean using NCEP–NCAR reanalysis data (Kalnay et
al. 1996; Kistler et al. 2001).

In addition to the SCF time series, the normalized
series of SCF cumulative anomalies are shown. It is the
sum of anomalies (SCF of each season minus the long-
term mean frequency) accumulated over time, starting
from the first year until the reference year. An advan-
tage of cumulative anomalies relative to low-pass-
filtered time series is that they point out periods of
predominant negative or positive anomalies more
clearly: in case of predominant negative anomalies the
curve is decreasing while it is increasing in phases of
predominant positive anomalies.

The SCF time series have been tested for significant
trends (95% confidence level) over the whole study
period using the Mann–Kendall trend test as well as the
parametric trend-to-noise ratio test for linear trends.
The latter is simply the ratio between the linear trend
value and the standard deviation of the time series,
which indicates a linear trend at the 5% significance
level by values above 1.96 if normal distribution of the

sample may be assumed (Rapp 2000). This test is
known to be very rigorous since any linear trend is
easily disturbed by temporal interruptions of the trend.

The trend-to-noise ratio indicates that none of the
SCF series show an uninterrupted linear trend over the
whole period, whereas the Mann–Kendall trend test
indicates for a number of SCF series that increases
within the time series are significantly more than de-
creases or vice versa. Results are given in detail in
Table 4, while the most prominent features are high-
lighted below.

In winter (Fig. 5) cluster 4, a westerly pattern with a
strong cyclone in the northeastern Atlantic advecting
warm maritime air onto the European continent, shows
a significant positive trend (according to the Mann–
Kendall test) while cluster 6 significantly decreases in
SCF. It resembles the so-called Winkelwestlage of the
HB77 classification with a westerly flow over the At-
lantic Ocean but a sharp turn to southerly flow over the
continent caused by a strong continental high pressure
cell. The latter causes low winter temperatures over the
eastern part of Europe.

Other clusters partly show remarkable long-term
variations but no overall trend. The most prominent
case is cluster 1, which reflects a NAO-like pattern and
causes warm winter conditions over central and north-
ern Europe. This pattern shows the well-known steep
increase in the last two decades but also high frequen-
cies in the first two decades 1850–70. Remarkably, the
beginning of the twentieth century is not even a positive
phase (as in Hurrell and van Loon 1997). The main
reason for this might be that cluster 1 does not repre-
sent very much variability of the NAO (correlation of
0.62 between SCF and a seasonal NAO index derived
from the same dataset) but more variability of pressure
gradients over Europe (because of the optimum-
interpolation error weighting of the data used for clus-
tering).

Other remarkable changes concern cluster 7 (a cutoff
low in the Gulf of Genoa often arising with upper cold
troughs) and cluster 8 (high pressure bridge over Eu-
rope and relatively low pressure over the Mediterra-
nean). Both patterns are associated with cool winter
conditions over Europe and show a phase of relatively
high SCF between 1930 and 1970, a period when the
warming trend of the twentieth century in Europe was
interrupted. In summary the winter long-term changes
of daily pressure patterns largely support a warming
throughout the period since 1850 as well as its interrup-
tion in the mid-twentieth century.

Out of 11 clusters in spring (Fig. 6) four clusters show
significant long-term trends. Cluster 1, a blocking high
over Great Britain with northerly cold-air advection

TABLE 3. The number of clusters for each 2- and 3-month
season assessed using the dominance criteria.

Season k

DJ 7
JF 7
FM 9
MA 11
AM 10
MJ 8
JJ 5
JA 6
AS 8
SO 10
ON 7
ND 7

DJF 9
MAM 11
JJA 6
SON 8

15 AUGUST 2007 P H I L I P P E T A L . 4077



F
IG

.
5.

W
in

te
r-

se
as

on
(D

JF
)

cl
us

te
rs

ge
ne

ra
te

d
us

in
g

th
e

SA
N

D
R

A
sc

he
m

e:
(l

ef
t)

SL
P

ce
nt

ro
id

pa
tt

er
ns

(h
P

a)
.

(c
en

te
r)

Se
as

on
al

cl
us

te
r

fr
eq

ue
nc

y
(b

la
ck

ba
rs

;
le

ft
y

ax
is

),
th

ei
r

no
rm

al
iz

ed
cu

m
ul

at
iv

e
an

om
al

ie
s

(r
ed

lin
e;

ri
gh

t
y

ax
is

;s
ee

te
xt

),
lo

ng
-t

er
m

m
ea

n
fr

eq
ue

nc
y

(g
ra

y
sh

ad
ed

;l
ef

t
y

ax
is

),
an

d
lin

ea
r

tr
en

d
lin

e
(b

lu
e

lin
e;

le
ft

y
ax

is
).

(r
ig

ht
)

A
ss

oc
ia

te
d

m
ea

n
te

m
pe

ra
tu

re
an

om
al

y
fi

el
d

fo
r

19
48

–2
00

3
(K

).
C

lu
st

er
s

ar
e

or
de

re
d

by
th

e
hi

gh
es

t
to

lo
w

es
t

nu
m

be
r

of
da

ys
in

ea
ch

cl
us

te
r.

4078 J O U R N A L O F C L I M A T E VOLUME 20

Fig 5a live 4/C



F
IG

.5
.(

C
on

tin
ue

d)

15 AUGUST 2007 P H I L I P P E T A L . 4079

Fig 5b live 4/C



for central Europe, is strongly increasing as well as clus-
ter 3, a strong Azores high and weak Icelandic low with
cold conditions for southwestern Europe but close to
average ones for central Europe. In contrast to this, the
SCF of cluster 5, showing a low pressure cell over the
western Atlantic Ocean and the eastern Baltic region
and cold conditions for most of Europe, decreased
strongly. Also cluster 8 decreased significantly but to a
lesser extent. This cluster represents a strong cyclone
over Great Britain and a warm sector in central and
eastern Europe while cold sectors cover the northern
and western borders of Europe. In summary SCF
changes in spring do not imply clear impacts for Euro-
pean temperature anomalies: the cool clusters 1 and 5
show trends of opposite direction as well as the indif-
ferent or warm clusters 3 and 8.

Three of the six summer clusters (Fig. 7) show sig-
nificant trends: cluster 2, a retreated Azores high and
cyclonic influence over Scandinavia leading to cold
northerly airflow toward Europe, has increased. Cluster
5, an extended high over western Europe with warm/
cold conditions over western/eastern Europe, and clus-
ter 6, a low pressure system over the northwest of the
British Isles, with the warm sector over central Europe
and cold conditions in the westernmost part, have de-
creased. Besides these significant trends, cluster 1, an
Azores high extension over central Europe with asso-
ciated warm conditions, shows distinct decadal variabil-
ity (high-frequency periods until 1880, from 1930 to
circa 1948, in the 1960s and early 1970s, and again in the
most recent years; see Fig. 7).

In autumn (Fig. 8), cluster 1 shows a significant posi-
tive trend. This cluster represents slightly warmer con-
ditions than are normal over eastern Europe that are
due to a retreated southeastern European high. In con-
trast to this, cluster 4, including a strengthened and
northward extended high with strong cooling through-
out continental Europe, shows a significant strong
downward trend, as does cluster 7, a weaker but north-
westerly extended high with cool conditions over east-
ern Europe.

7. Application for diagnostics of European
temperature change

The mean surface temperature anomaly fields for
each cluster in the period 1948 to 2003 (right column in
Figs. 5–8) may further be used as calibration for esti-
mating past temperature anomalies. This allows an ad-
ditional comparison between SANDRA and conven-
tional clustering and addresses the general ability of the
SLP pattern classifications to explain the link between
atmospheric circulation and surface air temperature
anomalies, including their long-term variability. This is
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realized by a simple composite model and a multiple
regression analysis.

The composite model estimation for the seasonal
temperature anomalies is derived by building the sum
of the cluster-specific temperature anomalies for each
day in the season according to the cluster assignment of
that day and dividing the sum by the number of days in
the season for each year. In this way seasonal tempera-
ture anomalies are reproduced back to the year 1851/52
for the central European area from 45° to 55°N and
from 5° to 20°E. These reconstructions are compared
with the central European temperature index based on
the data of Jones and Moberg (2003) (called “ob-
served” hereinafter).

For comparison, temperature reconstructions are in-
cluded based on the SANDRA classification and on
conventional k-means CA (initiated by Ward seeds for
winter, by t-mode PCA seeds for spring, by s-mode
PCA seeds for summer, and by k-mode PCA seeds for
autumn). The latter classifications do not represent the
worst local minima but represent typical solutions ob-
tained by conventional k-means clustering. Addition-
ally multiple least squares regression models have been
set up using the SCF time series of the SANDRA CA
and the conventional CA results mentioned before, as
predictors within the whole period.

Table 5 shows the amount of temperature variance
explained by the estimation models, as well as indica-
tors for trends in the observed and estimated tempera-
ture time series. As expected the model’s qualities are
generally low except for the winter season with more
than 50% of explained variance. The explained vari-
ances of the models based on the SANDRA clustering
and those based on conventional k-means CA show a
tendency for higher performance of some few percent
for the SANDRA-based models. In winter and autumn,
all of the estimations explain largely the same variance
(minimum of 80.8% shared variance among the esti-
mates; not shown in Table 5), whereas in spring and
summer the differences between the composite esti-
mates and the regression estimates increases (minimum
of 31.9% shared variance between SANDRA regres-
sion estimates and conventional k-means CA compos-
ites for spring and minimum of 29.4% shared variance
between SANDRA CA composites and conventional
k-means CA regression estimates for summer).

Figure 9 shows the observed and predicted tempera-
ture time series, including their normalized cumulative
anomalies representing periods of generally equal signs
for anomalies by increase or decrease of the curve. An
outstanding feature is the high degree of correspon-
dence in the cumulative anomaly plots for winter sug-
gesting a close link between long-term variability of
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temperature and circulation pattern types at least in
terms of the sign of anomalies.

Further evidence is achieved by comparing the SCF
series of individual pattern types with the temperature
time series in Fig. 9. Except for the years 1865 to 1870,
when clusters 1, 4, and 5 had a small SCF peak phase,
mainly cool winter conditions are found for the second
half of the nineteenth century accompanied with rela-
tively low frequencies for the warm clusters 4, 5, and 9.
Cluster 1 had a mainly positive phase up to 1870 but

was declining afterward. On the other hand, the cold
clusters 2 and 6 had a high SCF phase until 1890. The
warming in the first 20 years of the twentieth century
seems to be induced by a high phase of cluster 5 and
partly of cluster 4, whereas the cool cluster 8 had a
decline between 1900 and 1910 and the cool cluster 2
had a decline between 1910 and 1920. Notably, the
warm winter phase at the beginning of the twentieth
century is reconstructed by all models without a distinct
high phase of the westerly NAO-like pattern 1. High
SCF of cluster 5 (westerly flow over the continent) and
low SCF of cluster 2 (continental high) seem to be the
main reasons.

In spring, the composite models fail to approximate
temperature variations except for the signal of recent
warming, which is reproduced (second row in Fig. 9, red
lines). Even for this event that is better reproduced by
the multiple regression analysis, however, it is difficult
to identify responsible clusters, since there is a complex
mixture of increasing and declining SCFs for cold and
warm clusters.

Also in summer the explained variance is generally
low (see Table 5). Nevertheless, major aspects of long-
term variability are reproduced (Fig. 9, third row) like
the relatively warm period up to 1880 (though overes-
timated). The same is true for the relatively cool phase
from 1880 to the mid-1920s, the following warm phase,
and the recent enhanced warming. The early warm pe-
riod seems to be induced by cluster 1 with its Azores
high extending on the European continent, whereas
cluster 2 (northern cool air influx due to northward
extension of the Azores high) plays a major role for the
subsequent cooling around 1900. The following warm–
cool–warm sequence is traced again by the SCF series
of cluster 1 supported by complementary frequency
changes of the cold clusters 2 and 3.

In autumn, high correspondence between repro-
duced and observed long-term temperature variations
is found again, even for the composite model results.
The main feature in the cumulative anomalies—the
breakpoint in 1922 between cold conditions before and
warm conditions afterward—is reproduced by all mod-
els precisely. The comparison between the curves of
normalized cumulative temperature anomalies in Fig. 9
(bottom row) and the cumulative anomalies of SCF in
Fig. 8 reveals a high degree of correspondence with
warm clusters 1, 5, and 8 and cool clusters 4 and 7:
correspondingly they show turning points, an onset of a
high phase (cool cluster 7), or an offset of a low phase
(warm cluster 8) around 1922, respectively.

In all seasons, positive trends are indicated for the
observed time series, ranging between 0.46 K in sum-

TABLE 4. Seasonal cluster frequency trends and their signifi-
cance for clusters obtained using the SANDRA clustering scheme
for all 3-month seasons within the period 1850–2003. Trend/noise
is the trend-to-noise ratio. The P is the Mann–Kendall trend-test
probability, and the Z is the trend-test score. Significant values for
Mann–Kendall P (95% significance level) are highlighted in
boldface.

Cluster
Linear
trend

Trend/
noise

Mann–
Kendall P

Mann–
Kendall Z

DJF
1 �0.7670 0.0993 0.683 �0.409
2 �1.0502 0.1441 0.772 �0.290
3 1.4306 0.1569 0.907 0.117
4 4.6947 0.6468 0.045 2.002
5 2.8867 0.4123 0.430 0.789
6 �6.3652 0.9013 0.001 �3.311
7 0.3692 0.0495 0.986 0.017
8 �0.6101 0.0862 0.408 �0.828
9 �0.5943 0.0746 0.271 �1.101

MAM
1 5.9020 0.8730 0.005 2.823
2 �1.7535 0.2539 0.392 �0.856
3 4.4041 0.5912 0.015 2.443
4 �0.7350 0.1371 0.442 �0.769
5 �6.2730 0.9052 0.000 �3.496
6 �2.1823 0.3674 0.092 �1.686
7 2.6662 0.4468 0.153 1.428
8 �3.3884 0.7255 0.007 �2.714
9 1.6168 0.3210 0.283 1.073

10 1.6366 0.3136 0.448 0.759
11 �1.8935 0.3504 0.035 �2.103

JJA
1 2.3917 0.2931 0.152 1.433
2 7.7749 0.8605 0.001 3.468
3 0.9559 0.1471 0.421 0.805
4 4.4898 0.5493 0.083 1.734
5 �8.8655 1.0540 0.001 �3.446
6 �6.7468 0.8168 0.006 �2.761

SON
1 4.5552 0.8651 0.002 3.037
2 3.1380 0.4269 0.136 1.492
3 1.8266 0.2871 0.300 1.037
4 �7.2244 0.9988 0.000 �3.876
5 2.8452 0.4597 0.103 1.629
6 �2.7036 0.4596 0.119 �1.559
7 �3.9780 0.5678 0.007 �2.681
8 1.5411 0.2234 0.945 �0.069
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mer and 1.39 K in winter (“linear trend” in Table 5).
Except for summer, these trends are significant accord-
ing to the Mann–Kendall trend test (95% confidence
level), whereas the trend-to-noise ratio indicates no sig-
nificant linear overall trends (values greater than 1.96;
all samples are normal distributed). Generally the esti-
mation models show weaker positive trends, especially
the composite models. The estimations for winter tem-
peratures all include a positive trend, with maxima of
0.57 and 0.63 K for the regression estimates (observed
1.39 K), the latter being significant at the 90% confi-
dence level only though. In spring, both composite es-
timates show nearly zero trends, whereas the two re-
gression-based time series indicate significant positive
trends (according to the Mann–Kendall trend test) of
0.42 and 0.34 K (observed 1.23 K). In summer the ob-
servation shows an insignificant trend of 0.46, whereas
all estimate models wrongly show weak negative trends
(but even significant for the composite model using
conventional CA). The positive trend in autumn (0.95
K observed) is indicated by all estimation models sig-
nificantly (Mann–Kendall), with maxima for both re-
gression estimates of 0.48 and 0.46 K (i.e., roughly one-
half of the observed trend). Concerning the comparison

between SANDRA CA and conventional CA in depict-
ing the observed trends, no general preference is found.

8. Conclusions and discussion

Analysis of synoptic and dynamic climatology usually
involves the use of large and complex datasets of cir-
culation patterns. A number of studies indicate that
there might be preferred numbers of particular circula-
tion states (e.g., Michelangeli et al. 1995; Corti et al.
1999). However, we cannot find a clear separation of
clusters inherent in the dataset used in this study. This
is consistent with some recent publications and there is
increasing evidence that there is no significant natural
separation between clusters of circulation patterns
(Stephenson et al. 2004; Christiansen 2007). As a prob-
able result of a high number of smooth transitions in
the shape between different individual patterns, any
indices designed to discover an appropriate number of
clusters fail with respect to this decisive issue in classi-
fication techniques. This shortcoming has been com-
pensated in the present study by a rough external esti-
mator suggesting how many t-mode principal compo-
nents do fit into the dataset.

TABLE 5. Comparison of statistical models for estimating observed seasonal temperature variability based on circulation pattern
classification for the 3-month seasons (DJF, MAM, JJA, SON) for 1851/52–2003. Comparisons are made between classifications based
on SANDRA CA and conventional k-means CA using a primitive composite model and a multiple least squares regression model, both
including seasonal cluster frequency of all clusters as predictors. Classifications used for comparison are conventional k-means CA
initiated by Ward seeds for winter, by t-mode PCA seeds for spring, by s-mode PCA seeds for summer, and by t-mode PCA seeds for
autumn. Here, “explained var.” denotes the fraction (%) of explained variance of observed seasonal temperature, “linear trend”
denotes the linear trend of the observed/estimated time series (K), “trend/noise” is the trend-to-noise ratio (absolute linear trend
divided by standard deviation), and “Mann–Kendall P” denotes the probability for making an error in assuming a trend according to
the Mann–Kendall trend test. Significant values of Mann–Kendall P (95% significance level) are highlighted in boldface.

Observed

Composite models Regression models

SANDRA CA Conventional CA SANDRA CA Conventional CA

DJF
Explained var. 100.00 55.59 50.49 59.04 58.43
Linear trend 1.39 0.26 0.24 0.57 0.63
Trend/noise 0.84 0.46 0.44 0.45 0.50
Mann–Kendall P 0.00 0.17 0.16 0.13 0.07

MAM
Explained var. 100.00 16.03 12.93 35.88 33.11
Linear trend 1.23 �0.01 �0.03 0.42 0.34
Trend/noise 1.25 0.04 0.15 0.71 0.61
Mann–Kendall P 0.00 0.71 0.67 0.01 0.03

JJA
Explained var. 100.00 13.11 12.18 33.92 31.89
Linear trend 0.46 �0.10 �0.11 �0.17 �0.12
Trend/noise 0.59 0.48 0.59 0.37 0.26
Mann–Kendall P 0.06 0.06 0.05 0.18 0.44

SON
Explained var. 100.00 31.16 30.72 36.51 33.99
Linear trend 0.95 0.18 0.16 0.48 0.46
Trend/noise 1.07 0.65 0.58 0.90 0.89
Mann–Kendall P 0.00 0.03 0.05 0.00 0.00
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Another and even more important consequence of
the complexity of this dataset is the failure of conven-
tional k-means cluster analysis in finding a stable result
of high quality. Conventional k-means CA converges to

an undetermined local optimum by chance and should
not be used for datasets offering various local optima,
since the differences between local optima can be sig-
nificant for trend analysis of pattern frequencies.

FIG. 9. Seasonal temperature anomalies for central Europe (45°–55°N, 5°–20°E) as observed (black), estimated by classification-based
composite models (red), and estimated by multiple least squares regression models using seasonal frequencies of circulation pattern
clusters as predictors (blue). (a) anomalies (K; thin lines), low-pass-filtered anomalies (thick curves), and linear trend (thick lines) for
observed temperatures and those estimated using conventional k-means cluster analysis. (b) Normalized cumulative anomalies for
observed temperatures and those estimated using conventional k-means CA. (c) As in (a), but for estimations using SANDRA CA. (d)
As in (b), but for estimations using SANDRA CA. All anomalies are calculated according to the 1851/52–2003 long-term mean for each
season.
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However, even if there seems to be no clear separa-
tion of clusters in the dataset and the complexity of the
dataset leads to the above mentioned problems for con-
ventional CA, there are a number of hints that the
presented clusters are sufficiently stable and reproduc-
ible to speak of meaningful patterns.

• In a subsampling experiment using separately odd
and even days there is a high similarity (Rand index

0.94) in all seasons.

• Another subsampling experiment used to examine
reproducibility by selecting subsets of one-half of the
sample size by random results in a Rand index not
below 0.93 in winter for numbers of clusters between
2 and 14 except for the number of four clusters (Fig.
10, discussed in more detail in the appendix).

• Patterns of cluster centroids based on three subperi-
ods (1850–1900, 1901–51, and 1952–2003, not shown)
enable us to clearly identify the patterns of cluster
centroids based on the whole period in all cases for
winter and summer and in most of the cases for spring
and autumn, while only some clusters are merged or
split as a result of the long-term changes of the cir-
culation within the whole 154-yr period.

• If comparing patterns for increasing numbers of clus-
ters [not shown, available at http://www.cru.uea.ac.
uk/projects/emulate (atmospheric circulation pat-
terns)] almost all patterns of the centroids can be
recognized except those that are split up in order to
build a new additional cluster.

This means there is some structure in the dataset, but
it is not clear enough to define a certain unique number

of clusters, and it is so complex that conventional CA
can be confused by local optima. The latter unfavorable
effect has been substantially reduced by a new combi-
nation of simulated annealing clustering and multistart
techniques (implemented in a common procedure
called SANDRA) that achieves results of highest clus-
tering quality and reproducibility in comparison with all
other methods for CA.

Using the SANDRA procedure, circulation types
have been determined for the period 1850–2003 repre-
sented by their centroid patterns, seasonal frequency
time series, and associated temperature anomaly fields
(the latter based on the reanalysis period 1948–2003).

The derived cluster frequency time series show re-
markable long-term variability on the decadal to mul-
tidecadal time scales and some significant overall trends
are indicated in all seasons. In winter, an NAO-like
pattern (Fig. 5, cluster 1) shows high frequencies be-
tween 1850 and 1870 and again since 1985, but no over-
all trend is observed. However, there is a significant
increase of a westerly pattern mainly steered by cy-
clonic activity north of the British Isles (cluster 4). Both
of these zonal patterns are characterized by generally
warm conditions in Europe. A significant negative
trend is observed for a meridional pattern (cluster 6)
representing strong Russian highs with cold conditions
especially over eastern Europe but also a pronounced
North Atlantic low (known as Winkelwestlage from
HB77). Its decrease can explain a strong decrease of
cold extreme events in southeastern Europe, whereas
the mean temperature and the positive winter extremes
increased less in this region (Moberg et al. 2006). More-
over, the high frequencies of this cluster between 1851
and 1885 with its strong North Atlantic low in conjunc-
tion with the strong Russian high may explain the de-
coupling of the usual complementary link between me-
ridional and zonal pressure configurations for this pe-
riod as described by Luterbacher et al. (1999) and
Slonosky et al. (2000). In spring, the most pronounced
trends are shown for increasing blocking high situations
(Fig. 6, cluster 1) and decreasing patterns with cyclones
over eastern Scandinavia (cluster 5) leading to cold-air
advection for Europe. The summer season has seen
dramatic long-term changes. While three out of six
types, mainly differing in the direction and intensity of
the Azores high extension onto Europe, show signifi-
cant trends, cluster 1 (Fig. 7), characterized by high
pressure cells centered directly over central Europe,
does not show a significant overall trend but rather
shows distinct spells of above- and below-normal fre-
quencies: until 1875 there has been the most pro-
nounced accumulations of these patterns followed by
the 1930s and finally by a spell since around 1980. All of

FIG. 10. Reproducibility of the winter-season (DJF) clustering
for number of clusters between 2 and 14. The results are based on
the average similarity between 100 half-sample clustering results
and full-sample clustering results using the SANDRA clustering
scheme; see text for more details.
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these phases have been unusually warm in central Eu-
rope. These results agree with the findings of Della-
Marta et al. (2006, manuscript submitted to Climate
Dyn.) who show that summer heat wave events have a
distinct multidecadal oscillation. None of the summer
patterns shows an exceptional frequency for the ex-
tremely warm summer 2003, but cluster 1 and cluster 5
high pressure and warm conditions over western Eu-
rope both show above-normal frequencies. As in win-
ter, there is a significant decline of strengthened and/or
westward extended Russian high patterns in autumn
(Fig. 8, clusters 4 and 7) but an increase of situations
with southerly shifted Russian highs (cluster 1). Beside
these overall trends interdecadal variability seems less
pronounced than in other seasons.

The physically meaningful accordance between tem-
perature and the circulation types allows the setup of
descriptive diagnostic models for estimating the sea-
sonal mean temperature anomalies for central Europe.
The first attempt is a primitive composite of character-
istic temperature anomalies for the clusters weighted by
their seasonal cluster frequency. The second approach
is a multiple least squares regression predicting the sea-
sonal mean temperature anomalies using seasonal clus-
ter frequencies as predictors. Both estimation methods
are implemented using the SANDRA clustering re-
sults, on the one hand, and a conventional k-means
clustering result, on the other hand, for comparison.
Overall, there is a tendency for better performance
from the models based on SANDRA clustering results,
but the differences are small relative to the conven-
tional k-means clustering at least with respect to quali-
tative conclusions drawn from this diagnostic approach.

In contrast to the trend analysis of single clusters, the
clustering quality has less impact on classification-based
applications if the whole set of clusters is used because
of their integrating nature. In case of temperature esti-
mations, for example, the quality of the separation be-
tween two cold/warm clusters is less relevant if they are
both relatively cold/warm. Therefore, the total estima-
tion differs only gradually between two cluster sets of
different quality, even though the SANDRA clustering
results show advantages concerning the estimation skill.
Therefore, it is concluded that classification based
analyses of circulation dynamics integrating the whole
of the patterns (like downscaling applications) are less
affected by minor clustering quality, while examination
of the dynamics of single patterns is vulnerable to the
unsteadiness of conventional CA.

Besides the comparison of clustering methods, the
results of this diagnostic modeling approach allow con-
clusions concerning the link between daily circulation
patterns and temperature variations in central Europe.

In particular the question whether changes of circula-
tion patterns are contributing to regional temperature
change not only on the intra- and interdecadal but also
on the multidecadal and centennial time scales is ad-
dressed.

The classifications and thus the temperature recon-
structions are not adapted for temperature estimation
because the clustering procedure has been run indepen-
dently from any temperature information just on SLP
data. Nevertheless, the models show that a notable
amount of temperature variation in central Europe is
dependent on changes in cluster frequencies. This is not
only true for short-term variability but also for long-
term changes. The composite model approach is able to
simulate the sign of temperature changes in winter and
partly in summer and autumn but fails in spring,
whereas the multiple regression approach produces a
good fit concerning long-term changes for all seasons:
the accumulation of relatively cold winters, springs, and
autumns since 1850 until 1900 and 1920 is reproduced
as well as an (relatively overestimated) initial warm
phase until 1880 and a cold spell until 1930 in summer.
The most significant discrepancies are recognized in the
course of the second half of the twentieth century for all
seasons, whereas the recent warming since 1985 can be
simulated correctly for all seasons. Except for summer
for which the observed warming trend is weak and in-
significant, the circulation-based regression estimates
indicate a long-term warming of roughly one-third up
to one-half of the observed temperature increase, in-
cluding significant trends for spring and autumn.

This means that changes in frequency of daily circu-
lation patterns have clearly contributed to the long-
term overall warming of central Europe in the period
between 1850 and 2003. However, an important role of
the NAO for this overall trend as suggested, for ex-
ample, by Hurrell and van Loon (1997) is not indicated,
even though an NAO-like pattern contributes to the
enhanced warming since 1985. Instead, an increasing
westerly pattern representing strong cyclonic activity
north of the British Isles and a decrease of meridional
patterns are consistent with the overall warming. How-
ever, the driving force of changes in daily circulation
patterns itself remains unclear. It may be a random
process (Stephenson et al. 2000), a reaction to global
warming (Palmer 1999; Corti et al. 1999), or a mixture
of different factors.

However, it has to be emphasized that the contribu-
tion of circulation changes to warming in central Eu-
rope as indicated in the present study just refers to
relative changes of temperature and not to their abso-
lute extent. To provide a precise estimation of the ab-
solute contribution of changes in circulation patterns to

4092 J O U R N A L O F C L I M A T E VOLUME 20



the observed warming, further advanced statistical
models have to be used (including an advanced calibra-
tion, e.g., by taking into account the effect of persis-
tence of patterns or operating on a subseasonal time
scale) that are beyond the scope of this study. Moreover
it has to be emphasized that the findings refer only to
regional temperature change. Since changes in circula-
tion patterns mainly cause just a redistribution of given
temperature contents in the atmosphere, their effects
should be balanced out by opposite temperature
changes in other regions (if secondary effects like al-
tered exchange rates of energy between ocean and at-
mosphere or altering of the degree and character of the
cloud cover may be ignored). Therefore, these results
may not be used to falsify the concept of an overall
long-term, circulation-independent warming mode on
the centennial time scale. Such an independent warm-
ing mode should be visible in a time-variant link be-
tween cluster frequencies and temperature, known as
so-called within-type changes as presented, for ex-
ample, by Beck et al. (2006, manuscript submitted to
Int. J. Climatol.) for monthly data. Therefore, further
studies are necessary to narrow down the observed
fraction of warming contributed by circulation changes.
The enhanced daily resolution of SLP data in conjunc-
tion with the presented advanced classification tech-
nique and a more sophisticated calibration of tempera-
tures to the circulation types is expected to offer a more
precise look in the future.
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APPENDIX

Limitations of the Classifiability and
Reproducibility Index for Cluster Analysis

The so-called classifiability index and reproducibility
index are used by Michelangeli et al. (1995) to estimate
the appropriate number of clusters based on an ap-
proach by Chen and Harr (1993) for EOF analysis. The
classifiability index is used to test the dependence of
several SFA k-means results on their randomly initi-
ated seed partitions. If the results of 50 different SFA
k-means runs with varying seed partitions are more
similar among themselves for a certain number of clus-
ters than for other numbers it is concluded that this is a

hint to the appropriate number. The intention is to find
numbers of clusters where the separation of objects into
clusters is very clear and the optimization mostly finds
this separation regardless of the starting partition.

This approach, however, assumes that there is a clear
separation inherent in the dataset. If this is not the case,
as it is for circulation patterns, the result of this test
mainly depends on two factors: first, on chance, since
conventional k-means CA can be trapped by any local
optima (see section 4 and Fig. 2), and, second, on the
numbers of clusters itself, since the number and scat-
tering of possible local optima naturally grow with the
number of clusters.

The unreliability of conventional k-means CA is also
significant regarding the reproducibility index: 100 ran-
dom subsamples of one-half of the data were used to
examine their similarity to a reference partition that
was chosen to be the one most similar to all others.
According to section 4 it seems questionable why it
should be preferable to achieve by chance a number of
partitions being relatively similar to a reference parti-
tion, which itself is also indirectly determined by chance
and might be a local optimum of minor quality. Because
of the random nature of SFA k-means results another
set of 100 partitions might show a very different scat-
tering. An important factor in this test is again the num-
ber of clusters itself, which determines the number of
possible local optima. Thus it would be surprising if this
test would ever show higher numbers of clusters for any
complex dataset.

It is argued that an unsteady method (SFA k means)
is used to test the steadiness of clusters in the dataset.
Therefore a clear distinction between the unsteadiness
of the method and the unsteadiness of clusters arising
from the character of the dataset seems improbable
when using this method. This is not the case for EOF
analysis as presented by Chen and Harr (1993) since
EOFs are not affected by such inherent methodological
instabilities as is conventional k-means CA.

In contrast to the classifiability index, the reproduc-
ibility index can be modified to allow meaningful state-
ments on the cluster structure of the dataset in conjunc-
tion with simulated annealing CA since there is some
confidence on the robustness of this method. As in
Chen and Harr (1993) and Michelangeli et al. (1995)
100 subsamples of half of the dataset are drawn by
random and subjected to the SANDRA scheme. After-
ward the objects in the other half that were not used for
optimization are assigned to their nearest cluster.

The whole-sample SANDRA result is used as the
reference partition and is compared with the 100 par-
titions achieved by the subsample runs. The average
similarity [see Eq. (7)] of the 100 subsample cluster
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solutions to the whole sample reference partition indi-
cates whether this number of clusters is more reproduc-
ible with different datasets than others. By using the
SANDRA results it is possible to virtually exclude the
unsteadiness of the method for being responsible for
differences between the reference partition and the
partitions based on the subsamples. Thus, this approach
reflects the robustness of the clustering in relation to
the character of the dataset rather than that of the
method. The result for the winter season is shown as an
example in Fig. 10.

In Fig. 10 the reproducibility index generally does
not decrease with increasing numbers of clusters as it
does in Michelangeli et al. (1995) (except for their clus-
ter solution of k � 4 in the Atlantic sector). Because
Michelangeli et al. (1995) use correlation coefficients
between the cluster centroids for determination of simi-
larity, differences may occur partly by the use of differ-
ent measures for similarity. Nevertheless, decreasing in-
dex values support the former statement that this
method applied with conventional k-means clustering
mainly reflects the growing number of local optima
with increasing numbers of clusters, which are counter-
acted by using the more stable SANDRA scheme. Sur-
prisingly the modified reproducibility has its minimum
for four clusters, which was the number of regimes se-
lected in the North Atlantic–European region by Mich-
elangeli et al. (1995) for 700-hPa geopotential height
data of the season that goes from mid-November to the
end of March. However, obviously Fig. 10 does not
show any clear result for a specific number of clusters.
Suggestions for two or three clusters or (as indicated by
a second maximum) for eight or nine clusters do not
include a convincing single peak as would be expected
if there was a separation into distinct clusters.
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