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**Abstract:**

Individual learning is central to the success of the transition phase in software maintenance offshoring projects. However, little is known on how learning activities, such as on-the-job training and formal presentations, are effectively combined during the transition phase. In this study, we present and test propositions derived from cognitive load theory. The results of a multiple-case study suggest that learning effectiveness was highest when learning tasks such as authentic maintenance requests were used. Consistent with cognitive load theory, learning tasks were most effective when they imposed moderate cognitive load. Our data indicate that cognitive load was influenced by the expertise of the onsite coordinator, by intrinsic task complexity, by the degree of specification of tasks, and by supportive information. Cultural and semantic distances may influence learning by inhibiting supportive information, specification, and the assignment of learning tasks.
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Introduction

The practice of information systems (IS) offshoring has grown significantly since the late 1990s. Companies have been relocating IS services to offshore units such as vendors or captive centers to leverage labor cost differences and to gain access to scarce resources. A considerable number of IS offshoring projects include software maintenance services such as correcting software faults and building software enhancements.

Yet, many software maintenance offshoring (SMO) projects do not meet the initial expectations. One frequent source of failure is unsuccessful knowledge transfer (KT) to offshore staff (Chua and Pan 2008; Dibbern et al. 2008; Rottman 2008; Westner and Strahringer 2010). In this study, we define KT as the process (Szulanski 2000) through which the offshore unit acquires the knowledge to solve software maintenance tasks. KT is most intense during the transition phase of SMO projects, the period that succeeds the contract signing and involves transferring the ownership of activities to the offshore team (Tiwari 2009). During transition, members of the offshore unit are frequently placed on site to acquire project-specific knowledge by interacting with subject-matter experts (SMEs) such as former delivery staff (Dibbern et al. 2008). Transitions frequently occur in a two-stage process. First, SMEs transfer their knowledge to the onsite coordinators of the offshore unit; second, the onsite coordinators transfer their knowledge to the team members placed offshore. The KT to onsite coordinators in the first stage plays therefore a central role for successful KT to the offshore unit. Unsuccessful KT may yield extra costs for KT, specification, control, and coordination (Dibbern et al. 2008). In the worst case, failure in KT may result in tasks not being taken over by the offshore unit (Chua and Pan 2008). Effective KT to onsite coordinators is therefore of central interest to the stakeholders in SMO projects.

Although knowledge may be transferred at various levels, we submit that individual learning is of particular importance in SMO transitions because it is central to maintenance outcomes while being difficult. Software maintainers often have to rely on their tacit knowledge to identify where actions are to be made and to conceive solutions. Their individual performance is strongly driven by their individual knowledge of the specific software application, whereas knowledge of related or unrelated applications has a considerably lower impact on their task performance (Boh et al. 2007). This application-specific knowledge is frequently vast given the size and age of many corporate software applications. Cultural and semantic distances between SMEs and onsite coordinators are a further source of complication (Bhagat et al. 2002; Dibbern et al. 2008). Considering the vast amounts of tacit knowledge that need to be transferred in relatively short time and across cultural and semantic distances, it is not surprising that information overload was found to significantly constrain individual learning in offshore projects (Chua and Pan 2008). Despite these contextual difficulties, stakeholders in SMO transitions have economic interest in concluding KT in a short time because of the costs imposed by coexistence and collocation of SMEs and onsite coordinators during transition.

If individual learning is at same time crucial and problematic in SMO, there is interest in understanding how to effectively organize it. Unveiling the design options, case studies on offshoring have revealed a set of key learning activity types, such as formal presentations, document study, on-the-job training, and story-telling (Blumenberg et al. 2009; Chua and Pan 2008; Oshri et al. 2008; Wende et al. 2009). However, little is known on how these learning activities should be effectively combined to meet the contextual conditions of a particular offshored maintenance task. This paper attempts to fill this gap by addressing the following research question:

**How does the combination of learning activities impact the onsite coordinators’ learning effectiveness in the transition phase of SMO projects?**

To answer this question, we draw, for the first time, on cognitive load theory (CLT) to explain individual learning effectiveness in SMO projects. In section 2, we develop a theoretical model based on CLT. In section 3, we describe how we tested the model through a multiple-case study at a Swiss bank. Section 4 presents the results of data analysis. Finally, the results are discussed and conclusions are drawn.

Our study contributes to the IS offshoring literature by suggesting how the combinations of learning activities impact learning effectiveness in IS offshoring. We also propose how cultural and semantic distances may interfere with learning in IS offshoring.
Theory

In this section, we develop a theoretical framework to explain and predict individual learning effectiveness in SMO transitions. To this end, we first derive criteria for theory selection from the nature of the problem studied and we argue that CLT has a strong fit with these criteria. Subsequently, we outline the main assumptions of CLT and develop a theoretical model.

Theory Selection

We have selected our reference theory on the basis of the following four characteristics of the KT problem in SMO projects. First, the theory should explain individual-level rather than team-level or organizational learning because individual learning is central software maintenance outcomes while being problematic in IS offshoring. Second, the onsite coordinators strive to acquire the project-specific software maintenance knowledge that the SMEs hold. Hence, the theory should explain how existing knowledge is transferred rather than how new knowledge is created. Third, the theory should make claims about how the combination of learning activities impacts learning. Fourth, the centrality of information overload suggests that the theory should explain how information load influences learning.

We performed a review of the learning literature based on these criteria. To our knowledge, CLT is the sole theoretical lens that meets all five criteria. CLT is currently considered one of the most influential theories in cognitive psychology (Ozcinar 2009; Schnotz and Kürschner 2007). Recent reviews of CLT are presented in Sweller et al. (1998) and in van Merriënboer and Sweller (2005). Next, we outline the main assumptions of CLT.

Cognitive Load Theory

CLT predicts learning outcomes based on the limitations of human memory (Plass et al. 2010). It assumes that working memory is limited in processing novel information, but that it may retrieve information from long-term memory without significant constraints. As a consequence, learners perceive cognitive overload when they need to process more than two or three novel information elements at the same time (Sweller et al. 1998). According to CLT, overload is detrimental not only to understanding but also to learning because no mental resources remain for schema construction and automation, the processes through which learning occurs (Sweller et al. 1998). Effective learning therefore requires keeping the cognitive load on the learner at a medium level. These arguments may offer an explanation for why learning is so problematic in the transition phase of SMO. Onsite coordinators may simultaneously be exposed to a vast amount of novel information such as the description of a modification request, the commands of related software modules, and the structure and meaning of the data used in the software modules. Even if they succeed in making sense of this information through a tedious process, CLT predicts rather low learning as an outcome of the process. Next, we describe central constructs of CLT and clarify how they impact learning.

Learning tasks. CLT researchers concur with other instructional theorists (Hattie 2009; Merrill 2002; Reigeluth 1999) that effective learning hinges on the use of learning tasks (Van Merriënboer et al. 2003). We define the use of learning tasks as engagement in authentic tasks (Van Merriënboer et al. 2002) that are realistic for the particular maintenance context. Examples of the use of learning tasks include the design and/or implementation of a modification request, the commands of related software modules, and the structure and meaning of the data used in the software modules. Even if they succeed in making sense of this information through a tedious process, CLT predicts rather low learning as an outcome of the process. Next, we describe central constructs of CLT and clarify how they impact learning.

Cognitive load. The central premise of CLT is that the positive effects of learning tasks depend on the cognitive load that the learning task imposes on the learner. The cognitive load should be at a medium level so that the learner is not overstrained by the learning task. According to CLT, cognitive load depends on the expertise of the learner and on the use of load regulation strategies. This implies that learning is effective when load regulation strategies are chosen that are appropriate for the level of expertise of the learner.

Expertise. The learner’s domain expertise is one driver of cognitive load. Experts hold powerful domain-
specific schemas in long-term memory that enable them to aggregate information to higher-order and therefore less numerous chunks (Chase and Simon 1973). A decrease in the number of novel information chunks is equivalent to a decrease in cognitive load. Hence, as expertise develops, learners are able to handle more complex tasks, while the cognitive load remains constant. Following these arguments, onsite coordinators who have prior experience in maintaining very similar software applications will perceive less load than onsite coordinators whose experience is less specific to the domain of the maintenance task. Moreover, an engineer is less likely to suffer from high load at the end of a successful transition than at its beginning, all else being equal.

**Load regulation strategies.** The use of load regulation strategies is a second predictor of cognitive load. Load regulation strategies influence the cognitive load imposed by learning tasks. In this study, we consider three load regulation strategies: the choice of the intrinsic complexity of the learning task\(^1\), the degree of specification of a learning task\(^2\), and the supportive information provided to solve a learning task (Van Merriënboer et al. 2002; Van Merriënboer et al. 2003). Intrinsically complex learning tasks require the learner to simultaneously process more information units than intrinsically simple learning tasks, increasing thereby the cognitive load on the learner. For instance, designing mutually dependent data corrections in different subareas of a software application is expected to impose higher cognitive load on an engineer than designing independent data corrections in a loosely coupled module. Although the intrinsic complexity of a given maintenance task may be difficult to alter, management may purposefully assign tasks to either onsite coordinators or SMEs depending on their level of complexity. Specification, a second load regulation strategy, refers to the degree to which solution steps for a learning task are given to the learner. Specification is highest in worked-out examples (Renkl 1997), in which the learner is presented the full solution to a problem. In SMO projects, job-shadowing may be seen as an analogous to worked-out examples because the onsite coordinator observes the entire solution process applied by the SME. Completion tasks provide medium specification to the learner because parts of the solution are given to the learner while some solution steps need to be completed. For instance, an SME may compile the design for a software enhancement while the onsite coordinator remains responsible for its implementation. Finally, supportive information is “supportive to the learning and performance of nonrecurrent aspects of learning tasks” (Van Merriënboer et al. 2002, p. 43). This includes activities such as document study, formal presentations and informal discussions.

Taken together, our presentation of CLT suggests that configurations of learning activities may be described by four dimensions: the use of learning tasks and the three dimensions of load regulation strategies (choice of intrinsic task complexity, specification, supportive information). In most transitions, these four dimensions will not be constant over time. Engineers may subsequently work on learning tasks that differ in their intrinsic complexity, specification, or amount of supportive information provided. Configurations of learning activities may therefore change over time within the same transition. CLT makes predictions for the learning effectiveness of each of these configurations. We define learning effectiveness as the extent to which learning activity configurations result in increases of expertise.

**Theoretical Model**

Drawing on CLT, we propose the theoretical model shown in Figure 1 to explain the learning effectiveness of learning activity configurations during the transition phase of SMO projects. The model suggests that the use of learning tasks is positively associated with learning effectiveness. This relationship is moderated by the cognitive load on the learner. The impact of the use of learning tasks on learning effectiveness is strongest, when cognitive load is at a medium level. Cognitive load is influenced by learner’s expertise, by the use of load regulation strategies, and by the distance between the SME and the onsite coordinator. Definitions of the constructs of the model are given in Appendix 1. Next, we present the propositions of the model.

---

\(^1\) We use the qualifier intrinsic to distinguish influences from the complexity intrinsic to a task from influences from the specification of a task.

\(^2\) Van Merriënboer et al. use the expression “simplified learning task types” instead of specification. We prefer the term “specification” as this notion is more established in the IS discipline.
Consistent with other instructional theories (Hattie 2009; Merrill 2002; Reigeluth 1999), CLT researchers suggest that the use of learning tasks is positively related to learning effectiveness (Van Merriënboer et al. 2003). Learning tasks confront the learner with the multiple constituent skills that underlie the task and thereby promote the construction and automation of schemas (Van Merriënboer et al. 2002). A learner who is not exposed to a learning task may find fewer opportunities to acquire the multiple constituent skills required for task execution. Periods during which onsite coordinators only participate in and recapitulate face-to-face presentations are an example of this. This suggests that

**P1:** The use of learning tasks is positively associated with learning effectiveness.

A main proposition of CLT is that the positive effects of learning tasks only unfold when the cognitive load lies at a medium and thus manageable level. Low cognitive load may result in waste of time or effort (Schnotz and Kürschner 2007) and, consequently, ineffective learning. Conversely, high load imposed by a learning task binds all available cognitive resources and leaves no resources for schema construction (Sweller et al. 1998). This suggests that the positive impact of learning tasks on learning effectiveness is moderated by cognitive load as follows:

**P2:** The impact of the use of learning tasks on learning effectiveness depends on the cognitive load; the impact is stronger under medium cognitive load than under low or high cognitive load.

A multitude of CLT studies provide strong evidence that expertise reduces the cognitive load on the learner (see Kalyuga et al. 2003 for an overview). The IS outsourcing literature reports a similar effect in SMO projects. Absorptive capacity, i.e. the ability to assimilate and apply outside knowledge (Cohen and Levinthal 1990), was found to influence extra costs for KT (Dibbern et al. 2008). The constructs absorptive capacity and expertise overlap given that both indicate the ability to relate outside information to former experience. The extra costs for KT associated with low absorptive capacity suggest that the SMEs in Dibbern et al. (2008) needed to repeatedly provide similar supportive information, which is an indication of high cognitive load. Hence, we propose that

**P3:** The higher the onsite coordinator’s expertise, the lower is cognitive load.

Supportive information enables the learner to construct schemas that can be used when working on learning tasks (Van Merriënboer et al. 2003). These schemas can be activated during the work on learning tasks and thereby reduce the cognitive load imposed by the tasks. The IS offshoring literature provides anecdotal evidence of the use of supportive information during transition, e.g. through document study or face-to-face presentations (Blumenberg et al. 2009; Chen and McQueen 2010; Chua and Pan 2008; Tiwari 2009). We posit that

**P4:** The more supportive information is provided, the lower is cognitive load.
Different learning tasks may cause different cognitive load as a function of their intrinsic complexity. We adopt the definition of task complexity suggested by Wood (1986). We thereby consider tasks more complex when they involve more elements, when the relationships between these elements are more sophisticated, and when changes in the state of the world are more likely to interfere with the task (see Appendix 1 for a more comprehensive definition). We adopted Wood’s conceptualization because it is primarily focused on the task performance of individuals (Wood 1986, p. 66) and because it has already been established in software maintenance studies (Banker et al. 1998). CLT purports that the more information elements need to be simultaneously processed when working on a learning task, the higher is the cognitive load on the learner (Sweller and Chandler 1994). This suggests that

\[ P5: \text{The higher the intrinsic complexity of the learning task, the higher is cognitive load.} \]

The load imposed by a learning task may depend on its degree of specification. CLT research provides strong evidence that learning task types with high degrees of specification, such as worked-out examples, impose significantly lower loads than conventional problem-solving tasks, in which no solution steps are specified (see Van Merriënboer et al. 2003 for an overview). We anticipate that specification will have both an independent relieving effect on cognitive load and an interaction effect with intrinsic task complexity on cognitive load. An independent effect may be expected because highly specified tasks focus the attention of the learner on the solution steps of the expert. As a consequence, the learner does not engage with information or heuristic steps irrelevant to the problem. This may result in lower cognitive load even for simple tasks. In addition, we anticipate an interaction effect with intrinsic task complexity suggesting that specification reduces cognitive load to a greater extent when problems are more complex. This is because complex problems offer the learner more opportunities for engaging with information or solution steps that are irrelevant to the problem. The IS offshoring literature also indicates that specification may impact cognitive load. In the cases reported by Dibbern et al. (2008), client personnel increased the degree of specification of software tasks by taking over part of the requirements specification and design work after tasks were initially not feasible. A possible interpretation of this is that specification needed to be increased to mitigate high load invoked by the intrinsic task complexity. To summarize, we expect that

\[ P6: \text{The higher the specification of the learning task, the lower is cognitive load.} \]
\[ P7: \text{The higher the specification of the learning task, the weaker will be the effect of intrinsic task complexity on cognitive load.} \]

Load on the learner is imposed not only by the learning material itself, but also by the learning context. According to CLT, the way how learning material is presented may impact information processing demands and thus cognitive load. In onsite SMO transitions, cognitive load may be imposed by the semantic and cultural distances between project members (Dibbern et al. 2008). Semantic distance caused by language barriers may bind cognitive resources for semantically decoding messages which are in a foreign language or which are poorly crafted due to weak language skills. Cultural barriers may increase cognitive demands when onsite coordinators lack schemas to make sense of the local project context or when they struggle to interpret behavior according to their own cultural norms. This suggests that

\[ P8a/b: \text{The higher the (a) semantic and (b) cultural distances between the onsite coordinator and the SMEs are, the higher is the cognitive load on the onsite coordinator.} \]

**Methods**

We adopted a positivist, embedded, multiple-case study approach (Yin 2009, p. 50) to test the theoretical model. One transition of a software maintenance role to one onsite coordinator represented one case. The configurations of learning activities used within a case were the embedded units of analysis. Figure 2 illustrates how learning activity configurations are embedded within one fictitious transition. The figure implies that the transition can be separated into phases that represent configurations of learning activities. Each configuration makes up one data point for each construct of the theoretical model.
We chose the case-study method because we investigated a how question in a context over which researchers rarely have control (Yin 2009, p. 8). In addition, the case-study method allowed us to gather data in the natural setting, ensuring thereby realistic study conditions such as complex software applications, onsite coordinators with previous related experience, and transition durations of several months. Finally, the case-study format permitted us to understand the sequence and context of events, which was essential to relate data to the units of analysis. In four of the five cases, we collected data at several points in time. This was intended to increase the accuracy of the information reported by the participants, such as information related to the cognitive load while they worked on a particular task. The simultaneous data collection prevented us from purposefully sampling embedded cases, which may have been possible in a retrospective study design. Yet, we assumed that learning activity configurations would naturally vary within transitions. Likewise, we expected that the expertise levels of the onsite coordinators would vary as a result of their learning over time.

We analyzed five cases of SMO transitions to Indian vendor employees. Table 1 gives an overview of the research cases. The transitions were conducted on site in Switzerland on the premises of a Swiss bank, which represented the client in all five projects. The bank operates globally, held assets of over $1 trillion in 2011, and has considerable experience in offshoring IS work to India. Whereas the cases 2 and 3 were transitions from one vendor to another vendor, tasks were transferred from the client to the vendors in the cases 1, 4, and 5. The three vendors involved in the study were among the major Indian service providers. Each of the transitions 1, 2, and 3 referred to a different software application. These were custom-built data warehousing applications. Each of the cases 4 and 5 referred to the same software system, an instance of a standard software for controlling financial transactions. The selection of cases allowed theoretical replication (Yin 2009) at the transition level through variation in initial levels of expertise, average intrinsic task complexity, and cultural and semantic distances. In all transitions, the onsite coordinators were supposed to independently take over the design, implementation, and unit-testing of maintenance requests such as software defects or change requests. This provided a natural control for team-level learning, which we assume to be considerably less influential in such settings than in software work with higher collaboration intensity. The transitions took place in 2011 or 2012.

### Data Collection

Data were collected through semi-structured interviews, observation of sessions, and document analysis based on a case-study protocol (Yin 2009, p. 79). Table 2 gives an overview of the data sources. An important goal related to the interviews was to understand in what activities the onsite coordinators were involved and how they related together. All interviews were tape-recorded and transcribed. In addition, the
first author observed sessions at the client’s premises. This resulted not only in field notes, but also in a basic understanding of the software maintenance tasks. In the cases 4 and 5, the sessions were formal presentations about components of the application, whereas they were coached knowledge elicitation sessions in the cases 1, 2, and 3. In the latter, a coach of the client firm facilitated codifying knowledge based on a methodology adopted by the client (see Ackermann 2011 for details). Interview transcripts and observation notes amounted to 112,725 words. Documents were a third data source. The documents studied included requirements specifications, design documents, peer review feedback, defect extracts, documents created as a result of knowledge elicitation sessions, software documentation, KT plans, and email notes. When data from multiple sources of evidence diverged, clarifying questions were addressed in subsequent interviews. We used multiple sources of evidence to increase construct validity (Yin 2009, p.41).

<table>
<thead>
<tr>
<th>Case</th>
<th>SMEs</th>
<th>Vendor</th>
<th>Software Application</th>
<th>Length of process captured by data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>All Swiss or German (client)</td>
<td>Vendor A</td>
<td>Data warehousing appl. 1</td>
<td>5 months</td>
</tr>
<tr>
<td>2</td>
<td>One Indian (main SME, vendor C), one Swiss (client)</td>
<td>Vendor A</td>
<td>Data warehousing appl. 2</td>
<td>3 months</td>
</tr>
<tr>
<td>3</td>
<td>Two Indians (main SME, vendor C), one Swiss (client)</td>
<td>Vendor A</td>
<td>Data warehousing appl. 3</td>
<td>5 months</td>
</tr>
<tr>
<td>4</td>
<td>Three Swiss (client)</td>
<td>Vendor B</td>
<td>Implementation of a standard software for the control of financial transactions</td>
<td>5 months</td>
</tr>
<tr>
<td>5</td>
<td>Three Swiss (client), one Indian (vendor B)</td>
<td>Vendor B</td>
<td></td>
<td>3 months</td>
</tr>
</tbody>
</table>

Table 2: Data Sources

<table>
<thead>
<tr>
<th>Case</th>
<th>Interviews: number of interviews/ number of interviewees</th>
<th>Observed sessions</th>
<th>Documents</th>
<th>Data points</th>
<th>Start of data collection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Onsite coordin.</td>
<td>SMEs</td>
<td>Managers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5/1</td>
<td>2/2</td>
<td>2/1</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>2/1</td>
<td>2/2</td>
<td>3/3</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>3/1</td>
<td>2/2</td>
<td>2</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>2/1</td>
<td>2/2</td>
<td>1/1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>2/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Data Analysis**

The data analysis involved coding, statistical analysis, pattern matching, and the triangulation of statistical and qualitative results. In detail, we performed the following steps:

1. We coded data to nodes and relationship nodes in NVivo 9. The nodes were based on the measures displayed in Appendix 1. In addition, we coded interview statements that indicated causal linkages to relationship nodes in NVivo. Relationship nodes indicate relationships between two nodes. The relationship nodes were displayed in a model (see Figure 3). Relationship nodes only depict relations between two nodes. They may therefore not reflect moderated relationships.

2. We displayed the chronology of learning activities in one event-flow network (Miles and Huberman 1994, p. 113-114) per case. The displays were then validated by the onsite coordinators.
(3) We determined distinct learning activity configurations to obtain the data points of our embedded unit of analysis. To this end, we looked for discontinuities in learning activity configurations within the cases. Each distinct learning activity configuration was a data point. Examples of discontinuities include the assignment of a new learning task or a change in its degree of specification (see Figure 2 for an illustration). This process resulted in 63 data points.

(4) We determined construct instances for each of the learning activity configurations. The instances were determined using the criteria that are partially displayed in Appendix 1 and a scale from 0 (low) to 1 (high). Rationales for the assignment of each value were documented in a framework matrix to maintain the chain of evidence. Examples for determining construct instances are given in Appendix 1. Values were set as missing when the available data did not allow to determine the construct instance. As a consequence of missing values, 59 data points could be used to predict cognitive load and 45 could be used to predict learning effectiveness.

(5) We performed pattern matching to compare theoretically predicted patterns with those observed in the cases (Yin 2009). For instance, to analyze the predictors of cognitive load, we looked for situations in which a change in only one of the predictors could be observed and we validated whether this resulted in the theoretically suggested outcome, such as a relief of cognitive load.

(6) We built multiple linear regression models to test our predictions of cognitive load (n=59) and learning effectiveness (n=45). The purpose of the statistical analysis was to increase the internal validity of our analysis by triangulating qualitative and quantitative findings (Yin 2009). The statistical analysis was thereby intended to increase the confidence in the relationships found in our data rather than to enable statistical generalization beyond the contexts of the cases. In addition, the statistical analysis was useful to illustrate moderation relationships and the relative strength of relationships. However, significance levels established in the data need to be interpreted with caution. The reported significances are likely to be overestimated because our observations were not fully independent, being nested in the cases. This is particularly salient for the two distance dimensions, which have low within-case variation. We therefore did not include semantic and cultural distances into the regression models, leaving their influence subject to the qualitative analysis. To mitigate the impact of within-case interdependence on correlations among the remaining variables, we controlled for case-specific influences by adding dummy variables for the cases. We transformed expertise to -1/expertise to reflect a curvilinear relationship that puts greater emphasis on expertise gains from a low level than from a high level.

(7) Finally, we triangulated the findings from the statistical analyses, from pattern matching, and from interview statements on causal linkages.

Results

We next present the results of the regression analyses. We then limit our presentation of the qualitative analysis to the results that extend the findings of the statistical analysis.

Results of the Statistical Analysis

Table 3 shows the descriptive statistics and the results of the regression analyses. The regression model predicting cognitive load shows an adjusted R² of .149 when only the control variables for the cases are included. Adding the direct effects on cognitive load resulted in an adjusted R² of .694 (not shown in Table 3). Adding the moderation effect of intrinsic task complexity and specification significantly (p=.001³) increased adjusted R² to .754. Although the R² values may be inflated by within-case interdependence, they suggest that the configurations of learning activities within cases explained a substantial part of the variance. Expertise (p<.001), intrinsic task complexity (p<.001), and specification (p<.01) were strongly re-

³ We report the significance levels as they resulted from regression estimations. The true significance levels are likely to be lower (see the comments in the data analysis section).
lated to cognitive load in the hypothesized directions. The anticipated negative interaction effect of intrinsic task complexity and specification also manifested strongly in our data (p<.001). The correlation of supportive information and cognitive load was in the expected direction and somewhat weaker (p<.05) than the other correlations. Overall, the regression results reflect the anticipated relationships, although the significance reported is likely to be overestimated due to within-case interdependence.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Descriptives</th>
<th>Regression Cognitive Load: Controls Coefficients (t)</th>
<th>Regression Learning Effect: Std. Coeff. (t)</th>
<th>Support for Propositions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>Only</td>
<td>Full Model</td>
</tr>
<tr>
<td>Cognitive Load</td>
<td>.62</td>
<td>.28</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Learning Effectiveness</td>
<td>.75</td>
<td>.36</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Constant</td>
<td>-</td>
<td>-</td>
<td>- (8.42)</td>
<td>- (15.81)</td>
</tr>
<tr>
<td>-1/Expertise</td>
<td>-1.91</td>
<td>.64</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Supportive Information</td>
<td>.48</td>
<td>.37</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Intr. Task Complexity</td>
<td>.29</td>
<td>.23</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Specification</td>
<td>.54</td>
<td>.30</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Spec. x Intr. Task Comp.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Use of Learning Tasks</td>
<td>.94</td>
<td>.25</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Use of LT x Deviation from Medium CL⁴</td>
<td>- -</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Controls:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Case 1</td>
<td>.30</td>
<td>.46</td>
<td>-.10(-.56)</td>
<td>-.47***(-4.60)</td>
</tr>
<tr>
<td>Case 3</td>
<td>.30</td>
<td>.46</td>
<td>.05(.29)</td>
<td>.12(1.16)</td>
</tr>
<tr>
<td>Case 4</td>
<td>.14</td>
<td>.35</td>
<td>-.37* (-2.40)</td>
<td>-.02(-.18)</td>
</tr>
<tr>
<td>Case 5</td>
<td>.10</td>
<td>.30</td>
<td>-.31* (-2.13)</td>
<td>-.36***(-4.40)</td>
</tr>
<tr>
<td>Observations</td>
<td>-</td>
<td>-</td>
<td>59</td>
<td>59</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>-</td>
<td>-</td>
<td>.149</td>
<td>.754</td>
</tr>
<tr>
<td>* p &lt;.05, **p &lt; .01, ***p &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The regression model predicting learning effectiveness showed an adjusted R² of .113 when only the case dummy variables were included. Adding the use of learning tasks as a predictor significantly (p<.001) increased adjusted R² to .417 (not shown in Table 3). Adding the interaction of the use of learning tasks and the deviation from medium cognitive load again significantly increased adjusted R² to .516. This suggests again that within-case variation in the configuration of learning activities may explain a considerable part of the variance. The results were as anticipated in P1 and P2. The use of learning tasks was positively associated with learning effectiveness and this effect was stronger when the deviation to medium cognitive load was lower, i.e. when cognitive load was closer to medium. Again, the calculated significance levels

---

⁴ Deviation from Medium Cognitive Load was calculated as |0.5 - Cognitive Load| * 2
need to be interpreted with caution given the limitations stated above. In addition, this regression model is affected by a lower sample size and by the asymmetric dichotomous distribution of use of learning tasks. The results related to the dependent variable learning effectiveness may therefore be regarded as indicative and thus dependent upon further corroboration with the qualitative analysis.

**Triangulation with Qualitative Data**

Pattern matching and interview statements on causal linkages gave further perspective on the results of the quantitative analysis. An overview of the results from qualitative and quantitative data analysis is given in Table 4. The qualitative techniques largely corroborated those relationships that were at least indicatively supported in the statistical analysis. Moreover, the qualitative results shed further light on the roles of load regulation strategies and cultural and semantic distances.

<table>
<thead>
<tr>
<th>Pattern Matching</th>
<th>Interview Statements</th>
<th>Regression Analyses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td>Results</td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>Support</td>
<td>Support</td>
</tr>
<tr>
<td>P2</td>
<td>Support</td>
<td>n/a, but support for impact of cognitive load on learning effectiveness</td>
</tr>
<tr>
<td>P3</td>
<td>Support</td>
<td>Support</td>
</tr>
<tr>
<td>P4</td>
<td>Support</td>
<td>Support</td>
</tr>
<tr>
<td>P5</td>
<td>Support</td>
<td>Support</td>
</tr>
<tr>
<td>P6</td>
<td>Support</td>
<td>Support</td>
</tr>
<tr>
<td>P7</td>
<td>n/a</td>
<td>Support</td>
</tr>
<tr>
<td>P8a</td>
<td>No support</td>
<td>Indicative support of a weak relationship</td>
</tr>
<tr>
<td>P8b</td>
<td>No support</td>
<td>No support</td>
</tr>
</tbody>
</table>

Pattern matching and interview statements on causal linkages provide further insight into the role of load regulation strategies such as supportive information or specification. 33 interview statements suggested that load regulation strategies were used as a response to cognitive load:

"It is a totally new thing which I had not worked on before. I had to get the details." (onsite coordinator, case 1)

"So we need to know what logic was implemented when the module was developed. So if I don't understand it from the code, I contact [SME1] or [SME2]." (onsite coordinator, case 2)

These observations suggest that load regulation strategies were not only antecedents to, but also results of cognitive load. After a task was initially not feasible (i.e. cognitive load was high), the onsite coordinators made greater use of load regulation strategies such as supportive information and specification. While this may be classified as reactive use of load regulation strategies, there is also evidence for their planned use. Figure 3 shows 19 interview statements that suggest a causal link between expertise and the use of load regulation strategies. This indicates that the study participants also planned load regulation strategies considering the expertise of the onsite coordinator. For instance, the following statement is indicative of choosing simple tasks as a function of the onsite coordinator’s expertise:

---

5 Because relationship nodes in NVivo only depict direct relationships, but no moderated relationships, P2 and P7 are less accessible by the analysis of interview statements on causal linkages in NVivo. Likewise, the interaction effect of intrinsic task complexity and specification (P7) was not susceptible to pattern matching.
“Beforehand, we checked what tasks are appropriate at this initial phase – tasks which do not affect very complex parts.” (manager, case 1)

The qualitative analysis also helps understand the roles of semantic and cultural distances in the data. In pattern matching, we looked for indications of overall higher cognitive load levels in the cases 1, 4, and in case 5, in which onsite coordinators and SMEs were from different countries. Our analysis did not reveal any differences of cognitive load due to cultural or semantic distance. Yet, some interview statements suggest explanations on how distance might have affected the learning processes. Overall, the statements suggest that both cultural and semantic distances were rather a barrier to the use of learning tasks and load regulation strategies than a source of additional cognitive load (see Figure 3 for the counts of related interview statements). Put differently, distance was a negative antecedent condition to learning activities in some situations. Both cultural and semantic distances may have impacted the use of learning tasks and load regulation strategies because they influenced the willingness of the SMEs to interact with the onsite coordinators:

“The work load was so high. And then instructing someone who is new and doing this in a foreign language. I had the feeling this was a sort of barrier. So sometimes they said ‘I am faster if I do it on my own.’” (manager, cases 4 and 5)

“If I give them this task they involve me into a discussion. As said, this may require a change of mentality. They are simply different from us. [...] They are always in a group, but I dislike if suddenly five people stand around my PC and debate. I can hardly stand that and they work like this.” (SME, case not stated to protect the identity of the study participant)

In addition, semantic distance reduced the use of supportive information when documentation was only available in German by limiting opportunities to look up conceptual explanations. While distance might therefore have impacted the occurrence of learning activities, we find no interview statements suggesting a direct link between cultural distance and cognitive load and we find six interview statements that consistently indicate an only weak impact of semantic distance on cognitive load. In fact, language barriers may have imposed cognitive load on the SMEs rather than on the onsite coordinators, as one onsite coordinator suggests:

“Have you sometimes had difficulty in understanding [SME1] language-wise?” (first author) – “It’s the other way round. He finds it difficult to understand me (laughing). Their English is sometimes very broken English, but it is very clear. The English we speak is very fast. So it’s hard for them to understand my English. So he comes down to my desk and says: ‘Show me what you are trying to say.’ (laughing).” (onsite coordinator, case 5)

Although these circumstances may have been to some extent idiosyncratic to the cases studied, the re-
sults of cases 1, 4, and 5 suggest that onsite coordinators of Indian vendor companies may often times have sufficiently automated English skills to decode explanations given by SMEs of a German mother tongue without making significant cognitive efforts for translations.

Discussion

In this paper, we aimed to explain how the combination of learning activities impacts learning effectiveness during the transition phase of SMO projects. We proposed CLT as a theoretical lens and developed propositions, which we tested in a multiple-case study.

Before discussing implications, we acknowledge several limitations of our study. First, our findings are based on a single-site case study that involved only Indian, Swiss, and German participants and that examined only two types of software applications. Other national cultures might possibly yield different results. Similarly, other software application types might differ in some characteristics. This limits the generalizability of our findings. Second, data has been coded by one author only. Yet, we believe that the criteria for evaluating construct instances, the chain of evidence established by framework matrices, and the use of multiple sources of evidence mitigated this problem. Third, our dependent variable learning effectiveness might have been affected by measurement error given that we partially relied on the perception of the study participants. While learning research frequently grounds findings on the task and transfer performance of many study participants in the same post-test, this was arguably not feasible in the case-study setting. However, we included transfer performance evidence wherever indicated in the data into the evaluation of learning effectiveness. Fourth, our statistical analyses may report higher significance due to interdependence of within-case observations. We mitigated these effects by adding controls for the cases. In addition, our findings on the predictors of cognitive load are based on some very high significance levels despite low sample sizes, making it more likely that independent observations might have yielded similar correlations and adequate significance. Furthermore, our qualitative analysis corroborated the results from the statistical analyses, increasing thereby the confidence in the results. Fifth, we have not used any structural equation model to statistically test for alternative explanations because our low sample size did not allow this. However, qualitative data analysis strategies such as modeling causal linkages expressed in interview statements have been useful to check for alternative explanations. Sixth, our findings on the roles of semantic and cultural distances rely only on between-case analysis and on statements of participants. Hence, they may be considered rather exploratory. Finally, the presence of the first author may have influenced the study participants.

Prior work has suggested that offshoring projects may fail when significant client-specific knowledge needs to be transferred to offshore team members despite cultural and semantic distances and low absorptive capacity (Dibbern et al. 2008). Our study extends this perspective by zooming in on the learning processes of onsite coordinators in SMO using the lens of CLT. Although project-level characteristics may ease or complicate KT, our results suggest that the design of learning within one project may account for a considerable variance in learning effectiveness. Drawing on instructional theories, we proposed that the use of learning tasks is positively related with learning. The quantitative analysis of our case-study data lends slight support to this claim, which is strongly corroborated by our qualitative analysis. CLT suggests that the benefits from learning tasks are dependent on the cognitive load imposed on the learner. The benefits are proposed to be highest under moderate cognitive load while either overload or too low load may be detrimental to learning. Again, our quantitative analysis provides slight evidence in favor of this claim, which was confirmed by the qualitative analysis. While future research may be required to substantiate these propositions, the combined perspectives from the quantitative and qualitative analyses support that the use of learning tasks imposing moderate cognitive load was positively associated with learning effectiveness in our data.

The proposed role of cognitive load for effective learning and our test of predictors of cognitive load imply how learning activities may be effectively combined in SMO projects. Our results suggest that cognitive load is driven by the expertise of the onsite coordinators and by the use of three load regulation strategies: choosing tasks with lower or higher intrinsic complexity, specification, and supportive information. The lower the expertise of the onsite coordinator, the more use of load regulation strategies will be required to keep the cognitive load at a moderate level. This suggests that onsite coordinators with low domain-specific expertise benefit from working on less complex tasks, from learning activity types that involve
high specification such as job-shadowing or the analysis of past maintenance requests, and from being presented relevant supportive information. In contrast, onsite coordinators with relatively high domain-specific expertise will require less such support. It is important to note that the concept of expertise in CLT refers to the domain-specific schemas. For instance, onsite coordinators who maintained the same standard software application in past projects, such as the onsite coordinator in case 4 of this study, will have high levels of expertise at the outset of projects because they can relate information to prior experience. Conversely, engineers who need to understand vast amounts of logic in custom-built software applications, are less likely to have schemas specific to this domain even if they have experience with the same type of applications, such as the engineers in cases 1, 2, and 3 of this study. Our regression results also indicate the relative impact of expertise and load regulation strategies on cognitive load in our cases. Expertise had, by far, the strongest influence on cognitive load, whereas supportive information had the weakest impact on cognitive load.

Our qualitative results allow two extensions to these findings. First, our qualitative analysis sheds light on how load regulation strategies are chosen. They may occur as a reactive response to cognitive overload or they may be planned anticipating the need for load regulation strategies based on expertise. Second, the qualitative analysis produced propositions on how cultural and semantic distances may affect learning in SMO projects. Rather than imposing additional cognitive load on the onsite engineers, cultural and semantic distances may be barriers to the activities necessary for learning. In some episodes of the cases, this resulted in a lower use of learning tasks, in lower specification or in lower supportive information. More research is required to understand under what conditions these activities take place despite cultural and semantic distances.

We may propose further ideas for future research. Drawing on foundations built in this study, future work may test the theory in more controlled environments or involving more standardized measurement techniques. In doing so, future work may establish more reliable estimations for the strengths of the influence factors on cognitive load. Such work could examine, for instance, whether or under what conditions supportive information (such as extensive documentation) substitutes for expertise. Future work may also replicate this study in different countries, industries, software environments, or in the KT from onsite coordinators to offshore teams. This could result in a better understanding of the boundary conditions of the theory. Another possible extension is to investigate dynamic aspects of learning during transition. While our study used snapshots of the same cases at various points in time, we have not applied dynamic statistical analysis techniques. Such research could explain how sequences in the combination of learning activities impact learning effectiveness. Although our work aimed at predicting learning outcomes, they are not the only outcomes in SMO transitions. Frequently, software delivery work continues during transitions. While some learning activities yield only learning outcomes, others yield both learning and delivery outcomes. Future research may examine how transition managers may balance these two goals. Finally, we proposed that the distance imposed by the offshore context inhibited interaction that is necessary for effective learning. Future work can examine how stakeholders may ensure such interactions against the barriers imposed by distance.
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## Appendix 1: Definitions and Measures of Constructs

### Cognitive Load

The cognitive demands that a task imposes on the learner (based on Paas et al. 2003)

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Example Interview Quotes</th>
<th>Data Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured as the ratio of mental effort to task performance (Paas and Van Merriënboer 1994):</td>
<td>Examples of high cognitive load:</td>
<td>Interview statements, documents</td>
</tr>
<tr>
<td>• Mental effort (i.e. cognitive capacity that is actually allocated to accommodate the demands imposed by the task) measured based on statements on mental effort, perceived task complexity, and the use of weak problem-solving methods</td>
<td>“I said I want to reiterate this one please. So I asked him whether we can have a session on this again, once more.” (onsite coordinator, case 3)</td>
<td></td>
</tr>
<tr>
<td>• Task performance (i.e. the learner’s achievement) measured based on errors and time on task</td>
<td>“[When I read the requirements specification, ] at first it was like for a layman.” (onsite coordinator, case 1)</td>
<td></td>
</tr>
<tr>
<td>Values:</td>
<td>The combination of the following statements suggested medium-high cognitive load:</td>
<td></td>
</tr>
<tr>
<td>• High: Task not feasible or information not understood</td>
<td>“It was highly complex.” (onsite coordinator, case 3)</td>
<td></td>
</tr>
<tr>
<td>• Medium-high: Task feasible under very high mental effort (e.g. high perceived complexity)</td>
<td>“We had code freeze two days ago and everything was on time. So far, the whole release runs very smoothly.” (manager, case 3)</td>
<td></td>
</tr>
<tr>
<td>• Medium: Task feasible under considerable mental effort (e.g. medium perceived complexity)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Medium-low: Task feasible under little mental effort (e.g. low perceived complexity)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Low: Fully- or nearly-automated task execution</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Cultural Distance

Extent to which cultural differences are salient in the interactions of SMEs and onsite coordinators

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Example Interview Quotes</th>
<th>Data Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluated based on interview statements and observation notes indicating the salience of cultural distance in the interactions of SMEs and onsite coordinators; cultural dimensions included in the analysis: individualism/collectivism, power distance, activity/passivity, communication styles, IS designer values (based on Winkler et al. 2008)</td>
<td>Indicating high cultural distance:</td>
<td>Interview statements, observation</td>
</tr>
<tr>
<td></td>
<td>“They are always in group, but I dislike if suddenly five people stand around my PC and debate. I can hardly stand that and they work like this” (source not stated to protect the identity of the study participant)</td>
<td></td>
</tr>
</tbody>
</table>

### Expertise

Power of schemas in the learner’s long-term memory, i.e. power of memory structures that categorize information in a manner specific to perform a particular task (based on Chi et al. 1981)

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Example Interview Quotes</th>
<th>Data Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured per category in the Book of Knowledge for IS (Iivari et al. 2004); weighted based amount * interactivity (Sweller and Chandler 1994) of required client-specific knowledge in each category:</td>
<td>Indicating high application expertise:</td>
<td>Interview statements, observation</td>
</tr>
<tr>
<td>• Application expertise</td>
<td>“He knew a lot about [the tool]. [...] He knew virtually everything. This is why he learned the ropes very fast. We just had to present our application, how did we set it up.” (manager, case 4)</td>
<td></td>
</tr>
<tr>
<td>• Application domain expertise</td>
<td>Indicating medium application expertise:</td>
<td></td>
</tr>
<tr>
<td>• Technical expertise</td>
<td>“This whole area is like a large jigsaw. On my world map, Europe and Africa are quite complete, but America is missing. [...] On his map, Switzerland looks quite okay, but Europe is slowly forming – in a figurative sense. He has been here for 2.5 or 3 months. You cannot expect that he accomplishes anything.” (SME, case 1)</td>
<td></td>
</tr>
</tbody>
</table>
### Intrinsic Task Complexity

The sum of component complexity, coordinative complexity, and dynamic complexity associated with a particular task (Wood 1986)

Calculated as \((\text{Comp} + \text{Cord} + \text{Comp} \times \text{Cord} + \text{Dyn})/4\) with

- **Comp**: Component complexity (number of distinct acts to be executed and distinct information cues to be processed)
- **Cord**: Coordinative complexity (form, strength, and interdependencies of the relationships between the information cues or cognitive acts)
- **Dyn**: Dynamic complexity (degree to which changes in the states of the world have an effect on the relationships between task inputs and products)

Indicating high component complexity:

“We had a lot of testing because it involved a lot of tables and changes.” (onsite coordinator, case 1)

Indicating high coordinative complexity (Note: In the software application of case 1, the values of metadata affected the program logic of some areas of the application. Hence, when making code changes in these areas, the values of metadata needed to be considered.)

“This area is very much driven by metadata.” (SME, case 1)

### Learning Effectiveness

Degree to which learning activities results in increasing expertise

Increase in expertise indicated by transfer performance (i.e. success in applying knowledge to a task other than the task through which knowledge was acquired), learning outcome statements, expertise statements, stakeholder satisfaction with learning outcomes

Indicating low learning effectiveness:

“The documents were already present. I just uploaded them to the different locations.” (onsite coordinator, case 3) – “So no huge learning impact for you?” (first author) – “Maybe impact for the others who need this knowledge, so for offshore.” (onsite coordinator, case 3)

### Semantic Distance

Extent to which language barriers are salient in the interactions of SMEs and onsite coordinators

Evaluated based on interview statements and observation notes indicating the salience of language barriers in the interactions of SMEs and onsite coordinators

Indicating low semantic distance

“Have there ever been communication barriers between you [and the Indian SME] because of language or culture?” (first author) – “No, because from our education, English is standard for all of us, it’s not a problem.”

### Specification

Degree to which the solution steps for a learning task are specified to the learner

Measured based on the task type (task types based on Van Merriënboer et al. 2003):

- **High** for worked-out examples (e.g. job-shadowing, story-telling, study of past maintenance requests)
- **Medium** for completion tasks, imitation tasks, and goal-free tasks (e.g. loosely specified documentation tasks)
- **Low** for conventional tasks

Indicating a completion task (medium specification):

“The design was already ready for these CRs. I go through the requirement and the design. Then implementation, testing, and everything was left to me.” (onsite coordinator, case 3)

Indicating study of past maintenance requests (high specification):

"I tried to understand it for one particular case like one change request. I went through it starting from the requirements understanding. I tried to understand how the requirement has been given to us. ..." (onsite coordinator, case 3)
**Supportive Information:** Degree to which activities besides the learning task itself provide the learner with schemas that can be used to solve nonrecurrent tasks

| Measured based on statements about schema construction through the following activities (derived inductively from the data): code review, document study, document walk-through, document review, face-to-face sessions, Google search, informal discussions, joint code walk-through, knowledge elicitation sessions, questions & answers log files, requirement hand-over sessions, team meetings, and web-based training | Indicating high supportive information: “[We interacted] every day. [...] And she had some questions, which table should I look at? Or how do I know that I have to look at this table? It was just informal.” (SME, case 2) – “Was this daily?” (first author) – “It was daily.” (SME) – “Rather 10 min?” (first author) – “I would say it was more than that, rather hours.” (SME) | Interview statements, software documentation |

**Use of Learning Tasks:** Extent to which the learner was engaged in a learning task (an authentic task that is realistic for the particular maintenance context)

| • *High* if the learner was engaged in a learning task | Indicating low use of learning tasks: “[The SME] gave me also some documents which we went through. [...] These were technical specifications. [...] [He] also informed about the project structure and how they maintain the documents in clear case. Whenever I had any doubts I asked him for help.” (onsite coordinator, case 1) – “How much time did you spend reading documents?” (first author) – “Two hours per day [...] and three to four hours code review to understand how the code works.” (onsite coordinator) | Interview statements |

| • *Else: Low* |

---
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