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Abstract It is often claimed that scientists can obtain new knowledge about
nature by running computer simulations. How is this possible? I answer this
question by arguing that computer simulations are arguments. This view
parallels Norton’s argument view about thought experiments. I show that
computer simulations can be reconstructed as arguments that fully capture the
epistemic power of the simulations. Assuming the extended mind hypothesis,
I furthermore argue that running the computer simulation is to execute the
reconstructing argument. I discuss some objections and reject the view that
computer simulations produce knowledge because they are experiments. I con-
clude by comparing thought experiments and computer simulations, assuming
that both are arguments.

Keywords Computer simulations · Knowledge · Arguments ·
Thought experiments · Reasoning · Extended mind hypothesis

1 Introduction

These days, science news often report that computer simulations have shown
this and that. To take one of many examples, Soter (2007) writes:

Extensive computer simulations show that the eight planets greatly
disturb the motions of test particles placed on circular orbits at most
locations in the solar system.
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The idea is obviously that scientists have obtained new knowledge by
running computer simulations. That computer simulations (CSs, for short)
can produce knowledge is also claimed by philosophers (see e.g. Norton and
Suppe 2001, p. 88; Küppers and Lenhard 2005b, Sec. 1.2; Winsberg 2010, p. 6;
Gramelsberger 2011a, p. 215).

If the science news and the philosophers have it right—and I will assume
so in this paper— we face the following question: How can scientists gain new
knowledge by running computer simulations?1 It seems puzzling that scientists
can obtain knowledge about a real-world target system without actually ob-
serving it. The aim of this paper is to address this puzzle and to defend a certain
answer to the question. This answer will also justify the assumption that one
can obtain new knowledge by doing computer simulations.

To address the question of this paper, it is useful to look at a method
that parallels computer simulations in important ways. Scientif ic thought
experiments (TEs, for short) bear a pre-theoretical similarity to computer
simulations. Like CSs, they are claimed to produce new knowledge about the
real world although the system of interest is not observed.2 As Humphreys
(2004) notes,

many simulations are examples of what would have been, in technologi-
cally more primitive times, thought experiments (p. 115).

The question how thought experiments can provide knowledge has recently
attracted some attention.3 It is therefore useful to draw on the related philo-
sophical discussion. In particular, I will follow an example set by Norton. He
defends what he calls the argument view about thought experiments (Norton
1991, 1996, 2004a). According to this view, thought experiments are simply
arguments. I will argue that computer simulations are best considered as
arguments too.

To do so, I will first summarize Norton’s argument view concerning TEs
as well as related discussions in the philosophy of science in my Section 2.
The aim of Section 3 is to expound the argument view concerning computer
simulations. To argue for this view, it will be necessary to reconstruct computer
simulations as arguments, and I will do this in Section 4. Since it is often
thought that rational reconstructions are boring and too far from actual
scientific practice, I will go one step further and show in Section 5 that the
reconstructing argument is in fact gone through when a computer simulation

1The importance of this question is also stressed by Winsberg (1999), p. 277, Stöckler (2000),
p. 366 and Barberousse et al. (2009), pp. 558–559.
2That thought experiments can produce new knowledge is the majority view in the philosophical
literature; see e.g. Gendler (2004), p. 1153 and Cooper (2005), p. 328. A dissenting voice is
Atkinson and Peijnenburg (2004). Moue et al. (2006) and Brown and Fehige (2010) review the
current philosophical research literature about scientific thought experiments, see also Kühne
(2005).
3See Brown (1991, 2004), Norton (1996, 2004a) for the most important contributions; see also
Gendler (1998, 2000, 2004) and McAllister (2004).
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is run. In Section 6 I will assume that both TEs and CSs are arguments and
compare them on this basis. I draw my conclusions in Section 7.

The recent philosophy of science has seen various attempts to locate CSs
on “the usual methodological map” (Galison 1996, p. 120)4 and a number
of philosophical characterizations of CSs try to account for their ability to
produce knowledge.5 Morrison (2009) argues that simulations can provide
knowledge in the way experiments do. Barberousse et al. (2009) disagree
and argue that CSs produce information about a target not because the
computer is a real physical system as is the target, but rather because the
states of the computer can be understood “as computational states, then as
values of variables, and finally as representing the target system’s properties”
(p. 562). They further stress that a CS can only produce knowledge if it is
based upon a good model of the target (ibid.). This is in accordance with
the views of Humphreys who thinks that CSs can produce knowledge because
they solve what he calls computational models (Humphreys 2004, p. 110; see
his Section 3.14 for computational models). Winsberg seems to disagree when
he suggests that simulations do not form abstract models, but rather furnish
“direct representations” of their targets (Winsberg 2001, p. S450). According
to Winsberg, the credibility of simulations derives partly from theories (e.g.
Winsberg 2010, pp. 64–65; see also Winsberg 2001, particularly p. 448), but also
relies on substantive background knowledge about the target system and about
appropriate computational techniques (Winsberg 2010, p. 65; the importance
of subject-specific knowledge in the construction of computational models is
also stressed by Humphreys 2004, pp. 91–95). For Winsberg, computational
techniques and tricks can be self-vindicating (e.g. 122), the idea being that
they prove successful and become entrenched in traditions of research. A
similar position is taken by Lenhard and Küppers. They deny that computer
simulation is only a number-crunching technique to solve the equations of
prior models and propose to say that a CS produces knowledge by imitating
the dynamics of its target or of a model thereof (Küppers and Lenhard 2005a,
p. 305; see also Lenhard 2007). Accordingly, they stress that simulations have
to be empirically successful (pp. 319–320, see also Küppers and Lenhard
2005b), which gives them a quasi-empirical character (Küppers and Lenhard
2005a, p. 319). Gramelsberger (2010) goes even further than Winsberg,
Lenhard and Küppers when she claims that simulations and algorithms con-
stitute a new symbolic form (Ch. III.3, see also Gramelsberger 2011b). The
algorithms underlying CSs are supposed to form a new language with symbols
that can be executed (Gramelsberger 2010, p. 264).

Although this literature has led to important insights, it is not as
illuminating as it could be, I believe. Some suggestions, for instance

4See Humphreys (1990), Hartmann (1996) for pioneering philosophical works about CSs,
Humphreys (2004) and the essays collected in Frigg et al. (2009, 2011) and the monograph
Winsberg (2010) for more recent philosophical contributions about CSs.
5Works that state this aim very clearly are Winsberg (1999), Stöckler (2000) and Barberousse et al.
(2009).
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Gramelsberger’s proposal or Winsberg’s idea that computational techniques
become self-vindicating are fairly opaque from the outset and do not advance
our understanding of how simulations produce knowledge. It is correct when
many authors stress the links and parallels between CSs and models, but it is
a much-debated question how we can learn from models and how models rep-
resent to begin with.6 I think we can give a more straight-forward explanation
how scientists can gain knowledge when they run computer simulations. To
unfold this explanation is the task of this paper. What I propose is compatible
with many insights from the literature, and I will explain this later in the paper.

Computer simulations may be conceived of in different ways. In a narrow
sense, to run a computer simulation is to run a suitable simulation program.
In a broader sense, we may can think of programming, testing the program
and evaluating the results as part of a CS too.7 I will follow Parker (2009),
p. 488 in calling simulations in a broader sense (computer) simulation studies.
Now it is clear that computer simulation studies typically include arguments.
As Winsberg (1999) puts it, simulations

involve a complex chain of inferences that serve to transform theoretical
structures into specific concrete knowledge of physical systems (p. 275).

He seems to get even closer to the argument view when he says that

simulation is a rich inferential process (Winsberg 2001, p. S442, my
emphasis).

But while Winsberg’s papers focus on the construction of a computer
simulation and its validation, I will here restrict myself to computer simulations
in a narrower sense. I will focus on one run of a computer simulation program.
This is certainly a key part of every simulation, and I will argue that this process
can be regarded as an argument. This is also what Stöckler (2000) thinks:

Given the model and the alleged initial state of the system, a simulation
has the form of an argument [...] Simulations are arguments, not experi-
ences (pp. 367, 369).

Stöckler takes this to be obvious and he does not work out in detail how
simulations have the form of arguments. I will fill this gap in this paper.
Apart from Stöckler’s paper, I only know of occasional remarks that relate
computer simulations and arguments.8 It is thus time to think more thoroughly
about computer simulations and arguments. By doing so, we will see that the
argument view about computer simulations is subject to certain limitations.

6See Bailer-Jones (2003), Suárez (2003, 2004) and Giere (2004) for related discussions.
7Cf. Frigg and Reiss (2009), p. 596 for a similar distinction.
8For instance, Humphreys (2004), p. 71 draws a comparison between argument schemes and what
he calls computational templates.
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I nevertheless think that this view is a step forwards to understand the work
that computer simulations do.

Before I start, a few clarifications are in order. First, I will often say
that computer simulations produce knowledge. This is only meant to be a
shorthand way of saying that scientists gain knowledge by doing computer
simulations. I do not mean to imply that simulations produce knowledge in the
way coffee machines produce coffee. Second, this paper focuses on knowledge
and its acquisition through simulations. This is not to deny that, at least
at first sight, scientific computer simulations are used for other purposes as
well. But it is plausible to think that CSs perform other tasks because they
provide knowledge or information. For instance, CSs are often used to design
experiments and to validate the results of the latter.9 They do so because
they make experimentalists learn how their instruments would react to certain
signals and how certain factors could disturb the experiment. Whether or not
each possible task of CSs can be reduced to their obtaining information, does
not matter for the purposes of the present paper though, and my focus will be
on knowledge. Third, this paper does not aim to argue in favor of Norton’s
argument view about TEs. I have in fact some reservations about this view,
as I explain in footnote 15 on page 8. Rather, I take Norton’s view to be
an interesting point of departure for my discussion. Fourth and finally, the
discussion of TEs in this paper is confined to scientif ic TEs. Famous examples
of scientific TEs include Galileo’s TE with the falling bodies or Stevin’s
analysis of the forces acting on a chain. Philosophical thought experiments will
not concern me in this paper.10

2 The argument view concerning thought experiments

The argument view concerning scientific TEs is supposed to answer the ques-
tion of how one can gain new knowledge by running a thought experiment.11

As I am only interested in new knowledge, I will often drop the qualification
“new” in what follows. The rough idea behind Norton’s argument view is
this: TEs can give us new knowledge about nature because we draw on prior
knowledge when we run a TE: Starting from prior knowledge, an argument
leads us to new beliefs, and to the extent that the argument is sound, the new
beliefs provide knowledge.

9See e.g. Perret-Gallix (2002), p. 488 for evidence; cf. also Galison (1997), particularly p. 689.
10Galileo’s TE can be found in Galilei (1933), Vol. VIII, 107–109 (see Galilei 1974 for a translation
into English); see Brown (1991), p. 43, Norton (1996), pp. 340–345, Gendler (1998), Atkinson
and Peijnenburg (2004), McAllister (2004) and Kühne (2005), pp. 41–57 for the philosophical
discussion about Galileo’s TE. See Brown (1991), pp. 3–6 and Norton (1996), pp. 349–351 for
Stevin’s TE. For philosophical thought experiments see e.g. Cohnitz (2006).
11See Norton (1991, 1996, 2004a, b) for articulation and defense; see Irvine (1991), pp. 149–150 for
a similar view.
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The argument view about TEs can be summarized using the following
slogan:

ATE “Thought experiments are arguments” (Norton 1996, p. 354).

To spell out the argument view in more detail, Norton makes two claims
(Norton 1996, p. 354):

RTE Reconstruction thesis: Each thought experiment can be reconstructed
as an argument such that the epistemic power of the TE is that of the
argument.

PTE Practice thesis: To run a thought experiment is to execute an argument,
viz. the reconstructing argument.

The reconstruction thesis RTE concerns the context of justification (ibid.). It
explains the power of TEs to produce knowledge by saying that each of them
can be reconstructed by an argument. The argument is supposed to fully
capture the epistemic power of the thought experiment: The conclusion of the
TE is justified if and only if (iff) the related argument is sound. An argument is
sound iff its premises are true and support the conclusion. The reconstruction
thesis entails that knowledge obtained via a TE may in principle be gained by
running through an argument.

The practice thesis concerns the context of discovery (ibid.) and the practice
of doing TEs. The thesis implies that, whenever somebody gains new knowl-
edge by going through a thought experiment, she executes the reconstructing
argument.12

The argument view does not imply that every argument is a TE. TEs are
very special arguments. In Norton’s view, TEs characteristically concern “hy-
pothetical or counterfactual states of affairs”; they also refer to particulars that
do not figure in the conclusion of the thought experiment (Norton 1991, p. 129,
emphasis deleted). That TEs consider imagined scenarios with particulars is
also affirmed by opponents of the argument view, see e.g. Gendler (1998),
pp. 398–399 and Cooper (2005), pp. 328–329.

In Norton’s view, the reconstruction and the practice theses substantiate
the slogan that thought experiments are arguments. But it is arguable that the
theses fall short of fully justifying the slogan. It might be that a TE is different
from the reconstructing argument even though conducting the TE is in fact to
go through the argument. Some evidence for this is given by Bishop (1999) who
argues that thought arguments are not individuated in the same way in which
arguments are. The individuation and “ontology” of thought experiments does

12Here the “context of discovery” has to be taken with some grain of salt. The context of discovery
concerns what is done when a TE is run. It is not about the construction and first discovery of a TE.
Norton’s argument does not say much about the construction of TEs. In this paper, I understand
“context of discovery” in the sense in which Norton uses the term.
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in fact raise very difficult questions (as does the ontology of other products of
human creativity, e.g. of symphonies). In this paper, I bracket such questions.
My reason is that they are not important for the epistemological question that
interests me. I think that we have a satisfying explanation of how one can gain
knowledge using TEs if we can establish the reconstruction and the practice
theses. I will therefore take the slogan ATE to abbreviate the conjunction of
the theses RTE and PTE.

But how can the argument view be supported and what are its strengths? In
his papers, Norton has assembled a number of arguments in favor of the view.

A first strength of the argument view is that it explains a simple way how
TEs can produce knowledge. It is uncontroversial that we can obtain new
knowledge by running through an argument, and if thought experiments are
arguments, we have a simple explanation how TEs provide new knowledge.13

Second, Norton has provided an inductive argument for the reconstruction
thesis: He has reconstructed a number of TEs in terms of arguments (see e.g.
Norton 1996, pp. 338–353). He has in fact considered thought experiments
that were presented to him as a challenge since they were supposed to resist
reconstruction.14 The reconstruction thesis seems thus well supported. In order
to make a case for the practice thesis as well, Norton (1996) points out
that Galileo explicitly calls his famous thought experiment a “demonstration”
(p. 341). And in textbooks etc., TEs are mostly presented in written text that
runs through an argument (Norton 2004b, p. 51). Norton also argues that it
would be strange if arguments fully accounted for the production of knowledge
due to TEs, but if TEs relied upon a completely different epistemic capacity
(ibid. and Norton 1996, p. 356).

A third line of support for the argument view starts from the idea that
thought experimenting is a reliable method of scientific inquiry (Norton 2004b,
pp. 52–55). But there are thought experiments that support contradicting
conclusions (ibid., pp. 45–49). Which one is right? Norton argues that, to
answer this question, we have to find out which TE boils down to a sound
argument.

In spite of all this, the argument view has also been subject to criticism. For
the following, it is useful to mention two objections that have been levelled
against the argument view about TEs.

13But can we really gain new knowledge by running through an argument? Some might want to
deny this because the conclusion of the argument was already entailed or supported by prior
knowledge. If knowledge is closed under deduction and under sound inductive argument, we
cannot obtain new knowledge by going through an argument. But the assumption that knowledge
is closed in this way is not very plausible to begin with, and when we run through a sound argument,
the conclusion can at least be new in the sense that we did not believe it before. If this psychological
sense of novelty is not sufficient at this point, it should be pointed out what the stronger sense of
novelty is and why thought experiments provide new knowledge in this stronger sense (cf. Norton
1996, p. 346).
14Such TEs include Newton’s bucket experiment, Stevin’s thought experiment (ibid., pp. 347–351)
and an argument concerning the continuum hypothesis (see Norton 2004a, pp. 1147–1148).
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First, it has been suggested that TEs may be reconstructed in terms of argu-
ments, but that the reconstructions do not fully capture the epistemic power of
the thought experiments. Gendler (1998) provides a good example for this kind
of criticism. She argues that a particular reconstruction of Galileo’s thought
experiment with falling bodies (pp. 403–404) does not fully account for the
force of this very TE (pp. 404–408). If every possible reconstruction of the TE
fails to explain what is essential about the TE, then there is clearly a problem
for the argument view. On the constructive side, Gendler (2004) points out
that pictorial imagination is essential for thought experiments.

Second, Cooper (2005), p. 332 has objected against the practice thesis that it
does not capture the phenomenology of going through a TE. She writes:

Simply put, constructing a thought experiment feels quite different from
producing a logical argument. Thought experiments are often fun and
easy, arguments are usually not. (ibid.).

These kinds of criticism instantiate the following scheme (Norton 2004b,
pp. 55–56): Arguments lack some X that thought experiments have and that is
essential for them. Thus, TEs cannot be arguments. If X is closely related to
epistemology, an objection against the reconstruction thesis arises. If X is not
epistemologically significant, we have an objection against the practice thesis.

This is not the place to comment on these objections and to balance the
strengths and weaknesses of the argument view.15 Also, I will not here discuss
rivals to Norton’s argument view. This short review suffices to set the stage for
a discussion of computer simulations to which I now turn.

3 Computer simulations as arguments

Can we establish an argument view concerning CSs? What would it claim and
how can we support it?

The argument view concerning CSs is supposed to answer the question
of how computer simulations can obtain new knowledge. The rough idea is
this: CSs can give us new knowledge about nature because we draw on prior
knowledge when we run a CS: Starting from prior knowledge, an argument
leads us to new beliefs, and to the extent that the argument is sound, the new
belief is justified belief and thus at least a candidate for knowledge.

15Very briefly, my own view is as follows: I agree with Norton that TEs can be reconstructed as
arguments in some way. But it is naïve to think that we reason from the premises to the conclusion
of this argument when we conduct a thought experiment on our own (i.e., if we think what may
happen in a certain counterfactual scenario as pictured by a TE). At least in some kinds of TEs,
we “know” more intuitively what will happen. This point has implications for both the context of
justification and the context of discovery.
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The argument view about CSs can be summarized using the following
slogan:

ACS Computer simulations are arguments.

To spell out the argument view in more detail, we follow Norton’s example
and make two claims:

RCS Reconstruction thesis: Each computer simulation can be reconstructed
as an argument such that the epistemic power of the CS is that of the
argument.

PCS Practice thesis: If a computer simulation is run, the reconstructing
argument is executed.

As in Norton’s argument view, the reconstruction thesis RCS concerns the
context of justification. It claims that the epistemic power of a CS can fully
be captured in an argument: The use of the CS is justified iff the premises
are true and support the conclusion of the argument. The reconstruction thesis
entails that knowledge obtained via a CS may in principle be gained by running
through an argument.

There are many CSs though that are built upon assumptions that are thought
to be false. Some CSs rely on such assumptions because they are not intended
to trace a real-world target, but rather meant to probe a counterfactual
scenario or a model. Other CSs are meant to refer to a real-world target, but
use highly idealizing assumptions that are thought to be false literally speaking.
The reconstruction thesis can easily be generalized to such simulations. A CS
of this sort can still be reconstructed using an argument, but the use of the CS is
already justified if the premises of the argument would support its conclusion
if they were true. In the rest of this paper, I will understand the reconstruction
thesis in this sense, but since my interest is in the acquisition of knowledge of
the real world, I will most often consider simulations with true premises. I will
come back to idealizing assumptions later in this paper.

The practice thesis concerns the context of discovery. The thesis implies
that the reconstructing argument is executed if a CS is used to obtain new
knowledge.

The argument view concerning CSs does not hold that every argument is a
CS. To be a CS, an argument must be executed using a computer; otherwise
it will not be a computer simulation. It must also go through a calculation
that traces the values of empirical characteristics of a target system in time;
otherwise it will not count as a simulation.

In the following, I will read the slogan ACS as being fully justified by
the theses RCS and PCS. Issues that concern the ontology, particularly the
individuation of CSs will be bracketed.

How can we support the argument view concerning CSs and what are its
strengths? In the next section, I will start with an example of a computer
simulation in order to establish the reconstruction thesis RCS. My strategy
parallels Norton’s inductive case for his reconstruction thesis RTE.
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4 Reconstructing computer simulations

Can computer simulations be reconstructed as arguments? The answer may
seem yes quite obviously because CSs are based upon algorithms and pro-
grams, which are usually communicated using statements. But if algorithms
and programs consist of statements, the statements are instructions and com-
mands, and there is no part of them that supports the other in the way premises
support an argument’s conclusion. Furthermore, the algorithm upon which a
computer simulation is based is most often not exactly followed in the simula-
tions. Therefore, the reconstruction thesis about CSs is not trivial. To argue for
the latter, I will proceed in four steps. I will first reconstruct a simple example
of a computer simulation and second amend this reconstruction. Third, I will
argue that a large class of computer simulations can be reconstructed in the
same way. Fourth, I will explain why I think that the reconstructions fully
capture the epistemic power of the underlying computer simulations.

4.1 A simple example of a reconstruction

Imagine a little piece of gum hanging from the ceiling. The piece is free
to move back and forth and subject to several forces: gravity attracts the
piece downwards, there is an external periodic force driving it (for instance,
somebody pushes the piece), and friction tends to slow down its motion. For
simplicity, we assume that the motion is to a good approximation confined to
a plane.

Under some standard idealizations, which I will not discuss here, we obtain
a mathematical model of this system. The core of this model is a dynamic
equation that allows one to trace the motion of the piece (see Pang 2006,
pp. 90–91 for the following). Call the model “driven and damped pendulum”.
In the model, our piece of gum is modeled as a pendulum of mass m. Let l
be the length of the pendulum (which models the length of the thread between
the piece of gum and the ceiling), and ϕ(t) denote the angle between the thread
and a plumb line at time t. Let furthermore g denote the gravitational field at
the surface of the earth, and assume that the externally driving force results
in a torque of l f0 cos(ωt) with e and ω being constant in time. f0 encodes the
strength of the external force, while ω reflects its period. Assume finally that
−γ lϕ̇ is the damping force, where γ is a constant and where a dot denotes the
derivative with respect to time t. ϕ̇ is thus the angular velocity. The motion of
the pendulum can then be described using the following equation:

ϕ̈(t) = −g
l

sin(ϕ(t)) − γ

m
ϕ̇(t) + f0

ml
cos(ωt) . (1)

For simplicity, we set

f (x, y, t) := −g
l

sin(x) − γ

m
y + f0

ml
cos(ωt) , (2)
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such that our dynamic equation, Eq. 1 reads

ϕ̈(t) = f (ϕ(t), ϕ̇(t), t) . (3)

This equation and the initial values of angular position and angular velocity,

ϕ (t0) = ϕ0, ϕ̇ (t0) = Vϕ0, (4)

define an initial value problem. I shall assume that the initial value problem
has a unique solution.

For our purposes, it is useful to assume that units, a reference frame and
coordinates have been fixed. In our example, we assume polar coordinates.
l, m etc. can then be regarded as real numbers, and the function ϕ(t) maps
real numbers to real numbers. This interpretation of the equations is not
without alternative, but it is most natural because we are interested in CSs,
and computer simulation programs return numbers. To keep the terminology
simple, I will say that coordinates C have been fixed; this means that a full and
unique empirical interpretation of the functions and equations is adopted.

For certain choices of the parameters and the initial values, the dynamic
equation, Eq. 1 cannot be solved analytically (for some choices, the model
predicts chaotic behavior). This is why one has to run computer simulations
to analyze the model.16 Simulations of the driven and damped pendulum and
a few remarks about the model can be found under

http://www.myphysicslab.com/pendulum2.html.17

An extensive theoretical analysis of a very similar system is provided by
Bartuccelli et al. (2001).

A very simple method to simulate the behavior of a driven, damped
pendulum is based upon the so-called Euler method (see Pang 2006, pp. 81–
83). To introduce the Euler method, we note that the second-order differential
equation Eq. 3 is equivalent to the following system of coupled first-order
differential equations:

ϕ̇(t) = Vϕ(t),

V̇ϕ(t) = f (ϕ(t), Vϕ(t), t) . (5)

We have here introduced a new function Vϕ(t); according to the first equation,
it is angular velocity.

The Euler method approximates these first-order differential equations
using difference equations. Time is discretized, i.e., we only consider the
times t j = t0 + j × �t with a fixed time interval �t for j = 0, . . . , N, where

16Cf. Weisberg (2007)
17Checked 12/2011

http://www.myphysicslab.com/pendulum2.html
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N is a natural number. The following recursive scheme solves the difference
equations: For j = 1, . . . , N,

ϕ
(
t j
) = ϕ

(
t j−1

) + �t × Vϕ
(
t j−1

)
,

Vϕ
(
t j
) = Vϕ

(
t j−1

) + �t × f
(
ϕ

(
t j−1

)
, Vϕ

(
t j−1

)
, t j−1

)
. (6)

We start this scheme with setting ϕ (t0) = ϕ0 and Vϕ (t0) = Vϕ0 and obtain
a trajectory of the pendulum in (ϕ, Vϕ)-space, sampled at times t j for j =
1, . . . , N.

The Euler method is too inaccurate for many applications (Pang 2006, p. 82).
But it can easily be improved by using a predictor-corrector method (Pang
2006, Section 4.3, particularly p. 84). The Euler method approximates time
derivatives of ϕ in an interval [t j−1, t j] by evaluating Vϕ at t j−1, i.e., at the left
boundary of the time interval (and it proceeds similarly for Vϕ). A predictor-
corrector method uses instead

(
Vϕ

(
t j−1

) + Vϕ
(
t j
))

/2 to approximate the time
derivative of ϕ, where Vϕ

(
t j
)

is estimated using the Euler method. However,
for the purposes of this paper, it suffices to reconstruct the Euler method as
an argument. Our reconstruction of the Euler method can be generalized to
other, more complicated methods, e.g. to a predictor-corrector method.

A simulation based upon the Euler method will carry out the following
algorithm. I assume that ϕ0 and Vϕ0 are numbers given to the program as initial
values.

set phi[0] = ϕ0
set vphi[0] = Vϕ0
for i = 1,...,N do:

set t[i] = t0 + dt × i
set phi[i] = phi[i-1] + dt × vphi[i-1]
set vphi[i] = vphi[i-1] + dt

× f(phi[i-1],vphi[i-1],t[i-1])
print t[i], phi[i], vphi[i]

I have used a slightly different notation than before to indicate how the
algorithm is implemented in a programming language such as C++. For
instance dt replaces �t. dt, t0 and N are supposed to be constants in the
program. The function f is the same as f above. To implement this algorithm
on a computer, I have written a program in java, called motion1.java. The
code of the program is a slight modification of the java program provided in
textbook about computational physics (Pang 2006, p. 11).

We can reconstruct this run of the simulation program in terms of the
following argument. I use “ϕi” and “Vϕi” as place-holders for real numbers,
and “ϕ (ti)” and “Vϕ (ti)” to denote the values of empirical characteristics in
some coordinates.

P1 The initial angular position of the pendulum p at time t0, ϕ (t0), takes the
value ϕ (t0) = ϕ0 ∈ R in coordinates C.

P2 The initial angular velocity of the pendulum p at time t0, Vϕ (t0), takes the
value Vϕ (t0) = Vϕ0 ∈ R in coordinates C.
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P3 For each i = 1, . . . , N, the angular position at time ti = t0 + i × �t, ϕ (ti),
takes the value ϕ (ti) = ϕ (ti−1) + �t × Vϕ (ti−1) = ϕi−1 + �t × Vϕi−1 in
coordinates C.

P4 For each i = 1, . . . , N, the angular velocity at time ti = t0 + i × �t, Vϕ (ti),
takes the value Vϕ (ti) = Vϕ (ti−1) + �t × f (ϕ (ti−1) , Vϕ (ti−1) , ti−1) =
Vϕi−1 + �t × f (ϕi−1, Vϕi−1, ti−1) in coordinates C.

Co The angular positions of pendulum p at times ti = t0 + i × �t for i =
1, . . . , N, in coordinates C, ϕ (ti), take the values ϕ (t1) = ϕ1 ∈ R, . . . ; and
the angular velocities of the pendulum at times ti = t0 + i × �t for i =
1, . . . , N, in coordinates C, Vϕ (ti) take the values Vϕ (t1) = Vϕ1 ∈ R, . . . .

The premises and the conclusion of this argument refer to a pendulum with
proper name “p”. I assume that the simulation scientist knows what that
pendulum is. She may think of our piece of gum, but also of a merely imagined
system. We would not speak of a simulation if the working scientist did not
think that her simulation is about some system. If the simulations have a real-
world target, it is natural to say that the variables in the simulation program
and thus the argument directly refer to this target and that p is this very target.
This is natural because angular position and angular velocity are characteristics
that a real-world pendulum system has.

Matters are different in other simulations. For instance, so-called N-body
simulations of cosmic structure formation follow the trajectories of artificial
particles to trace the distribution of the matter in the universe.18 It is agreed
that the artificial particles do not exist and that they are only used to model
the matter distribution in the universe. The idea is that the distribution of the
artificial particles is similar to that of the matter in the universe. I propose to
say that, in such a case, the reconstructing argument refers to a model system
distinct from the target.

The premises P1 and P2 specify the initial conditions of the pendulum, i.e.,
concrete values of physical characteristics that describe p at the initial time.19

What the computer program takes as input are of course mere numbers.
But for the working scientist, these numbers have empirical meaning; they
encode the values of physical characteristics of the system in certain units.
If we want to capture this empirical meaning in our reconstruction, it is
useful to mention the numbers in the reconstruction, but to take them to
be the values of physical characteristics in some units, given some reference
system and suitable coordinates. To simplify the reconstruction, I use again
the expression “in coordinates C” as an abbreviation for the conventions
used to interpret mathematical objects empirically. Given coordinates C, the

18See e.g. Peebles (1980), Part II, Efstathiou et al. (1985), Bertschinger (1998), Klypin (2000)
and Dolag et al. (2008) for such simulations. Hockney and Eastwood (1988) provide a general
introduction to particle simulations.
19Balzer (2009), p. 324 assumes likewise that the inputs to, and the outputs of, simulations can
be represented as sentences. –Since my example is from physics, I am speaking of physical
characteristics such as mass etc. But nothing hinges on the characteristics being from physics, and
in other examples we would be concerned with chemical characteristics etc.
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statement that a certain physical characteristic (e.g. the mass of the pendulum)
takes a certain number as its value, can be translated into a statement with
empirical content.20

What the premises claim could equally be said using different coordinates.
We do need coordinates to endow the numbers with empirical meaning, but
what the resulting statements say does not depend on the specific coordinates
used.

The other premises P3–P4 specify how the values of the relevant physical
characteristics at later times follow from those at earlier times. These premises
are general, they do not fix the value of a physical characteristic in some
units and coordinates, but rather state how the values of these characteristics
are connected to each other. To make this more explicit, premise P5 may be
formulated like this:

P3 For each i = 1, . . . , N: If, at time ti−1, in coordinates C, the angle takes
the value ϕ (ti−1) = ϕi−1 and if, at that time and in these coordinates, the
angular velocity takes the value Vϕ (ti−1) = Vϕi−1, then the angle ϕ, at
time ti and in the same coordinates, takes the value ϕ (ti) = ϕ (ti−1) + �t ×
Vϕ (ti−1) = ϕi−1 + �tVϕi−1.

In the conclusion of the argument, Co, the ϕi and Vϕi are again place-holders
for numbers for i = 1, . . . , N. In the simulation, these numbers (i.e., the values
stored under phi[i],vphi[i] for i = 1, . . . , N) arise, as the instructions of
the algorithm are carried out. In the reconstructing argument, premises take
the instructions to trace certain facts. These premises together with the other
premises imply which values ϕi, Vϕi the physical characteristics take at the
times ti (i = 1, . . . , N). The argument is thus deductively valid.

We could add additional conclusions to the reconstruction. These conclu-
sions would specify the values of characteristics that are not finally printed
out as output, but that arise during the course of the calculations as values of
variables in the program. For the purposes of this section we can bracket such
additional conclusions because they will not play any role in what follows.

So far, I have assumed that the working scientist refers to a particular
system and that she uses specific coordinates to translate the numbers that
constitute the in- and outputs of the simulation into statements about this
system. But this is not always so. For instance, if a scientist considers the
dynamics of an imagined particle in some purely hypothetical gravity field, she
is not interested in particular places, but only in the type of motion that arises.
Likewise, in many simulations, it does not at all matter what the initial time
t0 is.

This is manifest from the way the system p and the coordinates C enter
my reconstruction. Each statement refers to both of them, and if we replaced

20By stressing the empirical significance of the premises I do not mean to exclude statements about
unobservables and their characteristics (provided we can refer to unobservables). Rather, what I
call “empirical meaning” has to extend beyond purely mathematical significance and to refer to
concrete systems in some however indirect way.
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p with a different system p’, and/or the coordinates C with different ones C’
consistently, we would obtain another reconstruction that is equally fine, at
least if the system p’ and the coordinates C’ are each taken from appropriate
reference classes. Different polar coordinates may work as well, but we
may not switch from polar coordinates to Cartesian coordinates because the
dynamic equations are cast in polar coordinates.

This suggests that scientists often refer to a general class of systems and
classes of coordinates. We can capture this by taking our reconstruction
to define an argument scheme rather than one single argument.21 The idea
is that the expressions “system p” and “coordinates C” are place-holders
for expressions that refer to single systems and to single coordinates from
appropriate classes of systems and of coordinates, respectively. By inserting
expressions that refer in this sense, we obtain a specific argument. What the
appropriate classes of systems and coordinates are forms part of the knowledge
of the working scientist.22

I have so far considered one single execution of an algorithm. But of course,
an algorithm can be followed using different initial conditions. We can capture
this by moving to more general argument schemes. The idea is that ϕ0 and
Vϕ0 are place-holders for values of the physical characteristics in a suitable
coordinate frame. We obtain different arguments (or argument schemes) if we
insert different values.

This then is the picture we have come up with: The execution of an
algorithm by a computer simulation program using concrete input values can
be reconstructed using an argument or an argument scheme, depending on
how the scientist thinks of the simulation. The whole computer program can
be conceptualized as a more general argument scheme. In what follows, I will
for simplicity assume that the single run is properly reconstructed in terms of
one argument rather than an argument scheme.

4.2 Amending the reconstruction

So far, I have only reconstructed the algorithm and the program upon which
a computer simulation is based. But if a scientist runs computer simulations
on a specific machine, the algorithm is not followed exactly. Every computer
on which the program is run will produce roundof f errors. For instance, if the
computer is to add the numbers 1010 and 10−10, it may end up with 1010 rather
than with 1010 + 10−10.23

This has a severe consequence for my reconstruction. If the reconstructing
argument is deductively valid as suggested, then the numbers ϕi, Vϕi ∈ R

that figure in the conclusion have to be the numbers that would arise if the

21I take the notion of an argument scheme from Kitcher (1981), Section 5.
22Note that we cannot generalize our initial reconstructing argument by quantifying over p and C
in each premise. It is important that we first fix one system and coordinates and then go through
the whole argument.
23See Press et al. (2007), Section 1.1 for an introduction.



410 Euro Jnl Phil Sci (2012) 2:395–434

algorithm were followed in an exact way. Due to the roundoff errors, these
numbers are different from those that the computer actually outputs, call them
ϕCP

i , VϕCP
i for i = 1, . . . , N. In real-world simulations, the scientists typically

only have the numbers ϕCP
i , VϕCP

i , and it would be very tedious work to derive
the ϕi, Vϕi by actually going through the argument on foot if this can be done
at all. It is exactly the point of computer simulations to avoid this work.

Now our task is to reconstruct the computer simulations as they are actually
done, and these yield the ϕCP

i , VϕCP
i as outputs. These numbers should then

appear in the reconstruction, and it seems appropriate to replace the conclu-
sion of my reconstruction by:

Co’ The angular positions of pendulum p at times ti = t0 + i × �t for i =
1, . . . , N, in coordinates C, ϕ (ti), take the values ϕ (t1) = ϕCP

1 ∈ R, . . . ;
and the angular velocities of the pendulum at times ti = t0 + i × �t for
i = 1, . . . , N, in coordinates C, Vϕ (ti) take the values Vϕ (t1) = VϕCP

1 ∈
R, . . . .

Here, ϕi has been replaced by ϕCP
i and so on. Strictly speaking, the label “CP”

refers to one run of the simulation program on a specific machine. Another
program that executes the same algorithm on a different machine may yield
different numbers and thus a different conclusion.

Replacing the conclusion Co by Co’ has important consequences for the
reconstructing argument. Whereas the argument was valid when Co was its
conclusion, it will in general not be valid any more if we replace Co by
Co’. More seriously, if Co and Co’ assign different values to one and the
same physical characteristic, they are inconsistent. Thus, if the reconstruct-
ing argument consists of P1–P4 and Co’, the premises of the argument are
inconsistent with its conclusion and do not support it. As a consequence, we
cannot reconstruct the simulations by an argument that runs from P1–P4 to
Co’ because we cannot capture the epistemic power of a computer simulation
using an “argument” in which the premises do not support the conclusion. The
reconstructing argument has to be repaired with further amendments.

One option is to change the premises P3–P4. So far, they reflect what the
algorithm prescribes, and we may replace them by premises that describe more
accurately what the computer program does, as it is implemented on a concrete
machine. To this end, we could replace the “+”-sign in the premises P3–P4 by
a “+CP”-sign that characterizes how additions are performed on the computer.
The +CP-addition is not associative any more, so we would have to make
sure that the premises fix the order in which the additions are done on the
computer. While it is possible to change the reconstruction along these lines,
we would have to know for this how the algorithm is implemented and how
the program is compiled in detail. Not even the working scientist will usually
know this. We would thus have to reach out beyond the scientist’s knowledge
in reconstructing the argument. This may not be appropriate because, pre-
sumably, our reconstructions should reflect how working scientists think about
their CSs. As a matter of fact, scientists commonly take it that roundoff errors
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do not make a decisive difference to the results of their simulations.24 Further,
the reconstruction is likely to become more intransparent if we describe how
exactly the algorithm is implemented.

An alternative option is to replace Co’ by a weaker conclusion Co”. Accord-
ing to Co”, the values of the physical characteristics in the coordinates C do not
take exactly those numbers that the computer outputs, but only approximately
so:

Co” The angular positions of pendulum p at times ti = t0 + i × �t for i =
1, . . . , N, in coordinates C, ϕ (ti), take approximately the values ϕ (t1) =
ϕCP

1 ∈ R, . . . ; and the angular velocities of the pendulum at times ti =
t0 + i × �t for i = 1, . . . , N, in coordinates C, Vϕ (ti), take approximately
the values Vϕ (t1) = VϕCP

1 ∈ R, . . . .

If the numbers that the computer actually outputs, ϕCP
i , VϕCP

i , are not too far
from the numbers that the algorithm would yield if it were executed accurately,
(ϕi, Vϕi), an argument that runs from P1–P4 to Co” seems reasonable again:
The premises entail the conclusion.

By moving from Co’ to Co” we do capture the understanding that the
working scientist has of the simulations and the use that she makes of them.
In most cases, she is not interested in the exact numbers that the computer
outputs. In fact, very often, the output printed by the computer is rounded off
in some way. Thus, when the computer outputs the numbers (ϕCP

i , VϕCP
i ), the

scientist thinks that, given P1–P4, the values of the physical characteristics in
coordinates C take something like the values (ϕCP

i , VϕCP
i ).

Co” is vague in that it does not specify the degree to which the com-
puter outputs approximate the ϕi, Vϕi, which we would obtain if we fol-
lowed the algorithm exactly. We can Co” render more precise by spec-
ifying ranges around the numbers ϕCP

i , VϕCP
i . The values of the physical

characteristics in coordinates C are then supposed to be in the ranges[
ϕCP

i − εϕ,i, ϕ
CP
i + εϕ,i

]
,
[
VϕCP

i − εVϕ,i, ϕ
CP
i + εVϕ,i

]
, where the εϕ,i, εVϕ,i ∈ R

are bounds on the errors that the program produces comparing to the algo-
rithm.

However, such a precisification does not really make progress unless we
know what the bounds εϕ,i and εVϕ,i are. These numbers are not part of
the output and can only be derived by analyzing the implementation of the
computer program. A related derivation is often impossible in practice; the
bounds can at most be estimated.25 Nevertheless, the working scientist will
have some understanding of what the order of magnitude of the bounds is. In
particular, she may know how the error depends of the step size, i.e., dt in the
program. We can read this understanding into Co”. I will not try to make this
explicit by reformulating Co” and propose that we stick to an argument that
runs from P1–P4 to Co” when we reconstruct the computer simulation.

24See e.g. Press et al. (2007), Section 1.1 again.
25See Press et al. (2007), p. 10 for an estimate.
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To justify my reconstruction of the CS, I have referred to the knowledge
of the working scientist. Some may suggest to go even further with taking
the perspective of the working scientist. In our example, both the algorithm
and the computer program follow not the differential equation, Eq. 1, or,
equivalently, Eq. 5, but rather the Euler method and the difference equations,
Eq. 6. These difference equations are stated in the premises P3–P4. But the
working scientist will not think that the difference equations are true of the
target.26 She may nevertheless learn about the target through the simulations.
This suggests that the premises P3–P4 should be replaced by premises that state
the original differential equation, Eq. 1. If we follow this suggestion, we have
to change the conclusion too because the latter is supposed to be supported by
the new premises. Since the computer solves the difference equations instead
of the differential equations, the outputs of the simulations display additional
errors with respect to the differential equations, errors that are not yet taken
into account in the bounds εϕ,i and εVϕ,i. Co” has thus to be weakened further
using larger error bounds. It is a non-trivial task to obtain appropriate error
bounds because the latter have not only to reflect the so-called approximation
errors27, but also how approximation errors interact with the roundoff errors
mentioned earlier in this section.28

This suggestion to change the reconstruction is not unreasonable, but nev-
ertheless, I do not think that we have to follow it. If we did so, we would move
too far away from what the CSs actually achieve. If the scientist does in fact
think that the simulations teach her something about the original equations
she is interested in, then we can also capture this by saying that the scientist
runs an additional inference over and above the computer simulation.

There is a more general dialectic behind the discussion of possible amend-
ments to my first reconstruction. If we want to reconstruct computer simu-
lations as arguments, we face a dilemma. On the one hand, there are good
reasons to characterize in an exact way what the computer actually does. This
suggests that we describe the calculations of the computer at the level of the
machine code. On the other hand, there are also good reasons to provide a
reconstruction that is apt to characterize the uses that are made of computer
simulations. In the simplest case, a scientist trusts the assumptions upon which
a simulation is built and comes to believe the result. But if this is to happen,
the premises of the argument must be something that the scientist believes,
and she will not believe that the calculations carried out by the computer
provide literally true descriptions of nature because the calculations are subject
to errors of various types, e.g. roundoff errors and approximation errors.

26She will not even think that the original differential equations are literally true of the target
because they rest upon idealizations. For the time being, I will bracket this fact, and return to it
later on page 24.
27Approximation errors quantify the differences between the solutions to the difference equations
and to the exact differential equations.
28See Press et al. (2007), p. 11 for this interaction.
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This steers us away from what the computer actually does to hypotheses that
working scientists are interested in.

There are two radical strategies to deal with this dilemma. The first is
to get as close to the computer and to what it actually does as one can in
reconstructing the argument. The idea is to say that further uses that are
made of the simulations involve additional arguments on the part of the
scientist. These additional arguments are not taken to be proper part of the
simulation (in the sense of one run of the program), but they may be part of
a related computer simulation study. The argument that reconstructs the one
run of the simulations will be deductive, while the further inferences run by
the simulationalist are likely to be inductive. The other radical strategy is to
move as close to the scientist as one can and to reconstruct the simulations
in terms of statements that come as close as possible to scientific hypotheses
that the scientist could at least take serious. In this way we use one argument
to reconstruct what was captured as two or more distinct arguments under
the first strategy. One can of course also take a middle course between these
radical strategies, as did I when I proposed to reconstruct the simulations in
terms of P1–P4 and Co”.

Which of these strategies is most appropriate? What exactly is the argument
that underlies a specific simulation?

It is important to note that this question is mainly a conceptual one. The
question is: What strategy is best suited to capture what we call a simulation?
An answer to this question will not prejudge more substantive questions, for
instance the question what some scientists concluded from their simulations as
a matter of fact, and the question what they should have concluded.

The use of the term “simulation” gives us some guidance about how to
reconstruct simulations. For instance, if somebody runs a simulation, we can
always ask what was simulated, and the answer should refer to some target
system. It is thus not appropriate to reconstruct computer simulations as purely
mathematical arguments. In everyday talk, we can also say that a computer
simulation has shown this and that. This suggests that a computer simulation
should be reconstructed as a sound argument and this puts certain constraints
on the reconstruction as well. I believe that the middle course that I have
suggested fully takes into account such constraints.

But our concept of a CS is not sufficiently clear-cut as to single out one
particular type of reconstruction. I conclude that a simulation may be recon-
structed using alternative, slightly different arguments. What reconstruction
we choose depends on the purposes of the inquiry. This is nevertheless
sufficient to underwrite the reconstruction thesis as applied to our example.
The reconstruction thesis has thus been supported using an example. But can
we always proceed in this manner?

4.3 Can every computer simulation be reconstructed in this way?

For a large class of deterministic computer simulations the answer is clearly
yes. A computer simulation is deterministic iff the output is a function of the
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input only (and not of so-called random numbers). In the following, I will
focus on deterministic simulations. I bracket non-deterministic simulations not
because I do not think they can be reconstructed as arguments, but rather
because their treatment requires additional argument.

In many deterministic computer simulations, the input consists of numbers
that are supposed to specify the values of characteristics of some system (or
some class of systems) in some coordinates at some time—call it the initial
time t0. These characteristics may be physical, chemical etc., but for simplicity
I will call them physical. We can even take the notion of a “characteristic”
with some grain of salt here; labels that denote objects or types of events could
count as characteristics for our purposes too. We can translate the input into
statements about a system and consider the statements as premises. In a similar
way, we can translate the output into statements that form the conclusions of
the argument. This is so because the output typically specifies the values of
physical characteristics of the system in the coordinates at other times. Finally,
the algorithm is a set of interconnected instructions that specify operations
which act on the input and produce the output.29 We add a premise that states
the following: The system behaves as if the algorithm is used to act on the
values of the characteristics at the initial times to produce the values of the
physical characteristics at the other times.

If we follow this recipe, we end up with a deductively valid argument of the
following form:

I1 At initial time t0, the physical characteristic Y1 of system S takes the value
y1

0 in coordinates C.
. . . . . .

Im . . .

A The physical characteristics {Yα} of the target system evolve in time as if
their values in coordinates C were manipulated using the algorithm.

Co At time t1, the physical characteristic Y1 of the target system S takes the
value y1

1 in coordinates C . . . [specifications of other characteristics, also
at other times follow.]

This type of reconstruction is feasible for many simulations. It can even be
generalized. For instance, t0 need not be an initial time; we need not assume
that premises and conclusion use the same coordinates etc.

If the algorithm consists of a sequence of instructions, the premise that
reflects the algorithm can be unpacked into a number of distinct premises.
Such premises state that the system behaves in some respect as if some step
in the algorithm was followed. For instance, the algorithm may contain an
instruction to add up three component forces to obtain the total force. This
can be translated into a premise stating that the total force arises from adding
the three component forces. We would probably not speak of a simulation if
we could not unpack the algorithm in some such way. The slogan may be: no

29See e.g. Kronsjö (1979), pp. 1–2 for a definition of algorithms.
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simulation with some kind of underlying mechanism. A program that predicts
the behavior of a target system using a black box would probably not count as
a computer simulation.

The argument that I have provided reflects the algorithm. In the previous
section, I have argued that this may not be the most appropriate reconstruction
of the simulations. But it is clear how to change the schematic reconstruction
above to arrive at a more appropriate reconstruction.

What does my reconstruction of the computer simulation presume apart
from there being a deterministic algorithm that maps inputs into outputs? The
main presumption is that simulations refer to a real or imagined process of a
real or imagined system, viz. the target system of the simulations. This is an
uncontroversial trait of computer simulations.

Results of computer simulations Our reconstruction has an additional benefit
as a byproduct. Start with the following observation: Scientists often claim
that computer simulations have results. But what are these results? Our
reconstruction suggests a standard form of stating the result that a scientist
obtains by running the simulation program with specific initial values. If the
reconstruction yields an argument that runs from premises P1–P4 to Co, the
result can be stated as follows:

R If P1 and ... and P4 hold true, Co obtains.

If the simulation is more appropriately thought of as going through an argu-
ment scheme, we state the result by suitably quantifying over the system and
the coordinates using appropriate domains.

The statement R is hypothetical and concerns the transition from the
premises to the conclusion of the reconstructing argument. This transition is
made by the simulations. There is no commitment here to the truth of either
the premises or the conclusion; neither the premises nor the conclusions are
entailed by R. This is as it should be because the working scientist who runs a
simulation may not be committed to take the premises or the conclusion to be
true. For instance, she may think that the premises are possibly true of some
system and just want to know what the premises imply for a certain setting.
What she is minimally committed to if she trusts her simulations though is that,
if the premises hold true, so does the conclusion.

Often, at least a subset of the premises of a computer simulation are taken
to be uncontroversially true. In stating the results of the simulations, a scientist
can then suppress those premises. This is often mandated by the rules of
pragmatics.30 In the limiting case in which the scientist takes all premises to
be uncontroversially true, she may fully detach the consequent, and simply say
that, according to the simulations, Co obtains. In this way, simulations may be

30As every utterance, the statement of results from simulations is subject to rules of pragmatics;
see e.g. Grice (1989) for such rules.
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said to have shown that a particular asteroid will be trapped by a planet at
some time t1. Such a statement is clearly stronger than R.

4.4 Do the reconstructions capture the epistemic power of the computer
simulations?

The reconstruction thesis does not only require that computer simulations can
be reconstructed as arguments. The reconstructing arguments should also have
the same epistemic power as the simulations. What about this part of the
thesis? Is the epistemic power of a CS fully captured if it is reconstructed in
the way suggested?

There are at least two ways to support an affirmative answer to this question.
The first way is to carry out a brief check. If we compare computer simulations
and their reconstructing arguments, is anything missing? The answer seems to
be no. At this point, it is interesting to compare to the discussion about TEs.
Some authors (e.g. Gendler 1998) have claimed that reconstructions of certain
TEs via arguments miss a crucial point of their TEs. Would a similar claim
make sense in the case of simulations? Could there be an X that is present in
the CS, but missing in the argument (cf. p. 8)? I do not think so. It is plain
that the computer runs certain calculations and that the numbers are taken to
trace the values of empirical characteristics. This can be represented using an
argument. Is there anything more to computer simulations?

The second line of argument is inductive. As already mentioned in the
introduction, at some surface level, CSs perform various sorts of epistemic
tasks. The idea then is to show that, for every CS, a reconstructing argument
can perform the task that the corresponding CS completes. The working
hypothesis thus is

D Every epistemic work that a computer simulation does could also be done
by executing the reconstructing argument without computers (e.g. by a
human being thinking through the argument).31

According to D, the use of computers is in principle dispensable. It is only be-
cause some arguments are too difficult to devise why scientists run simulations
on computers.32

The focus of this paper is on the acquisition of knowledge, and for this
purpose it suffices to show that, when computer simulations produce new

31Cf. Stöckler (2000), p. 368. Note that D is not an analogue of what Norton (1991), p. 131 calls the
elimination thesis and Gendler (1998), p. 401 calls the dispensibility thesis. The latter theses claim
that thought experiments could be replaced using arguments that are not thought experiment-like.
32D does not imply that the reconstructing argument itself is dispensable. Also, the use of the
computer is only dispensable in principle, but not in practice: Many epistemic tasks cannot be
completed without computers in practice. As Humphreys (2004, Section 5.5; 2009, pp. 623–624)
and Winsberg (2010), p. 5 point out, the perspective of what is possible in principle is often not
relevant in the philosophy of science; and to the extent to which the perspective is irrelevant, D is
not applicable.
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knowledge, the reconstructing argument could do the same. This is obvious.
Suppose, for instance, that meteorologists use a computer simulation to cast a
prediction about tomorrow’s weather, and suppose that the prediction consti-
tutes knowledge. Obviously, this will only be so if the input for the simulations
reflects actual initial conditions and if the model upon which the simulations
are built reflects the dynamics of the weather. But once we know the initial
conditions and the model, we could in principle execute the reconstructing
argument to obtain the output of the simulations. In this sense the simulations
could be dispensed with.33

However, our example from meteorology also points to certain limitations
of the argument view. We can understand how the simulations can produce
knowledge about tomorrow’s weather if the premises of the argument are true.
Since some premises reflect the algorithm and the program, the program has
to succeed in tracing the values of the relevant characteristics in the target
system. But what is the justification to think that the program succeeds in doing
this? This question is often difficult to answer because the targets of many
simulations are not well understood. Simulation scientists have thus to show
that their simulations faithfully reflect the target in the intended respects. In
the framework developed in this paper, this is to show that the premises of
the reconstructing argument are true. To show this is often thought to be an
important part of a computer simulation study. This part is called validation
of the simulations. Validation is supposed to make a case for the results of a
computer simulation study in relation to its target.

Our reconstructions abstract from the problems of validation. They do not
explain how the working scientists come to think that the algorithm used in
the simulations reflects the dynamics of the target, at least in some respects.
They also do not cover the very construction of simulations, a process that
is often intimately related to activities of validation. In this sense, our recon-
structions abstract from important epistemological problems about computer
simulations.

Note though that validation is typically inferential too. Unless it is com-
pletely trivial in that the conclusions of a CS are compared to data from the
target, validation has to make a case that the conclusions are true. It must
thus be possible to reconstruct validations using arguments. It is admittedly
not easy to reconstruct validations in terms of arguments because validation is
often thought to be messy and unsystematic (e.g. Winsberg 1999, p. 276). But
if important activities of validation can be reconstructed using arguments, we
may expand the reconstructions obtained in this paper to cover validation too.

33If we executed the reconstructed argument accurately, we would not obtain the values that the
computer outputs, but values that do not suffer from any roundoff errors. That our values differ
from the output by the computer does not pose any problem; for epistemological purposes, the
simulation becomes certainly dispensable.
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The upshot is that validation does not pose a systematic threat to the argument
view.34

It is also not unreasonable to restrict the focus of a philosophical account
of computer simulations to the runs of a simulation program on a machine.
This seems the key element of every computer simulation and what is novel
about computer simulations too. In the remainder of this paper, I will thus not
consider validation and abstract from related problems. My focus will remain
on one single run of a simulation, as I announced at the beginning of this paper.

There may seem to be another problem about my claim that the recon-
structing argument has the same epistemic power as the corresponding CS.
Many simulations are based upon assumptions that are obviously wrong.
Almost every mathematical description of a system is based upon abstraction,
idealization and approximation. For instance, certain forces are neglected, or
the mathematical expression for some force is approximated using a simpler
expression. Simulations of fluids assume a so-called eddy viscosity, but people
do not think that there is this eddy viscosity in reality.35 N-body simulations
of cosmic structure formation trace the positions of artificial particles, but it
is agreed that there are no particles of this type.36 If we adopt the proposal
made in this paper, these simulations should be reconstructed using arguments,
and it seems as if the reconstructing argument would have premises that are
obviously false. It would then seem that the related arguments cannot teach us
anything about the real world. Often, the conclusions of the arguments will
be false (or at least not true) in an obvious way. For instance, conclusions
about artificial particles from N-body simulations cannot be true of the real
world because there are no such particles.37 Simulations that draw on premises
known to be false are nevertheless often believed to produce new knowledge
about a target. This seems to be a problem for the argument view, for how
can we explain the epistemic power of simulations that are reconstructed using
premises and conclusions that are obviously false?38

I nevertheless think that the simulations mentioned in the last paragraph
do not provide counterexamples against the argument view. One way to

34Some simulation scientists, e.g. Oberkampf and Roy (2010), Chs. 10–11 recommend that
validation include certain experiments, which they call validation experiments. Clearly, such
experiments are not merely inferences. But if such experiments are run, it is not very plausible
to take them to be literal part of a computer simulation study.
35This is a term that is introduced in CSs based upon the Navier-Stokes equations to smooth out
shocks. Without eddy viscosity, the simulations can be caught in numerical problems. See e.g.
Winsberg (2010), pp. 13–15.
36See page 13 above.
37Statements that refer to non-existing particles rest upon false presuppositions. They are either
wrong, as suggested by Russell (1905) or have a truth gap (Strawson 1950). In either case, they are
not true and it seems spurious how they should constitute knowledge.
38An argument with false premises and conclusions can of course generate new knowledge if the
conclusion is known to be false and used to reject the premises. But we are here concerned with a
different case; we refer to arguments the premises and conclusions of which are obviously wrong,
e.g. because they assume the wrong type of ontology. Also, the focus of this paper is on simulations
the results or conclusions of which produce new knowledge.
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explain the epistemic power of the simulations is to say that the reconstructing
argument is about a model system distinct from the target, e.g. the system
of artificial particles to which N-body simulations refer. The point of the
simulations then is to analyze this model system, i.e., to obtain information
about the model system.39 This information can then be used to learn about
the target. The production of knowledge is model-based, and the argument
view explains how we can obtain knowledge about the model. Admittedly, the
argument view does not explain why scientists are justified to transfer knowl-
edge from the model to the target. Additional considerations are necessary to
justify this inference. But it should be possible to present these considerations
as arguments too. Further, even if it is not, this does not mean that the
argument view stumbles. The argument view can explain how scientists gain
new knowledge about a model. It can thus explain how computer simulations
make a contribution to new model-based knowledge about the real world. This
seems sufficient to account for the epistemic power that simulations have in the
alleged counterexamples.

An alternative strategy to handle the supposed counterexamples is to
change the premises and the conclusions of the reconstructing arguments.
In the example of cosmological N-body simulations, the premises would not
claim that artificial particles have these and these positions, but rather that
the matter distribution in the universe is as if it was produced by artificial
particles with these and these positions. The conclusion claims in a similar
way that the target behaves as if ... In other cases of simulations, the premises
may be that the physical characteristics of the target system follow certain
equations to some approximation. The advantage of the new premises and
the new conclusion is that they may be true. If the new premises are known
to be correct, we obtain a sound argument the conclusion of which may
represent new knowledge. Using this argument, we can explain how the
simulations produce new knowledge. This shows again that the simulations can
be reconstructed using an argument that has the same epistemic power. The
argument does admittedly not include a justification that shows the premises
to be true. No reason is given why the target behaves as if ... But this does
not provide a reason to reject the argument view. In many cases, a justification
of the premises may be represented as an argument too. All in all, simulations
that are based upon obviously false assumptions, but that nevertheless produce
knowledge do not provide counterexamples against the argument view.

5 The practice thesis

The second part of the argument view is what I have called the practice
thesis. According to the thesis, the reconstructing argument is executed when

39According to Weisberg (2007), the analysis of a model is a crucial step in modeling.
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a computer simulation is carried out. My aim in this section is to show that the
practice thesis is true.

There is a problem in establishing the practice thesis. In paradigm examples,
in which we run through an argument or in which we reason, we consciously
move from the premises to the conclusion (we may even speak to us: “If the
book is on loan, I have to make a reservation. The book is in fact on loan,
so I have to make a reservation.”). Clearly, nothing like this happens, when
a scientist runs a computer simulation. There is also unconscious reasoning,
but when a computer simulation is run, neither the working scientist nor the
computer engage in unconscious reasoning.

There is nevertheless a case for the practice thesis. The following considera-
tions are based upon two assumptions that have at least some plausibility. The
first assumption is the extended mind hypothesis (Clark and Chalmers 1998). I
will second assume a certain view of what reasoning is (Wedgwood 2006).

In a famous paper, Clark and Chalmers (1998) argue that cognitive tasks can
be achieved by systems that extend beyond “skin and scull” (p. 7) of a human
being.40 Suppose, for instance, that Peter uses a pocket calculator to find out
what the product of 134 and 4.5 is. Clark and Chalmers (1998) propose to say
that Peter and his calculator form a “coupled system” (p. 8) and that there is
one cognitive process that achieves the task. This process cannot be located
inside Peter’s head.

Clark and Chalmers (1998) do not only focus on cognitive processes. They
also consider mental states such as belief and claim that beliefs

can be constituted partly by features of the environment, when those
features play the sort of role in driving cognitive processes (Clark and
Chalmers 1998, p. 12).

Their example is a person called Otto who always takes a notebook with
him in which he can look up the address of the MOMA. The authors submit
that Otto has a belief as to what that address is even if he would not be able to
recall the address without using the notebook (ibid., pp. 12–16).

Clark and Chalmers (1998) are not crystal clear as to who or what exactly
the bearer of the belief is. They always attribute the belief to Otto, while they
also stress that the belief is not just in Otto’s head. It may therefore be more
appropriate to attribute the belief to the coupled system formed by Otto and
his notebook. In the following, I will adopt this viewpoint and assume that
a working scientist who runs a computer simulation and a computer form a
coupled cognitive system.

I will now argue that this very coupled system executes the reconstructing
argument, when a computer simulation is run. As I will also put it, the system
reasons through the reconstructing argument. To argue this point, I will draw
on an account of reasoning that has been put forward by Wedgwood (2006).

40See Clark (2007) for another defense of the view. Consult the essays collected in Menary (2010)
for more discussion.
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I have chosen this account for two reasons. First, the account was not devised to
deal with computer simulations and mind-machine interaction. There can thus
be no suspicion that the account was tuned to mind-machine interaction from
the outset. Second, the account is designed to handle a number of problems
(in particular the problem of deviant causal chains; cf. (Frankfurt 1978)). But I
do not think that the details of Wedgwood’s account matter too much for my
purposes, and I should think that my argument would also go through if I used
a different account.41

Wedgwood’s account is Davidsonian in spirit and thus a causal one, the idea
being that reasoning is a causal process in which some mental events or states
produce other mental events or states (Wedgwood 2006, p. 660).42 Following
Wedgwood (ibid., p. 664), I will leave open whether the relata of the causal
relationships under consideration are mental events, mental states or facts. As
a matter of convention, I will speak of mental states. Wedgwood’s broad idea
is that the states upon which a piece of reasoning is based do not only cause
a new mental state, but also rationalize it, and that they cause it because they
rationalize it (ibid., pp. 662, 670).

In more detail, Wedgwood splits each chain of reasoning into basic steps.
Such basic steps cannot be split into other bits of reasoning any more (ibid.,
p. 668). In each basic step, some antecedent mental states cause another mental
state in virtue of an ability on the part of the reasoner (ibid., p. 671). This ability
is a disposition to respond to the fact that the antecedent states rationalize the
new mental state (ibid., pp. 670–677).

Wedgwood’s example is the formation of belief, and I will also consider
belief formation in what follows. My reason is that I am interested in the pro-
duction of knowledge, and the most straightforward case in which computer
simulations lead to knowledge and thus to belief is such that the output of the
simulation is thought to contain information about a target system. This will
only be the case if the assumptions that enter the simulations reflect knowledge
on the part of the scientist. My argument would also go through, if I considered
the formation of other types of mental states, for instance, the formation of
conditional acceptance. Here conditionally accepting a hypothesis means to
accept it for the sake of an argument (cf. ibid., p. 668).

Let us now consider one run of a deterministic computer simulation. This
run can be split up into steps in which the values of the variables in the
simulation program are updated following the program (there are other steps
as well, for instance, when the input is read in, but we can bracket such steps).
Most variables have empirical meaning for the scientist. Between the steps, the
information is held constant. It does not matter for our purposes how exactly

41For other very interesting reflections about reasoning see Grice (2001).
42Reasoning can also lead one to abandon a mental state, but we can safely bracket this case for
our purposes.
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the updates are realized in the computer. For instance, the value of a variable
may be stored somewhere in the computer.

The extended mind thesis suggests that the states between the updates are
belief states of the coupled system. The reason is that the scientist could in
principle read out the information and would endorse it. Each update forms a
basic step of reasoning in the terms of Wedgwood. This is so because micro-
processes that constitute an update cannot be reconstructed as a series of
updates of information from the reconstructing argument. And even if they
can, this would only mean that the basic steps appear at a more fine-grained
level.43

Let us now look at a basic step in which information somewhere in the
computer is updated. This gives rise to a new mental state with the content
that a certain characteristic has a certain value. That this new mental state
arises can be explained using features of the earlier states of the programmed
computer hardware and using the beliefs of the scientist. The earlier computer
states themselves jointly with the beliefs of the scientist constitute mental
states of the coupled system. So we can say that the new mental state together
with its content is explained using earlier mental states of the coupled system.
Moreover, the causation manifests a general disposition to proceed from some
states to other states according to some rules. These rules are implemented in
the program and endorsed by the scientist. Finally, the scientist certainly thinks
that, whenever the computer updates the value of a variable and if the coupled
system thus arrives at a new mental state, this new state is rationalized by the
earlier mental states (i.e., the inference is thought to be legitimate), and the
transition would not be made at the level of mental states if the scientist would
think that it yields an illegitimate inference. The disposition is thus responding
to the fact that some mental states rationalize others.

My conclusion is that running a computer simulation can be seen as a
process in which a coupled system reasons through the reconstructing argu-
ment.44 This is not to deny that all kinds of complications may arise. For
instance, it is not always realistic to assume that the information in the memory
is always updated sequentially. This assumption is obviously false for parallel
computing. Also, the working scientist may have false beliefs about how the
simulations work. In such cases, the account given thus far faces problems. I
cannot here discuss these problems, but I am confident that they can be solved
and I leave them for future work. For the purposes of this paper, it seems

43Wedgwood only introduces basic steps of reasoning to exclude external deviant causal chains
(ibid., pp. 660–665). I do not think it to be absolutely necessary that the steps are “atomic” in that
no analysis into other steps of reasoning is possible. We have only to guarantee that the basic steps
entirely belong to the cognitive system. If this is right, it is immaterial whether the basic steps are
“atomic” or not.
44In this way, we obtain an argument in which the algorithm corresponds to many premises. I have
suggested on p. 20 that we can always unpack the algorithm into a larger number of assumptions
or premises.
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sufficient to show in broad outline how running a computer simulation may be
thought of as the execution of an argument.45

Note that, under my account, the scientist is absolutely crucial at every basic
step. The reason is that there would not be mental states if there were no
scientist. The content of the mental states is entirely borrowed from attitudes
that the scientists has. In this sense, my account is not very speculative. Others
may go further and suggest that computers themselves can think and reason.
Whether this is so or not is immaterial for the purposes of my account. I take
this to be an advantage.

Let me now consider two objections against the practice thesis concerning
computer simulations. They do not concern the details, but rather its spirit.

According to the f irst objection, the practice thesis PCS suffers from the
problem that, according to Section 4, many reconstructions of a computer
simulation can be given. The worry is that, if we cannot tell which of the
reconstructing arguments is the right one, the practice thesis cannot be true.
And it seems often difficult to say that one of the reconstructions is the right
one.

To rebut the objection, note first that a coupled system may run through
several reconstructing arguments of one and the same simulation at the same
time. There is thus no need to pick exactly one argument. I further think that,
at least in paradigmatic cases of computer simulations, there are facts of the
matter as to which arguments are executed and which are not. These facts are
largely determined by the way a working scientist thinks about her simulation.
There are facts as to what the scientist takes to be the results of the simulation
and how large she takes to be the error bounds, for instance, and such facts
help to fix the argument. Further, our notion of a CS puts mild constraints on
the argument that is executed qua simulation.46

There are admittedly hard cases. For instance, a simulation may primarily
be run with an eye to a particular target system, but the working scientist may
be aware of the fact that the simulation may be thought to refer to a larger
class of systems. The question then is which argument was executed, when the
simulation was run. Was it an argument concerning the single target system, or
an argument concerning the larger class? Or were both arguments executed at
the same time? This question may be difficult to decide.

But similar problems arise for everyday reasoning as well. Suppose, Peter
reasoned to find out how much it would cost him to go to Oxford next Sunday.
Was his reasoning about a particular trip to Oxford next Sunday or about
a trip to Oxford on a Sunday or about both? There may not always be a

45One may object that Wedgwood (2006) take pains to isolate the reasoner from her environment
in order to rule out external deviant causal chains (ibid., pp. 665–666). This may suggest that
Wedgwood’s account is only applicable to human reasoners. I do not agree with this objection.
What Wedgwood has to achieve if the account is to work, is to isolate the cognitive system that is
the bearer of some chain of reasoning. If the extended mind thesis is true, then cognitive systems
may extend beyond a human being.
46Recall page 19.
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clearcut answer to this question. I am therefore inclined to think that some
indefiniteness as to what the argument is does no harm.

The second objection is as follows. When a scientist does simulations,
she will typically not just start the simulations and wait for the results; she
has first to program the computer, and she may rerun the simulation with
different inputs and different parameter values. Some simulations allow one
to change certain parameters by hand while the simulation is running. This
rich practice seems important for simulation science, but it is neglected in my
reconstructions.

As a reply, I wish to stress that my focus is on one single run of a simulation
and not on a CS study (cf. page 4 above). When I restrict myself in this way, I do
not deny that rerunning and varying simulations is important. I also admit that
the term “doing simulations” may cover more than a single run of a simulation.
But I do think that this richer practice of doing simulations should be analyzed
in terms of a couple of interconnected, though distinct steps. One type of step
is to run a simulation program once. In this paper, I want to understand what
this amounts to. As already indicated, this step is crucial for every CS.

Despite of all this, in the final analysis, it may turn out that running a
computer simulation is only to execute an argument with some grain of salt.
Maybe, the practice thesis is only true if we stretch our notions of reasoning
or running through an argument a bit. But recall that my ultimate interest is in
the epistemology of computer simulations. I would like to defend the practice
thesis or some variety of it to make sure that the reconstructing argument is
not an idle ex-post reconstruction, but that the argument explains how we can
acquire new knowledge using computer simulations. I would be in trouble if it
could be shown that a completely different way of acquiring new knowledge
would be at work. I do not think that this is so.

It is interesting to compare computer simulations to thought experiments
in this respect. Some authors, e.g. Cooper (2005) think that to run through a
thought experiment feels very different from reasoning through an argument.47

Often, the result of a thought experiment is not consciously derived, but comes
to mind without any efforts. And if we read through a thought experiment,
we often feel immediately that the result is right. This is a close parallel to
experience, and TEs have often been described as quasi-experiential.48 These
observations about the phenomenology of TEs may be taken to indicate that
TEs draw on other epistemic sources than those that Norton mentions. For
instance, TEs may make explicit prior, but inarticulate knowledge (cf. Mach
1926, 186–189), or they may rely on pictorial thinking (Gendler 2004, pp. 1156–
1162).

Matters are different in the case of computer simulations. CSs do not
have a phenomenology suggesting that the argument view about them misses

47See the quotation on my page 8 above.
48E.g. Gendler (2004), p. 1154.
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something of epistemological significance. In particular, the result does not
come to mind in a quasi-experiential manner.

Nevertheless, some authors think that the epistemic power of computer
simulations derives from the fact that they are literally experiments. For in-
stance, Morrison (2009) argues for this claim. Computer simulations are in fact
often called computer experiments. It is also true that, to the working scientist,
running a computer simulation feels very much like doing an experiment: In
both cases the result cannot be anticipated by other means and may even come
as a surprise to her. Finally, computer simulations may take the role of real
experiments.

This is not the place to criticize the subsumption of CSs under experiments
in detail. But let me briefly make a few points. I do not wish to deny that
computer simulations may be regarded as a kind of experiment. However, I do
not think that their epistemic power derives from their being an experiment.
The epistemic power of an experiment derives from the fact that the system
of interest is observed, after it has been set up or manipulated. In this way
experiments gather experience, as the name suggests. This is not so with
computer simulations. To run a simulation about a certain fluid is not to
observe this fluid nor to manipulate it. It is of course true that the experimenter
sets up and manipulates the computer and then “observes” it at a later stage.
But the computer itself is not the target system, and experiments require an
observation of the target. An inference from the computer to the target system
can only be made if a lot of assumptions concerning the target system are
adopted. I conclude that the epistemic force of computer simulations does not
derive from the fact that they are experiments (if they are so at all), and that
the argument view is superior since it brings to the fore the assumptions and
models upon which simulations are built.49

I conclude that a case for the practice thesis PCS has been made and that the
argument view about computer simulations has been established.

6 A comparison between computer simulations and thought experiments

If both thought experiments and computer simulations are arguments, we have
some common floor to compare them. In this section, I will assume that TEs
and CSs are arguments and note commonalities as well as differences.

Let me stress once more that I have not here established the argument view
about TEs and that I have some reservations about it. If the argument view
about TEs is not the full truth about TEs, our comparison will miss certain
aspects. But as even opponents of this view have to admit, many thought
experiments can be reconstructed as arguments that capture the power of their
TEs quite well (see above), and this will be sufficient for much what follows.

49I am here in substantial agreement with Barberousse et al. (2009). See also Giere (2009) for a
criticism of Morrison’s argument.
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In comparing TEs and CSs we have to distinguish between essential and
necessary characteristics of TEs and CSs, on the one hand, and traits that TEs
and CSs only have typically, on the other hand. When we focus on the latter
traits, we exclude TEs and CSs that could in principle be done but that are
not in fact done. For instance, no working scientist would run a computer
simulation to obtain a result that can immediately be derived in thought.

Qua arguments, TEs and CSs can be compared in three important respects:
We can look at their content, their form and the use that is made of them.

Let us start with content: It is essential to both TEs and CSs that they involve
concrete scenarios (real or imagined) with objects that have properties and that
stand in certain relations to each other. TEs and CSs refer to real or imagined
target systems. We would not speak of a thought experiment if no concrete
system were posited or assumed. Likewise, computer simulations must refer
to a target if they are to count as simulations. It is true that some TEs and
CSs refer to classes of target systems rather than to one single target system,
but in this case the systems from the class are very similar in that they contain
similar objects that bear the same relationships to each other or so. A general
derivation of the uncertainty relation, by contrast, is an argument, but would
neither count as a thought experiment nor as a potential computer simulation.
The concrete scenario with particular objects and relationships is missing.

Typical simulations are much more specific in content than typical TEs.
When a scientist runs computer simulations, she has to specify the values
that certain empirical characteristics take in some coordinates. In typical
simulations in climate science or in cosmology, tons of characteristics need to
be specified in the premises. A similar point holds about the conclusion of a
CS: It is typically very specific too. In some cases scientists may use scaling
arguments or other arguments to generalize the conclusions of a simulation,
but it is often more appropriate to say that such a generalization is not proper
part of the simulation itself. Typical thought experiments, by contrast, are
much less specific. Some of them such as Newton’s bucket thought experiment
can be described in purely qualitative terms. The essential point of Galileo’s
thought experiment with the falling bodies can be made on the basis of
statements to the effect that some body carries more heaviness than another
one (although it is true that the thought experiment is presented using more
specific statements in the original text). As a consequence, the conclusions
from TEs are commonly less specific.50

Let us now turn to the form of TEs and CSs. From a historical point
of view, TEs are not often first presented as deductively valid arguments;
they are sometimes based upon hidden premises (cf. Norton 2004b, p. 50).
But later on, some discussion about the TE may arise, the hidden premises
are discovered and explicitly stated such that a deductively valid argument
arises. It is sometimes quite difficult to discover the dependency of a thought

50Recall Humphreys’s point that CSs are the modern successors of TEs (see my page 2 above and
Humphreys 2004, p. 115).
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experiment on hidden premises.51 A good example for a TE that has been
subject to intense logical scrutiny is the EPR argument first presented by
Einstein et al. (1935).52 Nevertheless, the reconstructions of TEs in terms
of arguments by Norton (1996) mostly provide deductively valid arguments,
the only exception being the bucket experiment, which runs an inference to
the best explanation (Norton 1996, pp. 347–349). It is not very different with
CSs. If we abstract from roundoff and truncation errors and the arguments
used in validation, CSs are deductive arguments, and no inference to the best
explanation enters. A difference to TEs though is that computer simulations
involve approximations. Regarding hidden premises, there is no principled
problem to read off the premises from a computer simulation. However,
working scientists who use a computer simulation may not be aware of some
such premises.

Many CSs take the form of calculations. This need not be so for TEs, which
may be purely qualitative. As a further difference, typical CSs provide much
longer and more complicated arguments than do TEs. It would be very difficult
for a human being to run through the argument of a computer simulation,
which is precisely the reason why computers are used.

There is an interesting parallel here between CSs and the use of the comput-
ers in mathematical proof. Tymoczko (1979) has analyzed the computer-aided
proof of the four-color theorem and argued that this proof is quite different
from other proofs since it is formalizable, but not surveyable any more. Here
a proof counts as surveyable if it can be

looked over, reviewed, verified by a rational agent (Tymoczko 1979, 59).

Arguments that reconstruct computer simulations are not surveyable in this
sense. This is important for the question of whether computer simulations may
be explanatory. I will leave this question at one side because my interest here
is in knowledge.

Let us finally consider the use that scientists make of TEs and CSs. Insofar
as both are arguments, they can in principle be used in many ways and for
many purposes. CSs are indeed put to many uses; they can figure in prediction,
tests and in the design of experiments. The typical use of TEs seems more
limited. One could of course cast predictions using thought experiments, but
this is not done in practice for good reasons. Thought experiments are only
feasible for simple scenarios that are easy to describe. Typically, the number
of relevant causes and forces is stipulated to be small. As a consequence, the
scenarios are too idealized to be realistic. The main use of TEs seems to be
confined to textbooks, where TEs are used to expound theories and to trace
basic consequences of certain hypotheses (e.g. to derive some basic effects that

51Cf. the discussion about Galileo’s TE with the falling bodies; see e.g. Atkinson and Peijnenburg
(2004).
52See Fine (2009) and references therein for philosophical discussion about the EPR argument.



428 Euro Jnl Phil Sci (2012) 2:395–434

a theory predicts). TEs are very well suited to this aim since they are built
upon concrete scenarios that can be intuitively grasped. Also, the underlying
argument is fairly simple and straight-forward. In this way, they provide an
intuitive understanding to the student. Computer simulations are also often
used for pedagogical purposes, and they also provide some understanding,
but in a different way. In education, they can replace experiments of well-
understood phenomena: The student is allowed to vary the details of the
setting and the initial conditions and can therefore explore the effects of some
target system. But in these cases, the argument that underlies the simulations
is typically intransparent for the student, and she does not understand how a
few hypotheses entail the predicted effects.

A couple of famous TEs have figured centrally in controversial discussions
of theories and are thus linked to theory change. Examples are provided by
Galileo’s experiment with the falling bodies, Einstein’s train TE (Einstein
1920, pp. 11–27) and the EPR experiment Einstein et al. (1935). The potential
of TEs to initiate conceptual change was stressed by Kuhn (1964). Common
computer simulations, by contrast, seem too complicated and too intransparent
as to be able to motivate conceptual change.

Typical CSs take into account a plurality of causes, forces etc. For this
reason, holism is much more an issue about computer simulations than about
TEs: When a computer simulation ends up with an outcome that seems wrong
or is unwelcome for other reasons, there are often too many details that may
be changed in order to avoid this outcome.53 Also, as emphasized before,
computer simulations start often with very specific assumptions, and for this
reason they do not typically tell us general lessons.

There are other respects in which TEs and CSs can be compared, for
instance, the way the argument is executed. As already mentioned, the conclu-
sions of TEs often come to mind spontaneously without any conscious effort.
This is different from the way CSs arrive at a conclusion. But this difference
does not seem to be important for the purposes of this paper unless it indicates
that the argument view is inappropriate for TEs, which would be a point
stretching beyond the scope of this paper.

The result of our comparison is that there are a number of differences
between typical CSs and typical TEs even if they are both thought to be
arguments. As a consequence, the argument views about CSs and TEs do not
imply that CSs and TEs are exactly the same thing; they only imply that they
draw on the same epistemic sources.

7 Conclusions

Scientists often gain new knowledge about a target system by simulating this
very system using a computer, or so it is often claimed. How is this possible and

53Cf. Lenhard and Winsberg (2010).
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how can we explain this? The argument view answers this question by saying
that computer simulations are arguments. They generate new knowledge in the
same way as arguments do more generally. In more detail, computer simula-
tions can be reconstructed as arguments, where the arguments fully capture the
epistemic power of the simulations. Furthermore, when a computer simulation
is run, an argument is executed by a coupled system formed by the simulation
scientist and the computer, or so I have argued. The argument view is thus
not only about reconstruction, but also about what actually happens when a
simulation is run.

The focus was on one run of a simulation program. I have argued that this
run can be reconstructed as an argument. To some part, the premises of this
argument specify the initial state of the target system. Otherwise, the premises
state that the system behaves (in some respects) as if the algorithm of the
simulation were applied to the empirical characteristics of the system. Often,
the algorithm can be unpacked in a number of premises that state how certain
characteristics of the system evolve in time.

The argument view about simulations has a number of merits. For one
thing, it provides a simple explanation of how one can obtain new knowledge
using computer simulations. The explanation is not problematic in any way
because it is uncontroversial that we can gain new knowledge by going through
arguments.

Second, the argument view about computer simulations seems also promis-
ing if we are to understand other epistemic work that computer simulations
do more generally. This is clearly so when CSs complete their tasks in virtue
of producing knowledge, as was suggested in the introduction to this paper.
But the argument view is also fruitful if this condition is not fulfilled. Consider
explanation as an example. It is arguable that some scientific computer sim-
ulations provide explanations. If computer simulations are arguments and if
explanations are arguments (or are at least built upon arguments), it is obvious
how computer simulations can figure in explanation (cf. Norton 1996, fn. 11
on p. 339).54 An open question though is what kind of understanding we gain
by running computer simulations.55 Computer simulations are arguments that
are not consciously followed and that are not often surveyable. The question is
how much and what kind of understanding we can obtain in this way.56 In any
case, there is reasonable hope that the argument view can accommodate the
various uses of computer simulations.

54Explanations are arguments according to the DN-model of explanation (Hempel and
Oppenheim 1948). Even though many objections have been levelled against the DN-model (see
Salmon 1989, particularly pp. 46–50, for an overview), most of them do not cast doubts on the idea
that explanations are arguments. That explanations provide arguments is also important for e.g.
the unificationist view of explanation (see Friedman 1974 and Kitcher 1981 for classic references).
55See Friedman (1974) for the connection between explanation and understanding.
56For an interesting assessment of the explanatory power of artificial society simulations see
Grüne-Yanoff (2009). See also Weber (1999) for simulations and explanation.



430 Euro Jnl Phil Sci (2012) 2:395–434

As a third advantage, the argument view furnishes a formal account of
computer simulations. Such a formal account can be useful to clarify the
content of a simulation. We have above suggested a standard way to state the
result of a computer simulation.

Fourth and finally, the argument view provides a common floor for com-
paring thought experiments and computer simulations, at least if the argument
view about thought experiments has it right (Norton 1996).

Using the argument view, we can also explain how computer simulations
provide representations of their targets, as e.g. Winsberg, Lenhard and Küp-
pers emphasize. Computer simulations represent because they successively
derive statements either about the target or about a model thereof. In the
latter case, statements about the model are translated to the target to learn
about it. In either case, working scientists obtain information about the target
via the statements. That this is crucial for successful representation by models
has been suggested by e.g. Bailer-Jones (2003).57

If the reconstructing argument is naturally thought to refer to a model
of the target, then there is another relationship to models. Winsberg’s point
that computer simulations provide direct representations of the target can be
understood as saying that the arguments of a computer-simulation do not often
trace a prior model of the target, but rather define a new one.

The most elaborate account given so far of how computer simulations
produce knowledge is due to Barberousse et al. (2009). The authors propose a
multi-layer analysis of computer simulations qua processes. According to this
analysis, the computer undergoes a sequence of states that can be interpreted
as computational states; at a different level of description, a sequence of repre-
sentations of the target arises. This analysis is compatible with the argument
view defended in my paper because computations can be reconstructed in
terms of arguments executed by the coupled system that is formed by the
working scientist and the computer. Further, the argument refers to the target
system or a model thereof and thus provides representations of the target.
But I think that the argument view yields a more detailed description of how
computer simulations produce knowledge.58 Further, it provides an interesting
parallel to the argument view about thought experiments.

In this paper, I have restricted myself to deterministic computer simulations.
It remains to be shown whether Monte Carlo simulations can be accommo-
dated in the argument view.59 I think that they can, but I leave this for future
work.

Philosophical work about computer simulations is quite generally faced with
a difficult challenge. The simulations carried out in the sciences turn out to
be diverse and to serve many purposes. It is desirable to provide a general,

57Cf. Suárez (2004)
58The paper by Barberousse et al. (2009) has a lot to say about the process of running simulations,
but it does not end up with a clear statement about how this process produces knowledge.
59See Gillespie (1976) and Gillespie (1977) for famous examples of Monte Carlo simulations.
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though informative account of computer simulations that faithfully represents
the work that computer simulations do in science. I believe that the argument
view is a promising start.
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