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Abstract. Statistical models have been recently introduced in computa-
tional orthopaedics to investigate the bone mechanical properties across
several populations. A fundamental aspect for the construction of sta-
tistical models concerns the establishment of accurate anatomical corre-
spondences among the objects of the training dataset. Various methods
have been proposed to solve this problem such as mesh morphing or im-
age registration algorithms. The objective of this study is to compare a
mesh-based and an image-based statistical appearance model approaches
for the creation of finite element(FE) meshes. A computer tomography
(CT) dataset of 157 human left femurs was used for the comparison. For
each approach, 30 finite element meshes were generated with the mod-
els. The quality of the obtained FE meshes was evaluated in terms of
volume, size and shape of the elements. Results showed that the quality
of the meshes obtained with the image-based approach was higher than
the quality of the mesh-based approach. Future studies are required to
evaluate the impact of this finding on the final mechanical simulations.

1 Introduction

Over the past years, statistical models have been introduced in computational
orthopaedics as a useful investigation tool. They have been used for implant
design evaluation [19,4], for fracture risk assessment [6,25] and for the discrimi-
nation of pathological from non pathological subjects [5]. The major advantage
of statistical models consists in the ability of describing a dataset variations in
terms of both shape and intensity. Moreover they allow creating new instances of
the same dataset object, which belong to the same probability density function
as the training dataset. This drives to the creation of a dense map of FE simula-
tions and consequently a richer analysis of the bone mechanical behavior. These



characteristics have allowed overcoming one of the limitations of the studies in
the field, which have been mainly performed on a small amount of data [16,13,23],
limiting the generalization of these models to a complete population.

The definition of accurate correspondences is crucial for the creation of reli-
able statistical models [9]. For a correct modeling of both surface and volumetric
information, correspondences have to be properly defined not only on the dataset
object surface, but also inside the object volumes. Two different approaches ex-
ist to establish the anatomical correspondences: mesh morphing techniques and
image registration techniques. In the first case, the dataset objects are repre-
sented as meshes and a chosen volume reference mesh is morphed to the other
dataset [6,14]. In the second case, the dataset objects are represented by volume
images and they are registered to the one chosen as reference [20,27].

Both approaches have strong features and weaknesses. The mesh-based ap-
proach provides an output that is directly compatible with finite element (FE)
calculations. However, the smoothing required for the creation of well-shaped
elements can penalize the accuracy of the anatomical correspondences. On the
other hand, the image-based approach has no constraints related to node po-
sitioning since the FE mesh is created after the instantiation of synthetic new
images. Therefore the accuracy of the correspondence establishment is less prob-
lematic for FE simulations. However, due to the nature of these techniques, the
correspondence establishment at the interface background-object is more sensi-
tive to errors as compared to pure surface-based registration techniques. Volume
meshes are created separately for each instance, implying the impossibility of
comparing simulation results on a element-wise basis. Finally deformation vec-
tor fields have to be invertible for the creation of new instances. To the authors’
knowledge there is no study that compares the two different approaches used by
the community in order to determine which is the most suitable for the creation
of FE meshes.

The purpose of the paper is therefore to compare two existing methodologies
which aim to create FE meshes from statistical models of appearance [10]. A
comprehensive evaluation of surface or volumetric-based registration techniques
is beyond the scope of this study. In the first part of this paper, we present
the creation of two different pipelines, namely mesh-based and image-based. For
each pipeline, starting from the same dataset, bone anatomical correspondences
are determined, a statistical appearance model is built and new instances, which
can be directly used for FE simulations, are created. In a second step, the quality
of the FE meshes obtained with the two pipelines is compared based on common
objective metrics.

2 Mesh-based and Image-based Pipelines for the
Creation of FE Meshes

Two statistical appearance model approaches for the creation of finite element
meshes are presented. The two approaches, namely mesh-based and image-based,
had overlapping steps, as shown in Fig 1. The main difference between the two



approaches consisted in a different representation of the dataset objects. In the
mesh-based approach, the bone objects were considered as meshes from the first
step of the pipeline, whereas in the image-based approach they were represented
by volumetric images for the whole pipeline. In this case, the images were trans-
formed to FE meshes in the very final step. For completeness and reproducibility
purpose, details about data and implementation can be found in Appendix A.

Segmented CT images were the input for both pipelines. Mesh morphing and
image registration were used to find anatomical correspondences, respectively
for the mesh-based and the image-based approaches. For both the mesh-based
and the image-based pipelines, the same principals were used to calculate the
statistical appearance models and to create new instances.

Segmented CT 

Images

M
e

sh
-b

a
se

d
 P

ip
e

lin
e

Im
a

g
e

-b
a

se
d

 P
ip

e
li

n
e

Surface Mesh1

Mesh Morphing2

Statistical Model3

Image Registration2

Statistical Model3

Instantiation of 

New Meshes
4

Volume Mesh5

Instantiation of 

New Images
4

FE Mesh 

Quality
6

Fig. 1: Mesh-based and image-based statistical appearance model pipelines for
the creation of femur finite element meshes. On the left side, the steps for the
mesh-based approach are shown, whereas on the right side the steps for the
image-based pipeline are depicted.

1. Surface Mesh Creation. In the mesh-based pipeline, for each bone of
the dataset a surface mesh was created following the steps shown in Fig. 2.
From each segmented CT image (Fig. 2a), a surface mesh was created using
the marching cube algorithm [17] (Fig. 2b). The obtained mesh resulted too
dense and rough and could not be directly used for the following processing.
Therefore, in order to improve the mesh quality, each mesh was decimated and
smoothed using the Laplacian operator. Since in many cases the node removal



caused the loss of mesh topology, node connections were reestablished using
MRFSurface [18] (Fig. 2c).

(a) (b) (c)

Fig. 2: Creation of femur surface mesh from CT image. (a) Sagittal view of a
segmented femur head CT image. (b) Surface mesh obtained from the marching
cube algorithm. (c) Surface mesh topology reconstruction.

2. Finding Correspondences: Mesh Morphing and Image Registra-
tion. In order to find anatomical correspondences among the dataset objects,
mesh morphing was used for the mesh-based pipeline, whereas image registra-
tion was performed for the image-based approach. In both cases, correspondences
were calculated with respect to the same reference bone. The choice of the ref-
erence bone was done in the image-based pipeline using an iterative procedure.
In the first step, one bone of the dataset was randomly picked as the reference
and all the remaining bones of the dataset were registered to it. The average
transformation was then calculated and the bone whose transformation was the
closest to the average transformation was considered as the new reference femur.
These steps were repeated until convergence.

The mesh morphing was performed using the algorithm developed by [15]
and extended by [3]. First, a volumetric mesh was created for the reference bone.
From the surface mesh, the volume mesh was created using NETGEN [24]. The
reference volumetric mesh was composed of 130000 quadratic tetrahedrons, in
order to satisfy the necessary level of mesh refinement for femur FE simula-
tions [28]. Then, the reference bone volumetric mesh was warped to all dataset
surface meshes to create iso-topological tetrahedral FE meshes. To compute the
mesh morphing, 10 landmarks were manually selected on the surface of both the
reference volume mesh and the bone dataset surfaces meshes, as shown in Fig. 3.
Four landmarks were selected in correspondence to the main anatomical features
of the femur head (Fig. 3a) and 6 at easily detectable points in the condyle area
(Fig. 3b). The landmarks were used as constraints during the morphing compu-
tations. The mesh morphing was executed first on the surface mesh and then
on the volume mesh. From the reference volume mesh, the surface mesh was
extracted. For each bone, both the reference surface mesh and the current bone
surface mesh were projected on a disc of unitary radius. The position of the bone
landmarks with respect to the reference bone landmarks was used as constraint
for the moving of all bone surface nodes. The new position of the femur surface



nodes was then calculated using radial basis functions (RBF), where the center
of the functions was represented by the landmarks. The bone surface nodes were
then reprojected back from the parametric space to the physical space, and their
positions smoothed. As second step, the reference volumetric mesh was morphed
to the current bone new surface mesh. The position of the volumetric mesh inner
nodes was calculated using RBF. In this case, the RBF center was represented
by the just computed surface nodes.

(a) (b)

Fig. 3: Landmarks selection for mesh morphing. (a) Selection of four landmarks
in the femur head. (b) Selection of six landmarks in the femur condyles (two
landmarks not visible).

In the image-based pipeline, correspondences were detected using image reg-
istration. We used the Log-Domain Demons (LDD) registration algorithm regu-
larized with a femur-specific polyaffine model [26]. The LDD finds Deformation
Vector Fields (DVF) which are smooth and invertible [27]. This characteristic
enables the creation of new instances, as explained in Section 2.4. In the LDD,
DVF are generated through the exponential of Stationary Velocity Fields (SVF),
which are the primary results of the registration process [2]. The LDD iteratively
minimizes the energy functional composed of two terms, namely the ‘correspon-
dence’ term, which calculates the SVF and the ‘regularization’ term, which im-
poses smoothness on the SVF [7]. In our case, the regularization term was re-
placed by a polyaffine model, which allowed us to capture the main anatomical
variation of the femur. In the model, three regions were defined: femur head,
shaft and condyle area. The parameters of the polyaffine model were jointly es-
timated using a closed form least square solution during each iteration step of
the LDD.

3. Statistical Models. The statistical appearance model was created as a
combination of the parameters obtained from the statistical shape model and
the statistical intensity model [10].

In the mesh-based approach, the statistical shape model was computed on
the volume mesh coordinates. In order to calculate the principal component



analysis (PCA), the volume meshes were aligned to the average mesh using the
Procrustes method [11]. The model was then built on the aligned meshes [9]. In
the image-based approach, instead, the statistical shape model was computed as
a statistical deformation model [21]. Therefore PCA was directly calculated on
the SVF obtained from the image registration process.

For the mesh-based approach, the statistical intensity model was created on
the image intensity values at the corresponding mesh node positions. For the cre-
ation of valid FE meshes, the assignment of correct grey levels to the mesh nodes
is crucial. In fact CT information and bone mechanical properties are strictly
linked [22]: CT image grey levels represent the bone mineral density [8], which is
related to the Young’s modulus through empirical relationships [12]. One critical
aspect affecting the Young’s modulus assignment is the partial volume effect that
occurs on the bone surface [13]. Therefore the bone outer layer was first eroded
to delete the partial volume effect area and then dilated to rebuild the canceled
outer cortical bone. At each node of the mesh, intensities were calculated as a
26-voxel connectivity linear interpolation. The computed intensities were finally
used for the PCA calculation. On the other side, for the image-based approach,
the statistical intensity model was created through the calculation of the PCA
on the original images warped to the reference bone in order to have spatial
correspondence among the gray levels of the dataset images.

For both the mesh-based and the image-based approaches, the statistical ap-
pearance model was built on the combination of shape and intensity parameters,
as shown in Eq. 1.

b =

(
Wsbs
bg

)
=

(
WsΦ

T
s (x− x̄)

ΦT
g (g − ḡ)

)
, (1)

where b represents the combined parameters, composed by the shape param-
eters bs and the intensity parameters bg; ΦT

s and ΦT
g represent respectively the

transposition of the modes calculated from the statistical shape model and the
statistical intensity model; x and g are the initial mesh coordinate and inten-
sity dataset; x̄ and ḡ are the average shape and intensity, respectively. Since the
shape and the intensity parameters were represented by different units, the shape
parameters were multiplied by the matrix Ws in order to make the parameters
homogeneous. Ws was calculated as Ws = rI, where r is the square root of the
ratio between the total variation obtained from the statistical intensity model
and the total variation calculated from the statistical shape model, and I is the
identity matrix.

4. Instantiation of New Samples. For both the mesh-based and the
image-based pipelines, new instances were created from the statistical appear-
ance model. The new shape x̃ was created using Eq. 2 and the corresponding
intensity distribution g̃ using Eq. 3:

x̃ = x̄+ ΦsW
−1
s Φc,sc (2)

g̃ = ḡ + ΦgΦc,gc, (3)



where

Φc =

(
Φc,s

Φc,g

)
, (4)

represents the combined eigenvectors derived from the calculation of PCA on
the combined parameters b, divided in its shape component Φc,s and intensity
component Φc,g. The parameter c was calculated as −2

√
λi ≤ c ≤ +2

√
λi,

where λi is the current eigenvalue, whereas the weight between −2 and +2 was
calculated using the latin hypercube sampling method.

In the mesh-based approach, the new shape was built assigning to the ref-
erence topology the new node coordinates. The calculated gray levels were then
associated to the mesh nodes. In the image-based pipeline, the new image inten-
sity were calculated in the reference shape. The obtained image was then warped
to the new shape calculated, thanks to the invertibility of the Demons DVF.

5. Volume Mesh Creation. At the end of the image-based approach, for
each new instance, a FE mesh was created. Similar to the processing performed
in steps 1 and 2, from each new image, a surface mesh was created using the
marching cubes algorithm. To ensure good mesh quality, the mesh was then
simplified and smoothed, and its topology reconstructed using MRFSurface. Fi-
nally from the obtained surface mesh, a tetrahedral quadratic FE mesh of about
130000 elements was created using NETGEN.

6. FE Mesh Quality Assessment. Three different criteria were used to
evaluate the quality of the finite element meshes. We evaluated mesh elements
in terms of volume, size and shape, using the following metrics:

a Jacobian. It is a volume metric which describes the distortion of the element
from the ideal shape. At its extremes, +1 and -1, the element shape was
considered perfect and distorted, respectively; at 0 the element had null
volume.

b Edge ratio. It is a size metric which is calculated as the ratio between the
longest and the shortest edge of the element.

c Minimum angle. It is a shape metrics that evaluates the smallest angle of
the element sides.

3 Experiments on Femur CTs

To compare the two pipelines, we conducted calculations on left femur bone CT
images. In the following paragraphs we show the results that we obtained for
the steps of the pipeline. The numbering of the steps refers to Fig 1.

Finding Correspondences: Mesh Morphing and Image Registration
(step 2). A total of 196 segmented CT images were used in this study. Accord-
ing to a visual evaluation, mesh morphing failed for 25 meshes, whereas image
registration failed for 24 images. Both mesh morphing and image registration



succeeded in 157 cases, which were considered as input dataset for the statistical
appearance models.

Statistical Models (step 3). The results of the statistical appearance mod-
els are shown in Table 1. The variations of the dataset were described in a more
compact way by the model obtained with the mesh-based approach than with
the image-based approach (Table 1a). The evaluation of the computational time
showed that the mesh-based approach was less time and memory consuming
than the image-based one, even on a less powerful machine (Table 1b). In the
mesh-based pipeline, computations were done in a few minutes, whereas hours
of calculations were required in the image-based pipeline.

Table 1: Statistical appearance model computation results. (a) Model compact-
ness for the mesh-based and the image-based pipelines. (b) Computational costs
for the calculations.

(a)

model compactness mesh-based pipeline image-based pipeline
(# modes) (# modes)

50% 2 1
75% 6 6
80% 10 9
90% 40 40
95% 75 85
100% 157 157

(b)

mesh-based pipeline image-based pipeline

Shape Model 5 min1 5 hrs2

Intensity Model 2 min1 1.5 hrs2

Appearance Model 9 min1 6.5 hrs1

1 Processor: Intel Core Duo, E8500 @ 3.16GHz. RAM: 8GB
2 Processor: Intel Xeon CPU, X5550 @ 2.67GHz. RAM: 48GB

Instantiation of New Samples (step 4). A total of 30 new instances were
created for each pipeline. In order to create samples that represented the 90% of
variation of the population, 40 modes were used for the mesh-based approaches,
whereas 86 modes were used for the image-based approach.

FE Mesh Quality Assessment (step 6). The evaluation of the mesh
element quality resulted as follows:



a Jacobian. Two of the 30 meshes created with the mesh-based pipeline had
respectively 1 and 64 elements with a zero or negative Jacobian (Fig. 4a).
None of the 30 volume meshes created with the image-based pipeline had
distorted elements.

b Edge ratio. For the meshes created with the mesh-based pipeline, both the
average and the standard deviation of the edge ratio were greater and spread
in a wider range than for the image-based approach (Fig. 4b). One mesh had
2 elements whose edge ratio was greater than 10 [1], therefore the mesh could
not be used for FE calculation. For the image-based pipeline, meshes had a
smaller edge ratio with less variations.

c Minimum angle. As for the previous metric, for the meshes created with the
mesh-based pipeline, the minimum angle results were more spread than for
the meshes created with the image-based approach (Fig. 4c). Moreover, the
meshes created with the mesh-based approach had a smaller minimum angle
with larger variations. Six meshes had from 1 to 37 elements whose minimum
angle was less then 10 degrees [1], compromising the meshes usability in
mechanical simulations.

4 Conclusion

In this study we presented a preliminary comparison between two existing differ-
ent statistical appearance model pipelines for the creation of FE meshes, namely
a mesh-based and an image-based approaches. The mesh-based pipeline allowed
the calculation of a more compact statistical model of appearance and the direct
creation of iso-topological meshes as output of the statistical model. On the other
hand, in the image-based approach the correspondence among mesh elements is
lost since each mesh is created separately. Moreover the image-based approach
is computational expensive and has the issue of the inversion of the DVF for
new instances creation. In both pipelines, the ability of the models at describ-
ing the training dataset variation resulted to be similar. However the quality of
the mesh tetrahedrons created with the image-based pipeline was higher. Image-
based pipeline meshes performed better in terms of element distortion, size and
shape.

Future work is required to merge the strengths of both pipelines, to compare
the mechanical properties assignment in the two approaches and to evaluate the
implication for finite element simulations.
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Fig. 4: FE mesh quality assessment. (a) Mesh with distorted elements (tetra-
hedrons with zero or negative Jacobian are coloured in pink). (b) Edge ratio
evaluation. For each mesh the average of the edge ratio of its elements vs. the
standard deviation is plotted. The image-based pipeline meshes showed a better
edge ratio. (c) For each mesh, the average of the minimum angle of each element
vs. the standard deviation is plotted. The meshes created with the image-based
pipeline showed higher minimum angle.

5 Appendix A

Supplementary data associated with this study can be found at
https://sites.google.com/site/serenabonaretti/
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P.: Assessment of Peri-Articular Implant Fitting Based on Statistical Finite El-
ement Modeling. In: MICCAI Workshop on Computational Biomechanics for
Medicine III (2008)

5. Bredbenner, T.L., Eliason, T.D., Potter, R.S., Mason, R.L., Havill, L.M., Nicolella,
D.P.: Statistical Shape Modeling Describes Variation in Tibia and Femur Surface
Geometry between Control and Incidence Groups from the Osteoarthritis Initiative
Database. Journal of Biomechanics 43(9), 1780–6 (2010)

6. Bryan, R., Mohan, P.S., Hopkins, A., Galloway, F., Taylor, M., Nair, P.B.: Statis-
tical Modelling of the Whole Human Femur Incorporating Geometric and Material
Properties. Medical Engineering & Physics 32(1), 57–65 (2010)

7. Cachier, P., Bardinet, E., Dormont, D., Pennec, X., Ayache, N.: Iconic Feature
Based Nonrigid Registration: the PASHA Algorithm. Computer Vision and Image
Understanding 89, 272–298 (2003)

8. Ciarelli, M.J., Goldstein, S.A., Kuhn, J.L., Cody, D.D., Brown, M.B.: Evaluation
of Orthogonal Mechanical Properties and Density of Human Trabecular Bone from
the Major Metaphyseal Regions with Materials Testing and Computed Tomogra-
phy. Journal of Orthopaedic Research 9(5), 674–82 (1991)

9. Cootes, T., Taylor, C., Cooper, D., Graham, J.: Active Shape Models - Their
Training and Application. Computer Vision and Image Understanding 61(1), 38–
59 (1995)

10. Cootes, T.F., Taylor, C.J.: Statistical Models of Appearance for Medical Image
Analysis and Computer Vision. In: SPIE Medical Imaging. pp. 236–248. Spie (2001)

11. Goodall, C.: Procrustes Methods in the Statistical Analysis of Shape. Journal of
the Royal Statistic society. Series B (Methodological) 53(2), 285–339 (1991)

12. Helgason, B., Perilli, E., Schileo, E., Taddei, F., Brynjólfsson, S., Viceconti, M.:
Mathematical Relationships between Bone Density and Mechanical Properties: A
Literature Review. Clinical Biomechanics 23(2), 135–46 (2008)

13. Helgason, B., Taddei, F., Pálsson, H., Schileo, E., Cristofolini, L., Viceconti, M.,
Brynjólfsson, S.: A Modified Method for Assigning Material Properties to FE Mod-
els of Bones. Medical Engineering & Physics 30(4), 444–53 (2008)

14. Hraiech, N.: Mesh Morphing and Shape Indexing in Human Femur Modeling Ap-
plications. Ph.D. thesis (2010)

15. Hraiech, N., Taddei, F., Malvesin, E., Rochette, M., Viceconti, M.: Fast 3D Mesh
Generation of Femur Based on Planar Parameterization and Morphing. In: 5th
IEEE International Symposium on Biomedical Imaging: From Nano to Macro. pp.
1561–1564. No. 3 (2008)

16. Keyak, J., Falkinstein, Y.: Comparison of In Situ and In Vitro CT Scan-based
Finite Element Model Predictions of Proximal Femoral Fracture Load. Medical
Engineering & Physics 25(9), 781–787 (2003)

17. Lorensen, W.E., Cline, H.E.: Marching Cubes: A High Resolution 3D Surface Con-
struction Algorithm. Computer Graphics 21(4), 163–169 (1987)

18. Paulsen, R.R., Baerentzen, J.A., Larsen, R.: Markov Random Field Surface Re-
construction. IEEE Transactions on Visualization and Computer Graphics 16(4),
636–46 (2010)
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