Nerve injury-induced neuropathic pain causes disinhibition of the anterior cingulate cortex
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Abstract

Neuropathic pain caused by peripheral nerve injury is a debilitating neurological condition of high clinical relevance. On the cellular level, the elevated pain sensitivity is induced by plasticity of neuronal function along the pain pathway. Changes in cortical areas involved in pain processing contribute to the development of neuropathic pain. Yet, it remains elusive which plasticity mechanisms occur in cortical circuits. We investigated the properties of neural networks in the anterior cingulate cortex (ACC), a brain region mediating affective responses to noxious stimuli. We performed multiple whole-cell recordings from neurons in layer 5 (L5) of the ACC of adult mice after chronic constriction injury of the sciatic nerve of the left hind paw and observed a striking loss of connections between excitatory and inhibitory neurons in both directions. In contrast, no significant changes in synaptic efficacy in the remaining connected pairs were found. These changes were reflected on the network level by a decrease in the mEPSCs and mIPSCs frequency. Additionally, nerve injury resulted in a potentiation of the intrinsic excitability of pyramidal neurons while the cellular properties of interneurons were unchanged. Our set of experimental parameters allowed constructing a neuronal network model of L5 in the ACC revealing that the modification of inhibitory connectivity had the most profound effect on increased network activity. Thus, our combined experimental and modelling approach suggests that cortical disinhibition is a fundamental pathological modification associated with peripheral nerve damage. These changes at the cortical network level might therefore contribute to the neuropathic pain condition.

1 Introduction

Understanding the cellular mechanisms of chronic pain is of high clinical importance, especially because there are no satisfactory treatment strategies for most chronic pain syndromes (Breivik et al. 2006). Tissue or nerve injury results in plastic changes in peripheral nociceptive nerve endings (peripheral sensitization), in the dorsal horn of the spinal cord (central sensitization), as well as in supraspinal and cortical areas including the somatosensory cortices, the prefrontal cortex, the insular cortex and the anterior cingulate cortex (ACC) (Saab 2012; Neugebauer et al. 2004). All of these changes contribute to increased pain sensitivity (Woolf and Salter 2000; Apkarian et al. 2009). It is hypothesized that chronic pain is a result of failure to reverse the long-term changes along the sensory pain pathways (Basbaum et al. 2009; Costigan et al. 2009).

The ACC is an important area for the interpretation and evaluation of the affective and emotional components of pain (Treede et al. 1999; Johansen et al. 2001; Qu et al. 2011). It sends prominent projections to other limbic areas (e.g. amygdala) and has widespread connections within the cortex (McDonald et al. 1996; Pandya et al. 1981; Devinsky and Morrell 1995). The ACC also projects to the periaqueductal grey, an area that plays an important role in descending modulation of pain (Wyss and Sripandikulchaisai 1984; Fields 2004). Accumulating evidence indicate that plasticity in the ACC is involved in the development of persistent pain (Zhuo 2008). Particularly, the influence of glutamatergic synaptic plasticity mechanisms in layer 2/3 (L2/3) of the ACC has been highlighted so far (Xu et al. 2008; Li et al. 2010).

Chronic neuropathic pain might also be associated with disinhibition of cortical circuits and impaired GABAergic neurotransmission (Ziemann et al. 1996; Lefaucheur et al. 2006).
A balance between cortical excitation and inhibition is essential for normal brain function and signal processing. Inhibitory interneurons in the cortex can strongly control the activity of excitatory neurons influencing the output of a cortical column (Murayama et al. 2009). The cortical disinhibition hypothesis in neuropathic pain is supported by clinical studies showing an analgesic effect of certain patterns of repetitive transcranial magnetic stimulation to the motor cortex that cause activation of inhibitory interneurons (Ziemann et al. 1996; Lefaucheur et al. 2006). This treatment might transiently restore defective intracortical inhibition. Furthermore, changes in GABA content have recently been described in the thalamus, anterior insula and ACC of chronic pain patients (Foerster et al. 2012; Henderson et al. 2013). Thus, disinhibition of cortical microcircuits might be a fundamental mechanism at the basis of pathological changes in the brain (Letzkus et al. 2011).

We investigated if nerve damage induced by chronic constriction injury (CCI) of the sciatic nerve, a well established model for neuropathic pain, caused changes in L5 of the ACC both at the cellular and the network level. We examined if nerve injury modified the intrinsic excitability of ACC neurons as well as the synaptic properties between locally connected neurons (Xu et al. 2008; Zhuo 2008). Furthermore, because postsynaptic dendritic spines on tuft dendrites of L5 pyramidal neurons in the somatosensory cortex are rapidly rewired following nerve injury (Kim and Nabekura 2011), we hypothesized that functional connectivity in the L5 ACC neuronal network might be affected by peripheral lesions. Finally, we constructed a model of the local microcircuit to study the effective input-output function of the pathologically modified network based on our experimental findings.

2 Materials and Methods

**Chronic constriction injury.** All experiments were approved by the veterinary office of the canton of Bern, Switzerland. Adult (8 - 12 weeks old), male, C57BL/6 mice were used for the experiments. Chronic constriction injury (CCI) followed the procedure by Bennett and Xie (Bennett and Xie 1988). Mice were anesthetized with isofluran, an incision was made in the left thigh and the sciatic nerve was exposed. Three loose ligatures 1 mm apart were then made around the nerve using 5-0 Sofsilk thread (US Surgical). The control group underwent sham surgery where the left sciatic nerve was exposed but not further manipulated. The incision was closed using 4-0 coated VICRYL rapid suture (Ethicon). The animals did not receive post-operative analgesics. A total of 120 animals (64 sham and 56 CCI) were used in the investigations.

**Electronic von Frey testing.** Mechanical allodynia was assessed using an Electronic von Frey anesthesiometer (IITC Life Science, CA, USA). Mice were placed individually in Plexiglas test compartments with a wire mesh bottom and allowed to habituate for ~30 min. The von Frey filament was applied to the midplantar surface of the hind-paw 6 times for each hind-paw per testing session.

**Brain slice preparation.** 7 - 14 days after surgery mice were anesthetized with isofluran and decapitated, the brain was quickly removed and transferred to ice cold oxygenated solution containing 65 mM NaCl, 2.5 mM KCl, 1.25 mM NaH2PO4, 25 mM NaHCO3, 7 mM MgCl2, 0.5 mM CaCl2, 25 mM glucose and 105 mM sucrose. 300 µm thick coronal
slices were cut from the tissue block with a vibratome (Microm) and kept in an artificial
cerebrospinal fluid (ACSF) containing 125 mM NaCl, 2.5 mM KCl, 1.25 mM NaH2PO4,
25 mM NaHCO3, 1 mM MgCl2, 2 mM CaCl2 and 25 mM glucose at 34 °C for 45 min
and then at room temperature until use. We made coronal slices from bregma 1.70 mm
to zero and recorded from neurons in the cingulate cortex, area 1 and 2 as defined by
(Paxinos and Watson 1997). All brain slices were prepared from mice that were also tested
for mechanical hyperalgesia.

**Electrophysiology and data analysis.** All experiments were performed at 34-37 °C. For
recording, slices were transferred to a recording chamber perfused with oxygenated ACSF
solution (same as above). Whole-cell recordings were made from L5 pyramidal neurons
and interneurons on the contralateral side of the nerve injury. Cells were identified using
infrared gradient contrast video microscopy. Recording electrodes with a resistance of
4-9 MΩ were made using borosilicate glass capillaries. Recordings were performed using
Dagan BVC-700A amplifiers (Dagan) and data was acquired with an ITC-16 board (Instrucheck) and using Igor software (Wavemetrics). The intracellular solution contained 130
mM potassium gluconate, 5 mM KCl, 10 mM HEPES, 10 mM sodium phosphocreatine,
4 mM Mg-ATP, 0.3 mM Na-GTP, and 0.2% biocytin (pH 7.3 with KOH). To find the
threshold for AP generation, the cells were depolarized by injection of 600 ms pulses of
increasing intensity (10 pA increments). The same protocol was used to determine the
ingering rate vs. current curves.

To determine the input resistance the cells were hyperpolarized by injection of a -300 pA
current pulse of 600 ms duration. The steady-state voltage deflection as a function of the
response to long-current injection was then fitted to the following quadratic equation:

\[ \Delta V = R_{N,0} \Delta I + C_{AR} \Delta I^2 \]  \hspace{1cm} (1)

where \( R_{N,0} \) is the slope of the curve at \( I = 0 \) (i.e., input resistance at resting membrane
potential) and CAR is the coefficient of anomalous rectification. Direct synaptic connec-
tions were examined by patching up to four cells simultaneously and eliciting short regular
trains (8 pulses) of precisely timed APs at 30 Hz followed by one AP 500 ms after the
initial AP in the burst in one cell while recording the activity in the other cells. The pro-
tocol was repeated 50 times at 0.1 Hz and the responses were averaged. When testing for
eccitatory connections the activity was recorded at the resting membrane potential, while
the cells were depolarized to -55 mV by injection of current when testing for inhibitory
connections. Miniature excitatory postsynaptic currents (mEPSCs) were recorded from
fast-spiking (FS) interneurons in voltage clamp at a membrane potential of -70 mV in the
presence of 1 μM tetrodotoxin (TTX) and 1 μM 4-[6-imino-3-(4-methoxyphenyl)pyridazin-
1-yl] butanoic acid hydrobromide (GABAzine).

Miniature inhibitory postsynaptic currents (mIPSCs) were recorded from pyramidal cells
clamped at a membrane voltage of -70 mV in the presence of 1 μM TTX, 10 μM 6-cyano-7-
nitroquinoxaline-2,3-dione (CNQX) and 50 μM D-(-)-2-Amino-5-phosphono-pentanoic acid
(APV) using an intracellular solution that changed the reversal potential for chloride to 0
mV. This intracellular solution contained 135 mM KCl, 10 mM HEPES, 10 mM sodium
phosphocreatine, 4 mM Mg-ATP, 0.3 mM Na-GTP, and 0.2% biocytin (pH 7.3 with KOH).
Electrophysiological data was analyzed using custom-written procedures in Igor Pro (Wave-
metrics). The short-term dynamics of postsynaptic potentials was analysed following the
Tsodyks-Markram-model (Tsodyks and Markram 1997). mEPSCs/mIPSCs were analysed
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using the Mini Analysis Program (Synaptosoft).

**Statistical analysis.** Statistical analysis was performed using unpaired two-sided Student’s t-test (for single comparisons), two-way ANOVA with Bonferroni’s post hoc test (for multiple comparisons), or Fisher’s exact test (for analysis of contingency tables). Statistical significance was asserted for P < 0.05. Data are presented as mean ± s.e.m.

**Model.** We consider a network composed of a pool E of \( N_E = 800 \) (excitatory) pyramidal neurons and a pool I of \( N_I = 200 \) (inhibitory) fast spiking interneurons (see Fig 4A) and propose here a simple mean field description. Let \( r_E \) (resp. \( r_I \)) denote the average firing rate of the excitatory (reps. inhibitory) neurons. Each neuron from the excitatory pool is connected with probability \( p_{EI} \) to an inhibitory neuron such that the expected number of connections from the excitatory pool to the inhibitory pool is given by \( p_{EI} N_E \). Similarly, \( p_{IE} \) denotes the connection probability from the pool I to the pool E. Finally, we assume that the pool E is recurrently connected with a connection probability of \( p_{EE} \). We further assume that synapses are depressing such that the effective connection strength between two pools is rate-dependent. Let \( w_{EI} = c_{EI} x_{EI} \) be the effective weight from the excitatory pool to the inhibitory pool and \( x_{EI} \) the expected resource variable (fraction of available vesicles) which depends on the presynaptic firing rate \( r_E \). Similarly, the effective weight from inhibitory neurons to excitatory neurons is given by \( w_{IE} = c_{IE} x_{IE} \) and finally the effective self-connection of the excitatory pool is given by (see below for the derivation of the constants \( c_{EI} \), \( c_{IE} \), \( c_{EE} \)). For a presynaptic (Poisson) rate \( r_a \), the dynamics of the average resource variable \( x_{ab} \) for synapses that connect pool \( a \) to pool \( b \) yields (Tsodyks and Markram 1997):

\[
\frac{dx_{ab}}{dt} = \frac{1 - x_{ab}}{\tau_{D,ab}} - u_{ab} x_{ab} r_a \quad (a, b) \in \{EI, IE, EE\}
\]

Let \( f_E(I) \) denotes the FI curve for pyramidal neurons (see Fig. 4B) and expressed as

\[
f_E(I) = \frac{f_{\text{max},E} h_E(I)}{\gamma_E + h_E(I)}
\]

where \( h_E(I) = \frac{1}{\gamma_E} \log (1 + \exp (\beta_E (I - \theta_E))) \) is a smooth piece-wise linear function. Note that a standard sigmoidal function does not reproduce well the data since the slope increases quickly and then decreases slowly. Similarly, let \( f_I(I) \) denote the FI curve for fast spiking neurons (see Fig. 4C). Since for this FI curve the saturation does not appear in the measured range, we assumed a maximal firing rate of \( f_{\text{max},I} = 400 \) Hz. The dynamics of the population of excitatory and inhibitory neurons can be written as

\[
\tau_E \dot{r}_E = -r_E + f_E(w_{EE} r_E - w_{IE} r_I + I_E)
\]

\[
\tau_I \dot{r}_I = -r_I + f_I(w_{EI} r_E)
\]

where \( \tau_E \) (resp. \( \tau_I \)) denotes the membrane time constant of the excitatory (reps. inhibitory) neurons, and \( I_E \) denotes the external current applied to the pool of excitatory neurons. Overall the dynamical system we are considering contains 5 differential equations: 2 for the pools of neurons (see Eqs. 4 and 5) and 3 for the dynamical synapses (see Eq. 2). All parameters (except \( N_E \) and \( N_I \)) were fit to the data by minimizing mean square errors.
Estimation of the effective weight. The simplest description of the membrane potential $v$ of the postsynaptic neuron is given by an integrate-and-fire (I&F) type of model:

$$\tau \dot{v} = -v + RI$$

(6)

where $\tau$ is the membrane time constant, $R$ the input resistance and $I$ the input current. Note that here we do not specify how the spiking occurs (e.g. there could be some noisy threshold). In fact, we will assume that spiking mechanism is such that it is consistent with the observed F-I curve (see Fig. 4A,B and Eq. (2)).

In the absence of short-term plasticity, a single presynaptic action potential at time $t_0$ acts as a Dirac input current $I(t) = q\delta(t - t_0)$ with an associated charge $q$. By using Eq. (6), this gives rise to a depolarization $\Delta v = \frac{Rq}{\tau}$. For a depressing synapse, the charge entering the postsynaptic cell is not constant but depends on the presynaptic spiking history. So this charge at a time of a spike $t$ is given by $q(t) = q_0ux(t)$ where $u$ is the utilization fraction and $x(t)$ is the fraction of the postsynaptic neuron is given by an integrate-and-fire (I&F) type of model:

$$S(t) = \sum_{t_f} \delta(t - t_f)$$

(7)

with $S(t) = \sum_{t_f} \delta(t - t_f)$ is the presynaptic delta spike train and $\epsilon$ is an arbitrary small positive constant (in order to respect causality. Under the assumption of Poisson firing with $r(t) = \langle S(t) \rangle$, the expected resource $\langle x \rangle$ (denoted as $x$ from now on) obeys the following dynamics:

$$\dot{x} = \frac{1 - x(t)}{\tau} - uR(x(t - \epsilon)\tau)$$

(8)

The expected stationary input current $I(t) = q_0ux(t)$ can be written as $I(t) = nR^{-1}A_{\max}\tau x(t) = w(t)r(t)$ where $n$ denotes the number of convergent inputs (all of them are assumed to have an average firing rate of $r$) and where we used the fact that the maximal EPSP amplitude $A_{\max}$ can be expressed as $A_{\max} = nRq_0u/\tau$ by using the above expressions for $\Delta v$ and $q(t)$. So the effective connection from population $a \in \{E,I\}$ to $b \in \{E,I\}$ is given by

$$w_{ab}(t) = p_{ab}N_aR_b^{-1}A_{ab}\tau x_{ab}(t) = : c_{ab}x(t)$$

(9)

Uncertainty estimation for the effective transfer function. In Fig. 4F, we show that the response of the excitatory neurons (when embedded in the network) respond stronger to an external input current in the CCI condition than in the sham condition. This is true for the average estimated parameters (dashed line in Fig 4F). However, it might be that the uncertainty in the measured parameters is so large that we can not substantiate the above claim. We want to show here that this is not the case.

Let $N = 1000$ be the total number of neurons considered and $\rho_E = 0.8$ be the fraction of pyramidal neurons and $(1-\rho_E)$ the fraction of interneurons. Let $\Theta = \{\Gamma_E, \Gamma_I, \Lambda_{EE}, \Lambda_{IE}, \Lambda_{EI}\}$ be the set of all parameters where $\Gamma_a = \{R_a, \tau_{m,a}, \psi_a\}$ denotes the set of parameters for the pool of neurons $a \in \{E,I\}$ and $\psi_{EE} = \{\beta_{EE}, \theta_{EE}, \gamma_{EE}, f_{\max,E}\}$ denotes the set of parameters for the FI curve of the pyramidal neurons and $\psi_I = \{\beta_I, \theta_I, \gamma_I, f_{\max,I}\}$ those for the interneurons. Let $\Lambda_{ab} = \{p_{ab}, \phi_{ab}\}$ denotes the set of parameters for the connection from pool $a$ to pool $b$ where $\phi_{AB} = (\tau_{D,ab}, u_{ab}, A_{ab})$ denote the STP parameters.
In order to show that the effective FI curve is different for the sham and CCI conditions, we generate thousand parameter sets for the sham condition, i.e. $\Theta^{\text{sham}}_i$, $i = 1, \ldots, 1000$ and thousand for the CCI condition: $\Theta^{\text{CCI}}_i$, $i = 1, \ldots, 1000$. We then calculate the effective FI curve for each of those parameter set and display the first and third quartile of the distribution over FI curves (see shaded area in Fig. 4F,G). How those parameter sets are generated is described in the following subsections:

FI curve ($\psi$): for both the pyramidal neuron ($a = E$) and the interneurons ($a = I$), we fitted the mean FI curve to get $\bar{\psi}_a^+$, the mean + s.e.m ($\psi^+_a$) as well as the mean - s.e.m. ($\bar{\psi}_a^-$). See Fig. 4B,C of the main text as well as Table 1. Sample FI curves are obtained by choosing the FI parameters $\psi_a$ as $\psi_a = [\epsilon]_+ (\psi^+_a - \bar{\psi}_a) + [-\epsilon]_+ (\bar{\psi}_a - \bar{\psi}_a)$ where $\epsilon$ is drawn from a Gaussian distribution, i.e. $\epsilon \sim \mathcal{N}(0,1)$ and $[x]_+$ denotes a linear rectification, i.e. when $x > 0$, $[x]_+ = x$, otherwise $[x]_+ = 0$.

STP parameters ($\phi$): the sampling of the STP parameters $\phi = (A, \tau_D, u)$ are done in the same way as for the FI curve since the uncertainty in each of those parameters are correlated, i.e. $\phi_{ab} = [\epsilon]_+ (\phi^+_{ab} - \bar{\phi}_{ab}) + [-\epsilon]_+ (\bar{\phi}_{ab} - \bar{\phi}_{ab})$ where $\epsilon$ is also drawn from a unit variance Gaussian distribution.

Connection probability ($p$): in the model we use the parameters $p_{EI}$, $p_{IE}$, and $p_{EE}$ which denote the probability to find a connection between a given population to another. The mean parameter is simply estimated as the empirical mean, i.e. $p = k/m$ where $k$ is the number of connections found and $m$ denotes the number of connections tested. Since the Beta distribution is the conjugate prior of the Bernoulli distribution, we can simply sample from a Beta distribution, i.e. $p \sim \text{Beta}(k, m - k)$.

All other (positive) parameters: all other parameters (i.e. $R$ and $\tau_m$) are sampled from a Gamma distribution since they are all positive. Since the mean of a Gamma distribution $\Gamma(k, \theta)$ is given by $\mu = k\theta$ and the variance by $\sigma^2 = k\theta^2$, we can invert those relations and obtain $k = \mu^2/\sigma^2$ and $\theta = \sigma^2/\mu$. Therefore, those positive parameters (i.e. $R, \tau_m$) are individually sampled from $\Gamma(\mu^2/\sigma^2, \sigma^2/\mu)$ where $\mu$ denotes the empirical mean of that parameter and $\sigma^2$ its empirical variance.

**Effect of each model parameter.** The Fig. 5A,B describe the effect of each model parameter. We grouped some parameters together (e.g. the parameters describing the FI curve ($\psi$) or the short-term plasticity parameters ($\phi$)) since they are simultaneously estimated from a set of measurements thereby inducing correlations. Let $\mathcal{F}(\Theta)$ denote the firing rate of the excitatory neurons (when embedded in the network) for a given parameter set $\Theta$ and for a given input current $I$. The relative effect $\Delta(q, I)$ of a given parameter (or group of parameters) $q$ for a given input current $I$ is estimated as

$$\Delta(q, I) = \frac{\mathcal{F}(\Theta^{\text{sham}\setminus q}_I, I) - \mathcal{F}(\Theta^{\text{sham}}, I)}{\mathcal{F}(\Theta^{\text{CCI}}, I) - \mathcal{F}(\Theta^{\text{sham}}, I)}$$

(10)

where $\Theta^{\text{sham}\setminus q}$ denotes the sham parameter set with parameter $q$ being replaced by the corresponding one from the CCI data set. The relative effect of each parameter is displayed on Fig. 5A for an input current of 300 pA and in Fig. 5B for 150 pA. Error bars are obtained by generating hundred parameter sets $\Theta^{\text{sham}\setminus q}$ where the parameter $q$ is taken from its CCI.
distribution (see above). The error bar denote the first and third quartile of the obtained distribution over $\Delta$.

3 Results

*Intrinsic excitability is increased in L5 pyramidal neurons after chronic constriction injury of the sciatic nerve.* In order to evaluate if peripheral nerve damage caused changes in the L5 neuronal network of the ACC, we injured the left sciatic nerve by CCI surgery in adult mice. To follow the development of mechanical pain sensitivity we performed electronic von Frey testing twice before the surgery and on day 3 and 6 after surgery (Fig. 1). CCI operated mice showed a significantly lower mechanical withdrawal threshold on their left hind paw compared to their right hind paw on day 3 and 6, indicating that the animals had developed mechanical hyperalgesia (Bennett and Xie 1988). In contrast, animals that had undergone sham surgery did not develop mechanical sensitisation.

To investigate if CCI surgery changed the intrinsic excitability of L5 pyramidal neurons in the contralateral ACC we compared the current threshold for the generation of action potentials (APs) in cells from sham and CCI animals. L5 pyramidal neurons in slices from CCI animals had a significantly lower AP threshold than cells in slices taken from sham animals (sham: 143.45 ± 5.21 pA, n = 168; CCI: 125.33 ± 6.01 pA, n = 135, p < 0.05, Fig. 2A-D). This change in AP threshold was accompanied by a significant increase in the input resistance in CCI as compared to sham animals (sham: 56.85 ± 2.39 M$\Omega$, n = 167; CCI: 67.06 ± 3.48 M$\Omega$, n = 134, p < 0.05, Fig. 2E). CCI surgery did not affect the resting membrane potential $V_m$ (sham: -67.13 ± 0.35 mV, n = 168; CCI: -66.65 ± 0.46 mV, n = 135, p = 0.4, Fig. 2F). We also compared input-output curves and found that CCI surgery induced a left-shift in the input current to AP frequency output curves (F-I curves) with a significantly increased firing rate over a wide range of current injections (Fig.2H). Moreover, the two first APs in a spike train (elicited by 150 pA current injection) discharged at a higher frequency in cells from CCI animals (sham: 28.85 ± 2.83 Hz, n = 90; CCI: 40.70 ± 4.60 Hz, n = 86; p < 0.05; Fig.2G).

We also investigated if CCI surgery affected the excitability of inhibitory interneurons in L5 of the ACC. The vast majority (> 90%) of interneurons we recorded were FS interneurons (Fig.3A-B). There was no difference between the current threshold for AP generation in FS interneurons from sham and CCI animals (sham: 261.82 ± 18.35 pA, n = 44; CCI: 253.13 ± 19.89 pA, n = 32, p = 0.75; Fig. 3C), nor in the resting membrane potential (sham: -65.65 ± 0.80 mV, n = 44; CCI: -66.78 ± 0.90 mV, p = 0.35 Fig. 3D). The F-I curves in the two conditions were also similar (Fig. 3E).

*CCI causes loss of synaptic connections between pyramidal neurons and FS interneurons.* It has not been investigated so far how functional connectivity in a local cortical microcircuit is affected by peripheral lesion. To investigate if CCI surgery induced circuit rewiring and changes in synaptic properties in L5 of the ACC we performed whole-cell current clamp recordings from up to four neurons simultaneously (Fig. 4A, C). Cells were in close proximity with a maximum distance of 100 $\mu$m. We induced a burst of 8 APs at 30 Hz followed by one AP 500 ms after the initial AP in the burst in one cell and recorded the synaptic responses (EPSPs or IPSPs) in the other cells (Figs. 4, 5) (Tsodyks and Markram
Similar to the medial prefrontal cortex (mPFC) (Rinaldi et al. 2008), connections between L5 pyramidal cells in the ACC were very sparse. In sham animals we found only 5 connections out of 247 tested pairs (2.02%). Similarly, in CCI animals we found 4 connections out of 161 tested pairs (2.48%; Fig. 4B and E). Connections between pyramidal cells and FS interneurons were encountered more frequently. Strikingly, we found a large reduction in the connection probability from pyramidal cells to FS interneurons after CCI surgery. In sham animals 22 out of 81 tested pairs were connected (27.16 %), while only 10 out of 76 pairs were connected in CCI animals (13.16 %, p < 0.05, Fisher’s exact test; Fig. 4D, E). The average distance between all tested pyramidal cell and FS interneuron was 50.34 ± 2.56 µm in sham animals and 54.98 ± 2.72 µm in CCI animals (p = 0.217). However, when we encountered a connection from a pyramidal cell to a FS interneuron the cells were in closer proximity in sham animals (47.26 ± 4.23 µm, n = 22) than in CCI animals (68.74 ± 7.97 µm, n = 10, p < 0.05). This finding might indicate that specifically the synapses between cells that lie close to each other were lost after CCI surgery. This might reflect structural modifications in a cortical microcolumn.

Similarly, connections from FS interneurons to pyramidal cells were also decreased in CCI animals. In sham animals, 17 out of 71 tested pairs were connected (23.94 %), while in CCI animals we found only 6 connections in 71 tested pairs (8.45 %, p < 0.05, Fisher’s exact test; Fig. 4D and E). The average distance between all tested FS interneurons and pyramidal cells was 52.10 ± 7.72 µm in sham animals and 56.80 ± 3.02 µm in CCI animals (p = 0.25) The distance between connected pairs was not significantly different in the two conditions (sham: 51.21 ± 4.97 µm, n = 17; CCI: 60.21 ± 11.13 µm, n = 6, p = 0.4).

Pyramidal cells and FS interneurons were often reciprocally innervated. In both conditions, CCI and sham, a FS interneuron connected to a pyramidal cell had a ∼50 % chance for being targeted by the same pyramidal neuron. The spatial distribution of reciprocally connected cells appeared to be similar to the non-reciprocally connected cells after CCI surgery.

We further analyzed the connected pairs to see if CCI surgery induced any changes in the synaptic properties (Fig. 5). We found no significant difference between the EPSP and IPSP amplitudes of either pyramidal cell -pyramidal cell connections, pyramidal cell - FS interneuron connections or FS interneuron - pyramidal cell connections. Furthermore, the paired-pulse ratio as well as the synaptic depression dynamics to multiple stimulations was not significantly different in the two conditions (Fig. 5).

The loss of unitary synaptic connections found by mapping connection probability in L5 of ACC might only represent a fraction of the synaptic drive onto cells in this layer. In order to investigate if there was a more global reduction in the amount of incoming excitatory signals to the FS interneurons we recorded miniature EPSPs (mEPSCs) from FS interneurons in L5 of the ACC in the presence of 1 µM TTX and 1 µM GABAzine. In FS interneurons from sham animals we found an average mEPSC frequency of 9.63 ± 0.85 Hz (n = 11). The mEPSC frequency in interneurons from CCI animals was significantly reduced compared to sham animals with an average mEPSC frequency of 6.59 ± 0.64 Hz (n = 9, p < 0.05, Fig. 6A-C). We found no change in the mEPSC amplitude (sham: 26.32 ± 2.31 pA, CCI: 24.44 ± 1.50 pA, p = 0.52, Fig. 6D and E) or the mEPSP ki-
netics (data not shown). We also investigated the overall incoming inhibitory events onto pyramidal neurons by recording miniature IPSCs (mIPSCs) from pyramidal neurons in L5 of the ACC in the presence of 1 µM TTX, 10 µM CNQX and 50 µM APV. In pyramidal neurons from sham animals the mIPSC frequency was 4.55 ± 0.66 Hz (n = 7). The mIPSC frequency in CCI animals was significantly lower (2.20 ± 0.28 Hz, n = 9, p < 0.01, Fig. 6F-H). The mIPSC amplitudes were not significantly different between the two conditions (sham: 27.62 ± 1.67 pA, CCI: 29.36 ± 3.28 pA, p = 0.64, Fig. 6I,J). The measured relative reduction in mEPSC and mIPSC frequency of 32 % and 52 % respectively correlated well with the estimated reduction of unitary connectivity of 52 % from pyramidal neurons to FS interneurons and 65 % from FS interneurons to pyramidal neurons. The slight underestimation of the loss of connectivity by the frequency measurements suggests that inputs from other layers might be less affected by synaptic remodelling. In conclusion, these results independently confirmed the loss of connectivity between pyramidal and inhibitory neurons in both directions without a change in synaptic properties in L5 of ACC.

Model of the L5 ACC network. The measured data was complete to reconstruct the local L5 ACC network in a model of recurrently connected pyramidal and FS interneurons (Fig. 7A). For both conditions we fitted the F-I curves and the neuronal dynamics for the pyramidal and FS interneurons (Fig. 7B,C), together with the short-term depression of the 3 types of synaptic connections (Fig. 5). When embedded in the ACC network, the model-pyramidal neurons in the sham condition responded to a constant baseline input current of 200 pA with a low firing rate (1.7 Hz) whereas in the CCI condition the firing rate to the same baseline input current was more than four times larger (7.5 Hz; Fig. 7D). An additional step input current of 100 pA above baseline to the network for 1 s (giving a total of 300 pA) led to a transient disinhibition due to the depressing synapses of the inhibitory loop and eventually to a much higher firing rate of the model-pyramidal neurons in the CCI condition (17.2 Hz) than for the sham condition (3 Hz). Consistently with the suppressed inhibitory loop, the stationary firing rate of inhibitory neurons is reduced in the CCI condition (see Fig. 7E). These steady state firing rates as a function of the step input currents are captured by the effective F-I curves which took the effect of the entire network into account (Fig. 7F,G). The effective F-I curve of the model-pyramidal neurons in the CCI condition was strongly shifted to the left indicating increased excitability of the network.

To identify the effect of the various network parameters, we quantified the change in the effective firing rate when changing in the sham condition one single parameter to the CCI condition (Fig. 8A). With an external input current of 300 pA the strongest effect was exerted by the reduced connection probability from the FS interneuron to the pyramidal neurons (p_{IE}), suggesting that the structural plasticity resulting in cortical disinhibition is a key component for increased excitability of the ACC after nerve injury. For smaller external input currents (< 200 pA), the effective F-I curve becomes equally sensitive to the synaptic connectivity from the pyramidal neurons to the interneurons as well as to the short-term plasticity parameters of the connections form the pyramidal to fast spiking cells (Fig. 8B). Thus, for small input current no single parameter could account exclusively for the increased excitability of the model network but for stronger input currents the increased excitability is mainly due to the reduced connection probability from FS interneurons to pyramidal cells.
4 Discussion

Our results indicate that sciatic nerve injury that causes the development of neuropathic pain results in structural modification of the local microcircuitry in L5 of the ACC. Particularly, the loss of inhibitory synapses onto excitatory pyramidal neurons and the loss of the excitatory drive onto inhibitory FS interneurons is striking. These structural changes suggest that the cortical network is disinhibited. A balanced excitation-to-inhibition ratio is critical for information processing and the activity state of neuronal networks. Thus, a loss of connectivity between excitatory and inhibitory neurons could have large effects on circuit behaviour and might explain the increased activity observed in the ACC in patients with nerve injury (Hsieh et al. 1995).

Model of the L5 ACC network. A model of the L5 ACC network corroborated the hypothesis that the loss of connectivity results in disinhibition of the local microcircuit. Our network model is completely based on the experimentally acquired parameters of the cellular and synaptic properties and contains no further assumptions, except on the total number of neurons (N=1000) and the ratio of excitatory and inhibitory cells (0.8). It represents the first attempt to integrate the various plasticity mechanisms induced by nerve injury in ACC and to predict the resulting local network dynamics. The model analysis allowed to quantify the contribution of the individual changes on the overall network effect. Changing the inhibitory-to-excitatory connection probability in the sham model to the CCI value resulted in the largest modification in network excitability. Thus, our model suggests that the loss of inhibitory synapses might have a much larger effect on the network dynamics than the loss of excitatory synapses.

Disinhibition in neuropathic pain. Clinical studies have suggested that complex regional pain syndrome type I (Lenz et al. 2011), neuropathic pain caused by diabetes mellitus (Turgut and Altun 2009) or nerve lesions (Lefaucheur et al. 2006) and migraine (Valeriani et al. 2005) induce cortical disinhibition. Preclinical animal models show that altered inhibitory neurotransmission in the dorsal horn of the spinal cord contributes to pathological pain states (Zeilhofer et al. 2012). A loss in synaptic inhibition onto projecting neurons in the dorsal horn has been implicated in the development of inflammatory pain (Knabl et al. 2008). The cellular mechanisms for spinal disinhibition are explained by changes in the intracellular chloride concentration of projecting neurons due to a reduction in the expression of the potassium-chloride exporter KCC2 (Coull et al. 2003), a decrease in GABA release probability or the decrease in the concentration of the GABA synthesizing enzyme glutamic acid decarboxylase (Moore et al. 2002). In the somatosensory cortex, nerve injury results in an increased activity of GABAergic interneurons due to increased thalamic drive, which is nevertheless ineffective because of a change in KCC2 expression in excitatory pyramidal neurons (Eto et al. 2012). Thus, disinhibition of pain circuits appears to be a fundamental mechanism in the development of chronic pain.

Cellular mechanisms for the loss of connectivity. The precise cellular mechanisms underlying the marked reduction in connectivity after nerve injury remain to be elucidated. Especially, the signalling cascades involved in inhibitory plasticity are not well established (Kullmann et al. 2012; Sieber et al. 2013). Spine and bouton motility is regulated by sensory experience and can occur rapidly in cortical networks (Le Bé and Markram 2006).
Such a structural remodelling can either lead to the stabilization or destabilization of synaptic connections depending on the activity patterns (Kasai et al. 2010). The induction of long-term depression (LTD) for example can lead to the retraction of synaptic connections (Nägerl et al. 2004; Zhou et al. 2004).

On the network level, the properties of local intracortical inhibitory circuits can be modified by altered sensory experience (Chen et al. 2011; Chen et al. 2012). Whisker deprivation results in cortical disinhibition gating the induction of long-term potentiation (LTP) at synapses from surround whiskers onto cells responsive for the principle whisker (Gambino and Holtmaat 2012). In the visual cortex, removal of visual input correlates with a rapid and long lasting reduction in the number of dendritic spines and axonal boutons on inhibitory neurons (Keck et al. 2011). Furthermore, nerve injury causes an increase in dendritic complexity and spine density in basal dendrites in L2/3 of the mPFC (Metz et al. 2009). Dendritic branches of cortical interneurons are particularly dynamic, undergoing a range of structural changes over short time-scales, even in the absence of sensory stimulation (Lee et al. 2005). Thus peripheral nerve damage might promote such mechanisms.

Plasticity of intrinsic excitability and synaptic strength. We also find that nerve injury causes potentiation of intrinsic excitability in L5 pyramidal neurons in the ACC. LTP of intrinsic excitability can be induced experimentally in naïve animals by high-frequency stimulation (Cudmore and Turrigiano 2004). It is possible that this form of plasticity occurs as a result of increased activity in the ACC that is caused by enhanced afferent input after nerve injury. In contrast, the AP current threshold of L2/3 pyramidal cells in the ACC is not altered, but a subclass of cells shows a higher initial spike frequency (Cao et al. 2009). Similarly, nerve injury does not change the excitability of L2/3 neurons in the prelimbic area of the mPFC (Metz et al. 2009). Thus, changes in intrinsic excitability in response to nerve injury might be confined to pyramidal neurons of L5 in the ACC.

Several reports have demonstrated plasticity of synaptic transmission strength in the ACC in animal models of chronic pain, in contrast to the results presented here. In L2/3 pyramidal neurons of the ACC, both increased postsynaptic responsiveness and increased presynaptic transmitter release probability have been observed in mice with peripheral nerve ligation (Xu et al. 2008). Recently, protein kinase M zeta, a kinase responsible for maintaining late-phase LTP, has been suggested to maintain pain-induced plasticity in L2/3 pyramidal neurons of the ACC (Li et al. 2010). Blocking this kinase in the ACC can alleviate mechanical hyperalgesia to some extent. Furthermore, the decrease of synaptic strength in the form of LTD is also altered in the ACC during chronic pain conditions (Chiu et al. 2012; Wei et al. 1999; Kang et al. 2012).

Further experiments are required to determine the source of input to the ACC and the activity patterns that induce the described forms of plasticity. The changes in pyramidal neuron excitability and connectivity that we observe may be due to changes in thalamocortical rhythms. Studies of neuropathic pain in both humans and animals have established a relationship between pain and thalamocortical dysrhythmia (Shyu and Vogt 2009). The ACC receives thalamic input from the midline, mediodorsal and intralaminar thalamic nuclei (MITN), and altered activity in the MITN might induce plasticity in the ACC (Shyu and Vogt 2009). Another potential source of input is the primary somatosensory cortex
(SI), which is also modified in neuropathic pain. The activity in SI can strongly influences neuronal activity in the ACC (Eto et al. 2011). Thus, the cause and effect of the observed changes has to be determined for a better understanding of the development of neuropathic pain.

**Placement in the context of ACC function and clinical implications.** The ACC is of particular importance for the perception and evaluation of the unpleasantness of pain. It is an integral part of the limbic system and central for processing emotional aspects of pain (Vogt 2005). Patients with severe chronic pain that have undergone cingulumotomy report that they can still feel the noxious stimuli, but it is no longer particularly bothersome (Foltz and White 1962). Beyond the strong connectivity to other limbic areas, excitatory activity in the ACC produces facilitation of spinal nociceptive reflexes, likely conveyed through the periaqueductal grey and rostral ventral medulla (Calejesan et al. 2000). The ACC might therefore be part of a positive feedback control system that enhances nociceptive transmission in the spinal cord. Disinhibition and increased activity in the ACC could therefore facilitate increased pain transmission from subcortical regions.

The “pain matrix”, including the ACC, is consistently activated by acute experimental pain in control subjects. However, conflicting results exist on whether these areas are involved in pathological chronic pain syndromes. Several studies have failed to detect activation of the ACC during brush-evoked allodynia in neuropathic pain patients, but there are also studies that show the opposite (Moisset and Bouhassira 2007). Hsieh et al. conducted a positron emission tomography (PET) study of ongoing pain in patients with painful mononeuropathy using regional cerebral blood flow (rCBF) as a readout for neuronal activity (Hsieh et al. 1995). PET scans were acquired before and after regional nerve block with lidocaine. They observed decreased activity in the anterior insula, the posterior parietal cortex, the inferior and lateral prefrontal cortex and the ACC after lidocaine treatment, indicating that the initial levels of rCBF were abnormally high. No changes were observed in the somatosensory cortices. These data suggest that chronic continuous pain is primarily related to changes in areas involved in the affective and emotional dimension of pain rather than with the areas involved in the sensory components of pain processing. High neuronal activity in the ACC of neuropathic pain patients correspond well with our results in mice. In conclusion, we show that nerve injury causes changes in intrinsic excitability in L5 pyramidal neurons of the ACC and a loss of local bidirectional connections between pyramidal cells and FS interneurons, eventually resulting in cortical disinhibition. Yet, only the altered connectivity pattern has a significant effect on the network dynamics. We therefore suggest that these network changes are an important factor for the establishment of a “pain memory” in the ACC. Restoring normal activity in the ACC could therefore potentially remove the unpleasantness of pain (Qu et al. 2011; Johansen and Fields 2004). The new insights in ACC plasticity after nerve injury provided here may pave the way for new strategies to relieve chronic pain.
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Figure Legends

**Figure 1.** Average paw withdrawal thresholds in response to electronic von Frey filament testing. CCI animals developed mechanical hyperalgesia reflected in a decrease in the mechanical withdrawal threshold on the left (injured) side over time (red circles), while the withdrawal threshold on the right side did not change (red squares). Sham operated animals did not show any mechanical sensitization on either side (blue symbols). Error bars indicate S.E.M. n = 64 (sham) and 56 (CCI). ***p < 0.001.

**Figure 2.** Nerve injury increases the intrinsic excitability of L5 pyramidal neurons. (A) Reconstruction of biocytin-filled L5 pyramidal neuron. Examples of evoked responses elicited by 700 ms current injection of 90, 120 and 150 pA for sham (B) and CCI (C) condition. Average values for AP threshold (D), input resistance (E), and membrane potential (F) and the frequency of the two first APs in a spike train evoked by a 150 pA current injection (G) for the two conditions. (H) Average F-I curves for the two conditions. Statistical significance was determined by two-tailed Student’s t-test in (D-G) and by two-way ANOVA followed by Bonferroni’s post-hoc test in (H). Numbers in bar graphs indicate number of cells and error bars indicate S.E.M. * p < 0.05, ** p < 0.01, ***p < 0.001

**Figure 3.** Nerve injury does not change the intrinsic excitability of L5 fast-spiking interneurons. (A) Reconstruction of a biocytin-filled L5 interneuron. (B) Example of evoked response elicited by 700 ms current injection of 150 pA for the CCI condition. Magnification of a single AP is shown in the inset. Average values for AP threshold (C) and membrane potential (D) for the two conditions. (E) Average F-I curves for the two conditions. Statistical significance was determined by two-tailed Student’s t-test in C and D and by two-way ANOVA followed by Bonferroni’s post-hoc test in E. Numbers in bar graphs indicate number of cells and error bars indicate S.E.M.

**Figure 4.** Nerve injury changes neuronal connectivity pattern in L5 of the ACC. (A) Biocytin staining of pyramidal neurons. (B) Example voltage traces showing presynaptic and postsynaptic recordings for a pyramidal cell - pyramidal cell connection. (C) Biocytin staining of connected pyramidal cell and FS interneuron. (D) Example voltage traces showing presynaptic and postsynaptic recordings for a pyramidal cell - FS interneuron connection (left) and FS interneuron - pyramidal cell connection (right). (E) Connectivity probability for pyramidal cell - pyramidal cell connections (left), pyramidal cell - FS interneuron connections (middle), and FS interneuron - pyramidal cell connections (right). * p < 0.05

**Figure 5.** Properties of unitary synaptic connections are not changed after nerve injury. (A) Summary of paired recordings from pyramidal to pyramidal neurons in L5 of ACC. A train of 8 APs (30 Hz) followed by one AP 500 ms later in a presynaptic pyramidal neuron resulted in corresponding EPSPs in the postsynaptic pyramidal neuron. The average postsynaptic response in the sham condition is shown in blue (middle traces) and in the CCI condition in red (lower traces). Traces from individual experiments are shown in grey. (B) Summary of paired recordings from pyramidal cells to FS interneurons and the corresponding responses to the standard AP pattern. (C) Same as in (B) for FS interneuron to pyramidal cell connection. (D) Average peak EPSP amplitudes for the
pyramidal cell to pyramidal cell connection as a function of EPSP number. Solid lines represent fits to the average and shaded areas represent fits to ± s.e.m according to the Tsodyks-Markram-model. (E) Average peak EPSP amplitudes for the pyramidal cell to FS interneuron connection as a function of EPSP number. (F) Average peak IPSP amplitudes for the FS interneuron to pyramidal cell connection as a function of IPSP number. (G-I) Averaged amplitude of the first postsynaptic potential and paired-pulse ratio (PPR) for the different conditions indicating that the unitary connection efficacy was not changed by CCI surgery. Error bars indicate S.E.M.

**Figure 6.** Frequency of mEPSCs and mIPSCs is reduced after nerve injury. (A) Example traces showing mEPSCs recorded in FS interneurons in L5 of ACC for sham (left) and CCI (right). Average mEPSCs are shown above the traces. (B) Cumulative probability plot for the interevent interval for mEPSCs. (C) Average mEPSC frequency for the two conditions. (D) Cumulative probability plot for mEPSC amplitudes. (E) Average mEPSC amplitude for the two conditions. (F) Example traces showing mIPSCs recorded in pyramidal neurons in L5 of ACC for sham (left) and CCI (right). Average mIPSCs are shown above the traces. (G) Cumulative probability plot for the interevent interval for mIPSCs. (H) Average mIPSC frequency for the two conditions. (I) Cumulative probability plot for mIPSC amplitudes. (J) Average mIPSC amplitude for the two conditions. Numbers in bar graphs indicate number of cells and error bars indicate S.E.M. * p < 0.05, ** p < 0.01.

**Figure 7.** Model of L5 ACC. (A) Network architecture. (B) and (C) Calibration of the Model. (B) F-I curve for pyramidal neuron (C) F-I curve for FS interneurons in sham (blue) and CCI (red) conditions. The average FI curve from the data (large disks) is fitted with the model (solid line). ± s.e.m of the data (small disks) are also fitted with the model (shaded area). (D) and (E). Response of the network ((D) excitatory neurons, (E) inhibitory neurons) to step current in the pool of excitatory neurons for the sham condition (blue) and for the CCI condition (red) (F) an (G). Stationary network response ((F) excitatory neurons, (G) inhibitory neurons) to a given excitatory current for the sham condition (blue) and for the CCI condition (red). The dashed line denotes the effective transfer function for the mean parameters. The solid line corresponds to the median and the shaded area to the interval between the first and third quartile when the parameters are sampled consistently with the uncertainty of the mean (see Materials and Methods). Inset: distribution of responses at 300 pA.

**Figure 8.** Loss of connectivity is the most prominent factor for the transition from sham to CCI conditions. (A) Relative effect of the model parameters (or group of parameters) on the firing rate of the excitatory neurons for a given input current (300 pA). All the parameters are taken from the sham data set except the parameter under investigation which is taken from the CCI data set. See methods for a formal definition of this relative effect. (B) Same as in (A) for a given input current of I = 150 pA.
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### Table 1: Fitted parameters for the FI curves for excitatory neurons (E) and inhibitory neurons (I) in the sham and CCI conditions.

The mean (\(\bar{\psi}\)), mean ± s.e.m (\(\psi^+\)), mean - s.e.m (\(\psi^-\)) FI curves are fitted as well as the input resistance (\(R\)) and the membrane time constant (\(\tau_m\)). Numbers in parenthesis indicate s.e.m.

<table>
<thead>
<tr>
<th></th>
<th>(\beta \ [pA^{-1}])</th>
<th>(\theta \ [pA])</th>
<th>(\gamma \ [pA])</th>
<th>(f_{\text{max}} \ [Hz])</th>
<th>(R \ [M\Omega])</th>
<th>(\tau_m \ [ms])</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sham</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>(\psi^+_E)</td>
<td>0.0266</td>
<td>130</td>
<td>369</td>
<td>82.2</td>
<td>56.8 (±2.4)</td>
</tr>
<tr>
<td></td>
<td>(\bar{\psi}_E)</td>
<td>0.0261</td>
<td>137</td>
<td>355</td>
<td>79.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\psi^-_E)</td>
<td>0.0257</td>
<td>144</td>
<td>341</td>
<td>76.8</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>(\psi^+_I)</td>
<td>0.0108</td>
<td>534</td>
<td>36</td>
<td>400</td>
<td>49.4 (±2.9)</td>
</tr>
<tr>
<td></td>
<td>(\bar{\psi}_I)</td>
<td>0.0109</td>
<td>517</td>
<td>49</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\psi^-_I)</td>
<td>0.0111</td>
<td>507</td>
<td>62</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td><strong>CCI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>(\psi^+_E)</td>
<td>0.0225</td>
<td>135</td>
<td>231</td>
<td>71.9</td>
<td>67.1 (±3.5)</td>
</tr>
<tr>
<td></td>
<td>(\bar{\psi}_E)</td>
<td>0.0222</td>
<td>142</td>
<td>225</td>
<td>69.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\psi^-_E)</td>
<td>0.0221</td>
<td>148</td>
<td>220</td>
<td>67.3</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>(\psi^+_I)</td>
<td>0.0106</td>
<td>465</td>
<td>51</td>
<td>400</td>
<td>49.7 (±3.0)</td>
</tr>
<tr>
<td></td>
<td>(\bar{\psi}_I)</td>
<td>0.011</td>
<td>450</td>
<td>68</td>
<td>400</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\psi^-_I)</td>
<td>0.0118</td>
<td>434</td>
<td>88</td>
<td>400</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: Connectivity parameters. Fitted short-term plasticity parameters $\phi = (A, \tau_D, u)$ on the mean EPSP responses ($\bar{\phi}$), mean - s.e.m. ($\bar{\phi}^-$) and mean + s.e.m. ($\bar{\phi}^+$); data from Fig. 3D. The fitting is done for synapses from excitatory to inhibitory neurons (EI), from inhibitory neurons to excitatory neurons (IE) as well as the recurrent excitatory connections (EE) for both sham and CCI conditions. The last column denotes the connection probability.

<table>
<thead>
<tr>
<th></th>
<th>$A$ [mV]</th>
<th>$\tau_D$ [ms]</th>
<th>$u$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sham</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI</td>
<td>$\phi_{EI}^+$</td>
<td>6.52</td>
<td>265</td>
<td>0.219</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{EI}^-$</td>
<td>5.82</td>
<td>266</td>
<td>0.222</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{EI}$</td>
<td>5.12</td>
<td>269</td>
<td>0.227</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}^+$</td>
<td>0.77</td>
<td>74</td>
<td>0.436</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}^-$</td>
<td>0.97</td>
<td>80</td>
<td>0.463</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}$</td>
<td>1.17</td>
<td>83</td>
<td>0.482</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}^+$</td>
<td>0.56</td>
<td>52</td>
<td>0.4</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}^-$</td>
<td>1.03</td>
<td>84</td>
<td>0.18</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}$</td>
<td>2.23</td>
<td>234</td>
<td>0.068</td>
</tr>
<tr>
<td><strong>CCI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EI</td>
<td>$\phi_{EI}^+$</td>
<td>4.52</td>
<td>296</td>
<td>0.341</td>
</tr>
<tr>
<td>EI</td>
<td>$\phi_{EI}^-$</td>
<td>3.65</td>
<td>287</td>
<td>0.323</td>
</tr>
<tr>
<td>EI</td>
<td>$\phi_{EI}$</td>
<td>2.79</td>
<td>273</td>
<td>0.292</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}^+$</td>
<td>1.12</td>
<td>82</td>
<td>0.345</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}^-$</td>
<td>2.35</td>
<td>133</td>
<td>0.241</td>
</tr>
<tr>
<td>IE</td>
<td>$\phi_{IE}$</td>
<td>3.41</td>
<td>158</td>
<td>0.219</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}^+$</td>
<td>0.91</td>
<td>187</td>
<td>0.192</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}^-$</td>
<td>0.84</td>
<td>215</td>
<td>0.164</td>
</tr>
<tr>
<td>EE</td>
<td>$\phi_{EE}$</td>
<td>0.77</td>
<td>262</td>
<td>0.131</td>
</tr>
</tbody>
</table>