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Systematic reviews and meta-analyses allow for a more transparent and objective appraisal of the evidence. They may decrease the number of
false-negative results and prevent delays in the introduction of effective interventions into clinical practice. However, as for any other tool, their
misuse can result in severely misleading results. In this article, we discuss the main steps that should be taken when conducting systematic reviews
and meta-analyses, namely the preparation of a review protocol, identification of eligible trials, and data extraction, pooling of treatment effects
across trials, investigation of potential reasons for differences in treatment effects across trials, and complete reporting of the review methods and
findings. We also discuss common pitfalls that should be avoided, including the use of quality assessment tools to derive summary quality scores,
pooling of data across trials as if they belonged to a single large trial, and inappropriate uses of meta-regression that could result in misleading
estimates of treatment effects because of regression to the mean or the ecological fallacy. If conducted and reported properly, systematic
reviews and meta-analyses will increase our understanding of the strengths and weaknesses of the available evidence, which may eventually
facilitate clinical decision making.

Keywords Systematic review e Meta-analysis ® Research synthesis ® Random effects e Fixed effect ® Heterogeneity

Introduction

With the ever growing accumulation of evidence (Figure 1), it is
impossible to ongoingly identify, summarize, and properly interpret
the available evidence to support clinical decision making. Unsurpris-
ingly, the number of systematic reviews and meta-analyses as a means
of providing a clinically useful and reliable synthesis of the evidence
shows a near exponential growth since the beginning of the 1990s
(Figure 1). Although few would question the general usefulness of sys-
tematic reviews and meta-analyses, inappropriate conduct may
produce misleading results. In principle, systematic reviews are
studies of studies, with explicit methods to identify, select, critically
appraise, and summarize the results of all studies that are relevant
to a clearly defined question. The definition of a meta-analysis is
much narrower, referring to the statistical methods that are used
to combine the results from different studies." The objective of
this article is to present the main steps which should be taken (see
Box 1 for summary), and to discuss common pitfalls that should
be avoided (see Box 2 for summary), when conducting systematic
reviews and meta-analyses. We will give focus to systematic

reviews and meta-analyses of randomized clinical trials (RCTs).
However, most principles discussed in this article also apply to
systematic reviews and meta-analyses of other study types.

Review protocol

Just like for any other study type, a study protocol is considered
essential when conducting a systematic review. Reviewers should
fully report in a protocol the eligibility criteria, outcomes of interest,
and a strategy for data analysis, much in analogy to the protocol of a
randomized trial > However, it is important to stress that the
conduct of a systematic review is an iterative process and reviewers
may need to adapt their protocol accordingly. Such modifications are
considered acceptable, as long as the reviewers document them and
provide a clear rationale for them.® Such documentation helps
reviewers to keep track of important decisions when conducting
or updating reviews. A growing appeal has been seen in recent
years for the prospective registration of review protocols, and we
encourage reviewers to do 50.37° Such prospective registration
may avoid unplanned duplication of systematic reviews, and minimize
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Figure 1 Annual number of publications of randomized clinical
trials and meta-analyses indexed in PubMed. RCT: randomized
clinical trial.

Box1 Things to do in systematic reviews and
meta-analysis

e Write-up a review protocol

e Do trial selection and data extraction in duplicate and
independently by two or more reviewers

e Assess the methodological quality of trials included in the
systematic review

e Use appropriate methods to pool effect estimates from different
trials to preserve within-trial comparisons

e Estimate statistical heterogeneity

e Use a forest plot to display results

e Conduct stratified analyses to investigate whether treatment
effect estimates depend on specific trial characteristics

o Build funnel plots and conduct asymmetry tests to investigate
small-study effects

® Write-up the manuscript following recommendations of the
PRISMA statement

Box2 Things not to do in systematic reviews and
meta-analysis

e Do not use quality assessment tools to derive summary quality
scores

e Do not use tests of heterogeneity to decide whether fixed- or
random-effects models should be used in analysis

e Do not simply sum up across trials the number of events and the
number of patients within experimental and control groups as if
they belonged to a single large trial

e Do not pool risk differences without a strong rationale

e Do not use meta-regression to investigate the association
between baseline risk and treatment effect

e Do not investigate the association between treatment effect and
patient characteristics aggregated at trial level, such as mean age or
the percentage of females, in meta-regression

biases, for instance, due to selective reporting of outcomes, data
dredging, or non-publication. Different opportunities that allow
registration of protocols of systematic reviews, such as PROSPERO,
are currently available or underway.>~>

Literature search

Reviewers should aim at identifying as many eligible trials as possible.
Searching a single electronic database will not be enough in most
cases.® For a systematic review of RCTs, reviewers should at a
minimum conduct their searchin Medline, Embase, and the Cochrane
Collaboration’s Central Register of Controlled Trials. Subject-
specific databases could also be used to increase the sensitivity of
the search.” Whenever possible, reviewers should also use alterna-
tive methods, including screening the reference list of eligible trials,
searching clinical trial registers, searching conference proceedings,
and contacting experts in the field. Chapter 6 of the Cochrane Hand-
book for Systematic Reviews of Interventions (freely available on http
:Ihandbook.cochrane.org/) provides guidance on how to design and
conduct a proper literature search.

Search strategies for the identification of clinical studies of inter-
ventions commonly address three concepts: study design, interven-
tions, and patient populations. Box 3 shows an example of a search
strategy used to identify RCTs (study design, lines 1-20) comparing
early generation drug-eluting stents with bare-metal stents (interven-
tion, lines 21-28) in patients with ST-segment elevation myocardial
infarction (population, lines 29—36).2 Developing a search strategy is
iterative in nature. Good starting points for a search are the con-
trolled indexing terms found in the thesaurus of major databases,
such as the Medical Subject Headings tree in Medline and the
Emtreein Embase, complemented by terms used for indexing articles
already known to be eligible. Controlled terms will usually be com-
plemented by free text words, which can be identified by screening
title, abstract, keywords, and main body of text of already identified
articles and by using lists of synonyms provided by major databases.
As a rule of thumb based on the authors’ own experience, the pro-
portion of trials included in the review should be roughly 1-5% of
all references screened for inclusion. For example, ina recent system-
atic review on drug-eluting vs. bare-metal stents in patients with
ST-elevation myocardial infarction, we expected ~10-15 trials
and therefore anticipated to screen 300—600 references.?

In the first step, reviewers will typically screen titles and abstracts
to exclude only clearly ineligible references. In the second step, the
full text of remaining references will be examined to determine
eligibility. To minimize bias and error, two reviewers should inde-
pendently screen all references in duplicate, with disagreements
resolved by discussion or by having a third reviewer making the
final decision. If restricted resources do not allow for reference
screening in duplicate, one reviewer may screen all the references,
while the other reviewer screens a random sample.

Data extraction

Data extraction should always be performed in duplicate, with
disagreements resolved by consensus or involvement of the third
reviewer. To minimize potential errors, data should be extracted
on a standardized and piloted extraction form accompanied by
clear instructions on how each of the variables should be extracted.

Quality assessment

If the ‘raw material’ is flawed then the conclusions of systematic
reviews and meta-analyses cannot be trusted. Therefore, the
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Box 3

Medline
Step  Search strategy

1 randomized controlled trial.pt. Search terms for
2 controlled clinical trial.pt. ‘study design’
3 randomized controlled trial.sh.
4 random allocation.sh.
5 double blind method.sh.
6 single blind method.sh.
7 clinical trial.pt.
8 exp clinical trial/
9 (clin$ ad;j25 trial$).ti,ab.
10 ((singl$ OR doubl$ OR trebl$ OR tripl$)
adj25 (blind$ OR mask$)).ti,ab.
1" placebos.sh.
12 placebo$.ti,ab.
13 random$.ti,ab.
14 research design.sh.
15 comparative study.sh.
16 exp evaluation studies/
17 follow up studies.sh.
18 prospective studies.sh.
19 (control$ OR prospectiv$ OR
volunteer$).ti,ab.
20 OR/1-19
21 (sirolimus OR rapamycin OR [-2190A OR | Search terms for

2190A OR 12190A OR AY 22-989 OR AY
22 989 OR AY 22989 OR rapamune OR
SES OR DES).tw.

22 (paclitaxel OR anzatax OR NSC-125973 OR
NSC 125973 OR NSC125973 OR taxol
OR taxol A OR paxene OR praxel OR
7-epi-Taxol OR 7 epi Taxol OR onxol OR

‘intervention’

PES OR DES).tw
23 (bare-metal OR bare metal OR BMS).tw.
24 21 AND 23
25 22 AND 23
26 24 OR 25
27 exp drug-eluting stents/
28 26 AND 27
29 exp acute coronary syndrome/ Search terms for
30 exp myocardial Infarction/ ‘patient
31 (myocardial adj2 infarct*®).tw. population’
32 (st-segment OR st segment OR st-elevation
OR st elevation).tw.
33 (STEMI OR AMI).tw.
34 Primary angioplasty.tw.
35 Primary percutaneous coronary
intervention.tw.
36 OR/29-35
37 20 AND 28 AND 36

Search strategy adapted from Kalesan et al. (8). pt, publication type; sh, subject
heading; ti, title; ab, abstract; tw, text word; exp, explode.

methodological quality of eligible trials should always be assessed.
There is evidence indicating that inappropriate concealment of
allocation, lack of blinding of patient, therapists, or outcome asses-
sors, or analysis not according to the intention to treat principle
may bias trial results.”~'? Box 4 provides definitions of components

Box 4 Items for methodological assessment

Generation of allocation sequences

Adequate in preventing selection bias if sequences are unpredictable:
random numbers generated by computer, table of random numbers,
drawing of lots or envelopes, tossing a coin, shuffling cards, throwing
dice, etc.

Concealment of allocation sequences

Adequate in preventing selection bias if patients and investigators
enrolling patients cannot foresee assignment: a priori numbered or
coded drug containers of identical appearance prepared by an
independent pharmacy; central randomization (performed at a remote
site); sequentially numbered, sealed, opaque envelopes; etc.

Blind adjudication of events

Adequate in preventing detection bias if the adjudication of events used
in the analysis is performed by an independent external clinical events
committee that is not aware of which treatment patients were allocated
to. Blind adjudication of events is not necessary for overall mortality as
an outcome.

Intention to treat analysis

Adequate in preventing attrition bias if all patients randomized are
analysed in the group they were originally allocated to. In time-to-event
analyses, up to 10% loss to follow-up may be acceptable, provided that
the percentage of patients lost to follow-up is similar between groups,
and all randomized patients are initially included in the analysis and only
censored at the time they were lost to follow-up.

of methodological quality most relevant for cardiovascular trials.
Summary scores derived from quality assessment scales, such as
the frequently used Jadad scale,® should not be used, neither as a cri-
terion for inclusion in the meta-analysis nor for stratifying analyses,
since results may depend considerably on the scale used to assess
quality of trials."*"* In a study of 25 different scales used to assess
17 trials of low-molecular-weight heparin vs. standard heparin for
thromboprophylaxis, with some scales the relative risks of high-
quality trials were close to one and not statistically significant, indicat-
ing that low-molecular-weight heparins were not superior to stand-
ard heparin, whereas low-quality trials showed significantly better
protection with low-molecular-weight heparins. With other scales
the opposite was the case: high-quality trials suggested that
low-molecular-weight heparin were significantly superior to standard
heparin, whereas low-quality trials found no significant difference.” In
addition, potentially important associations between components of
methodological quality and estimates of treatment effects might be
missed if associations cancel each other out because of opposite
directions, or if they are diluted due to a large number of irrelevant
components assessed.'*'¢"7 Rather, analyses should be stratified by
individual components of methodological quality, such as concealment
of allocation (see Stratified analyses and meta-regression). Meta-
analyses should always be interpreted in the light of the methodological
quality of included trials and the results of analyses stratified by com-
ponents of methodological quality. The frequently recommended
Cochrane Risk of Bias tool includes the most important components
of methodological quality that should be addressed.®

Fixed- and random-effects models

Meta-analysis is simply a weighted average of estimates from different
trials. It makes intuitive sense that small trials estimate treatment
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effects less precisely than large trials. Therefore, statistical weights
used in a meta-analysis take into account the statistical precision of
each trial and give more weight to larger trials. Fixed-effect models
assume that there is only one common treatment effect, which is esti-
mated by each of the trials in the meta-analysis. The only source of
variation to take into account under this assumption is the statistical
imprecision of estimates of treatment effects from individual trials
and the weights assigned to each trial correspond to the inverse of
the variance of these estimates. Therefore, for trial i, the assigned
weight will be w = (1/var;), with var; = se,-z, where var; equals the
observed within-trial variance and se; the standard error of the esti-
mated treatment effect in trial i. Random-effects models do not
assume that there is one common treatment effect, but rather a
series of different treatment effects, and each of the included trials
may estimate a different treatment effect. Accordingly, two sources
of variation need to be taken into account under this assumption:
the already discussed statistical imprecision of individual trials as
expressed by the variance within trials and the variance between
trials, typically referred to as 77 (see Statistical heterogeneity
between trials). For trial i, the assigned weight will then be
w = (1/(var, + 7)). The less variation between trials, the lower
the between-trial variance 7%, and the closer pooled estimate and
corresponding confidence interval from random-effects models
will correspond to those from fixed-effect models. In the extreme
case of no variance between trials over and above of what would
be expected by chance, 7% will be 0 and results from random- and
fixed-effect models will be identical. Conversely, differences in
pooled estimates and widths of confidence intervals will increase as

between-trial variance 72 increases. A common misconception is

that random-effects models will always derive more conservative
estimates than fixed-effect models. Whenever 72 is different than
null, random-effects model will indeed derive more conservative
(i.e. wider) confidence intervals. However, since weights are more
similar across trials of different sizes in random effects when com-
pared with fixed-effect models,'” the pooled estimates from
random-effects models are more affected by small-study effects,
defined as biases due to publication bias or other methodological
problems commonly associated to small studies (see Funnel
plots)."” Accordingly, pooled estimates from fixed-effect models
will be more conservative, i.e. closer to the line of no difference, in
the presence of small-study effects. Figure 2 presents an extreme
example of a random-effects meta-analysis comparing intravenous
magnesium with placebo in patients with acute myocardial infarction,
which indicated a large effect of magnesium on overall mortality (rela-
tive risk 0.53, 95% confidence interval 0.38—0.75, left) despite the in-
clusion of the null result found in the mega-trial ISIS-4, which included
more than four times as many patients as all previous trials com-
bined.?® These results could be entirely explained by large benefits
erroneously found in small trials in the presence of moderate-
to-large heterogeneity (see Statistical heterogeneity). An inspection
of the size of the squares and the quantification of statistical weights
indicates that the small and moderately sized trials all received unduly
large weights, while the weight of ISIS-4 was a mere 17.7%. Converse-
ly, a fixed-effect model, which gave very little weight to the small and
moderately sized trials, but 92.8% to ISIS-4, yielded a clear-cut null-
result (relative risk 1.01, 95% confidence interval 0.95—1.06).>" This
example shows that reviewers should not mechanistically decide to
give preference to a random-effects model if moderate-to-large

Trial name N;nodfop;itz;ts RR (95% Cl) Random effects T Fixed-effect W
Morton 1984 76 0.45 (0.04, 4.76) » 19 01
Rasmussen 1986 270 0.39 (0.19, 0.81) { 54 —— 06
Smith 1986 400 0.29 (0.06, 1.36) e 39 _L 0.1
Abraham 1987 o4 0.96 (0.06, 14.9) : 15 01
Feldstedt 1988 298 1.23 (0.50, 3.04) :—i 8.1 - 0.4
Shechter 1989 115 0.11(001,081) —W—— 25 0.1
Ceremuzynski 1989 48 0.31(0.03, 2.74) — 22 — 0.1
Bertschat 1989 45 0.32 (0.01, 7.42) . 11 0.1
Singh 1990 151 0.54 (0.21, 1.38) *—f 7.7 — i 03
Pereira 1990 54 0.14(0.02,108) —W——— 25 01
Shechter 1991 169 0.15 (0.03, 0.65) —a— 42 _— 01
Golf 1991 56 0.55 (0.23, 1.33) —M 8.2 — 04
Thogersen 1991 252 0.47 (0.14, 1.52) —+ 58 - 0.2
LIMIT-2 1992 2316 0.76 (0.59, 0.99) 16.2 - i
Shechter 1995 215 0.24 (0.08, 0.68) —i— 6.7 _— 03
1S1S-4 1995 58 050 1.05 (1.00, 1.12) ) 17.7 . 92.8

I
Overall & 0.53 (0.38, 0.75) 1.01(0.96, 1.07)
(12=67, 2=0.17) '

T T T T T 1

0102 051 2 5 10

0102 051 2 5 10

Figure 2 Random- and fixed-effect meta-analyses comparing the effect of intravenous magnesium with placebo on overall mortality in patients
with acute myocardial infarction. RR: risk ratio; Cl: confidence interval. A risk ratio below 1 indicates that intravenous magnesium is better than

placebo.
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statistical heterogeneity is found, as is unfortunately the case in many
meta-analyses. Such an approach can yield completely misleading
results, particularly if reviewers do not carefully explore sources of
variation between trials in estimates of treatment effects (see Strati-
fied analyses and funnel plots). Rather, reviewers should decide a
priori which model to use in view of the considerations above, with
the understanding that random-effects models will only be truly
more conservative than fixed-effect models if statistical heterogen-
eity is present and small-study effects absent. On a related note,
different methods used to conduct random-effects meta-analysis
may yield pooled estimates of different magnitude and precision.
The DerSimonian & Laird estimator,”* the most commonly used
method for conducting random-effects meta-analysis, does not
take into consideration the uncertainty around 7% estimation and
may yield biased estimates with spuriously high precision. A recently
published article discusses other approaches that could be used
instead.”?

Pooling of binary data

Binary outcomes, as frequently reported in cardiology, should be
expressed as estimates of the relative risk, such as risk ratios, rate
ratios, hazard ratios, or odds ratios. To be amenable for pooling,
these estimates need to be log-transformed using the natural loga-
rithm so that their behaviour is additive and approximately follows
a normal distribution. An unfortunate error easily made when using
current software packages is to use untransformed estimates for
meta-analysis, for example, the risk ratio rather than the natural loga-
rithm of the risk ratio, in combination with appropriately calculated
standard errors. Reviewers should be careful with combining risk dif-
ferences in meta-analysis, since these are sensitive to variations of the
baseline risk.2**> In most clinical situations, it is reasonable, for
example, to assume that an intervention, which approximately
halves the risk of myocardialinfarction in a trial, which included a high-
risk population with an annual baseline risk of myocardial infarction of
10% in the control group, also halves the risk in a trial, which included
an average-risk population with a baseline risk of 1%. In both trials,
the relative risk will be ~0.5. Conversely, the risk difference will
be 5% in the first, but only 0.5% in the second trial. Obviously,
pooling risk differences of these two trials will introduce statistical
heterogeneity, whereas pooling relative risks will not. Accordingly,
numbers needed to treat, or numbers needed to harm, cannot be cal-
culated directly in a meta-analysis, but need to be derived indirectly
by applying the pooled relative risk reduction found in the
meta-analysis to the baseline risk relevant to specific groups of
pa‘cients.24

Example of inappropriate method
for pooling of trials

It may be tempting for some reviewers to simply sum up across trials
the number of events and the number of patients within experimental
and controlgroupsas if they belonged to a single large trial, and there-
after calculate a treatment effect estimate with 95% confidence inter-
val. Results of such an exercise will only be approximately correct and
correspond to results from a fixed-effect meta-analysis if all included
trials used 1: 1 randomization so that the numbers of patients allo-
cated to experimental and control group in each trial were near

identical. We advise against using this approach, since it can yield ser-
jously misleading results if some of the included trials had unequal
group sizes due to randomization ratios other than 1:1.2%%
Reviewers should instead first calculate treatment effect estimates
and respective standard errors for each single trial and subsequently
conductameta-analysis to derive an overall treatment effect estimate

and its 95% confidence interval as described above.

Meta-analysis using individual
patient data

Individual patient data (IPD) meta-analysis refers to the meta-analysis
of raw data of each individual patient from all trials included in the
review. The observations in a dataset used in an IPD meta-analysis
consists of individuals (or patients), whereas the dataset used inan ag-
gregate level meta-analysis consists of averaged treatment effect esti-
mates, such as odds ratios or differences in means. One of the main
advantages is the possibility to stratify analyses according to patient
characteristics, which cannot be properly done on an aggregate
level because of the ecological fallacy (see Stratified analyses and
meta-regression).”® A detailed discussion of IPD meta-analysis is
beyond the scope of the present tutorial; further information can

be found elsewhere.?>*°

Statistical heterogeneity

Statistical heterogeneity is defined as the variation of treatment effect
estimates between trials over and above of the variation expected by
chance alone. Heterogeneity will occur if there are characteristics
of patients, co-interventions or trials that act as effect modifiers
and influence treatment effects measured on a relative risk scale
(see Pooling of trials), and if these characteristics are unequally dis-
tributed across trials. The larger the degree of unexplained hetero-
geneity, the less confidence reviewers and readers should have into
a meta-analysis, irrespective of the model used (see Stratified
analyses, meta-regression, and funnel plots for ways of exploring
sources of heterogeneity).?!

The Q-statistic traditionally used to quantify heterogeneity is diffi-
cult to interpret as it depends on the number of trials included in the
meta-analysis and on the precision of these trials.>> The currently
most frequently used metrics are 1> and 7% I* ranges from 0 to
100% and quantifies the percentage of the variation of treatment
effect estimates between trials due to heterogeneity rather than
the play of chance. An I? of 40% indicates, for example, that 40% of
the observed variation between estimated treatment effects is due
to real heterogeneity, while 60% is due to chance. I? should be inter-
preted with care since it will be influenced by the precision of the
trials included in the meta-analysis: as the precision of trials increases
so does the 1%, irrespective of variation in estimates of treatment
effects.®? 72 is an estimate of between-trial variance measured on
the same scale as the within-trial variance var; = se;® referred to
above. Its interpretation will therefore depend on the type of esti-
mate used. Figure 3 presents guidance for the interpretation
of *and 7.
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High heterogeneity between trials

25% - -0.04
Low heterogeneity between trials

0% 0

Figure 3 Interpretation of statistical heterogeneity. The inter-
pretation of 72 only holds approximately for estimates of the rela-
tive risk (risk ratios, rate ratios, hazard ratios, or odds ratios),
while interpretation will be different for risk differences and for con-
tinuous outcomes measured on various scales.

Forest plots

As in any other area of quantitative research, visual inspection of the
data used for the analysis is paramount. A forest plot provides at a
glance a complete visual summary of results from individual trials
included in the meta-analysis. Figure 4A and B gives examples of two
forest plots with 11 trials each. The squares in the plots represent
the risk ratios estimated in each of the 11 trials, with the area of
each square proportional to the trial’s weight in the meta-analysis.
The vertical solid line at 1 represents the line of no difference
between experimental and control group. Squares to the left of the
line of no difference indicate that the experimental intervention is
better than the control intervention, squares to the right the oppos-
ite. The horizontal lines intersecting the squares represent the 95%
confidence intervals of the point estimate of individual trials. The
pooled estimate is plotted as a diamond, with the midpoints and
the dashed vertical line representing the point estimate and the
lateral points the confidence intervals of the pooled estimate.

A visual inspection of treatment effects displayed in a forest plot is
complementary to the formal quantification of heterogeneity described
above and often considerably more informative. Figure 4A (left) presents
a homogeneous random-effects meta-analysis of 11 trials to determine
the effect of streptokinase on overall mortality in patients with acute
myocardial infarction.*® The major feature of this forest plot is that
95% confidence intervals of all trials widely overlap, indicating that the
risk ratios of all trials are compatible with each other, and that 95% con-
fidence intervals of all trials include the pooled estimate shown as a
dashed red line. The residual variation in estimated treatment effects,
with three trials suggesting a reduction in the risk of death of 50%,
whereas another three trials indicate only a reduction of ~20%, is en-
tirely due to chance. Figure 4B (right) shows a moderately heteroge-
neous meta-analysis of 11 trials to determine the benefits of
acetylcysteine in reducing contrast-induced nephropathy in patients
undergoing angiography.34 Here, the mutual overlap of 95% confidence
intervals of some of the trials is minimal and the 95% confidence inter-
val of one of the trials barely includes the pooled estimate. The mod-
erate heterogeneity is also reflected by considerable discrepancies in

the magnitude and direction of estimated treatment effects, with four
trials suggesting an 80—90% decrease in the risk of nephropathy and
five trials suggestinga 20—30% increase. Accordingly, the most bene-
ficial risk ratios are ~10 times smaller than the least beneficial ones.
Note that the mere fact that estimated treatment effects lie on op-
posite sides of the line of no difference is not sufficient to suggest
heterogeneity. Schriger et al. have published recommendations
regarding what information reviewers should report in forest plots
sothat readers can properly interpret the results of a meta-analysis.>®

Stratified analyses and
meta-regression

Stratified analyses and meta-regression aim at determining whether
estimates of treatment effects are associated with methodological
or clinical characteristics of the trials included in the meta-analysis.
The higher statistical heterogeneity between trials the more
important these analyses become. A meta-analysis that ignores
moderate-to-large extents of heterogeneity is clinically misleading
and scientifically naive.*® Even if there is no or little statistical hetero-
geneity between trials, stratified analyses can yield valuable insights
into clinical or methodological sources of variation between trials."

Figure 5 shows the results of stratified analyses performed in a
meta-analysis comparing the effect of drug-eluting stents vs. bare-
metal stents on rates of target vessel revascularization in patients
with ST-segment elevation myocardial infarction.® The analysis was
stratified by four pre-specified trial characteristics: concealment of al-
location, blind adjudication of events, analysis according to the
intention-to-treat principle (see Box 4), and trial size. For each of
the characteristics, trials of higher methodological quality, such as
those with adequate concealment of allocation, were pooled separ-
ately from trials of lower methodological quality or unclear reporting
of the methodological item, using the same model as for the main
meta-analysis. All four stratified analyses are accompanied by a
P-value for interaction, which determines whether the differences
between strata may have occurred by chance alone or whether
there is evidence for effect modification, with an interaction
between-trial characteristic and estimate of treatment effect. For
the analysis stratified by concealment of allocation, for example,
the treatment effect estimated on a risk ratio scale was 0.58 in trials
with adequate concealment and 0.47 in trials with inadequate con-
cealment or unclear reporting. 95% confidence intervals of estimates
overlap considerably and the non-significant P-value for interaction
indicates that the probability that the observed difference between
strata or an even larger difference will have occurred by chance is
18%. Conversely, in the analysis stratified by trial size, the risk ratio
was 0.57 in large trials with 300 patients or more, but 0.36 in
smaller trials. The overlap of 95% confidence intervals was small
and the P-value for interaction significant (P < 0.05).

P-values for interaction are typically derived from random-effects
meta-regression, which takes into account both within-trial variance
of treatment effects and the residual between-trial heterogeneity,
which is not explained by the covariate in the model?” The
meta-regression models used in Figure 5 were all univariable, includ-
ing only one binary trial characteristic as independent variable, as re-
ferred to above. The model also allows the inclusion of continuous



Trial n/N
treatment

A 261264

B 25/112

C 37/352

D 4/52

E 4121

F 3/35

G 25/156

H 12/191
3/49

J 1713

K 5/32

Overall

(7= 0.0%,

P for heterogeneity = 0.96)

n/N
control

32/253

31/118

66/376

7/55

7121

4/29

50/159

17177

6/49

2112

5/26

RR (95% CI)

0.78 (0.48, 1.27)
0.85 (0.54, 1.34)
0.61 (0.42, 0.89)
0.60 (0.19, 1.94)
0.57 (0.20, 1.66)
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Figure 6 Funnel plots for definite stent thrombosis (A) and target vessel revascularization (B) with log of the risk ratio of individual trials on the
x-axis scattered against the corresponding standard error on the y-axis. The larger a trial, the more events accumulated, the smaller the standard
error as a measure of statistical precision. In the absence of bias, the scatter of trials should have the shape of an inverted funnel, with large trials
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and red dashed lines are corresponding 95% prediction intervals. The more the prediction line deviates from the vertical line, the more pronouncedis

asymmetry. P-values are from the Harbord test (adapted from Kalesan et al.?).
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covariates. However, it is problematic to include patient characteris-
tics aggregated at trial level, such as mean age or the percentage of
females, in the model, since this may produce wrong results due to
the ecological fallacy:*®3® real associations observed at patient level
may disappear or even be inversed at trial level, or spurious associa-
tions may be found that cannot be verified when analysing IPD.

Meta-regression is frequently used to determine whether esti-
mated treatment effects on a relative risk scale are associated with
the underlying baseline risk as measured by the event rate observed
in the control group. From a clinical viewpoint, baseline risk is an
appealing summary measure of the spectrum of disease severity, co-
morbid conditions, and risk factors observed in the different patient
populations and/or clinical settings of included trials. Unfortunately,
this approach is flawed and likely to produce misleading results in
most situations.>”*® When calculating an estimate of the relative
risk, the control group event rate is included in the denominator of
the estimate. As a special case of regression towards the mean,*'
the relative risk must therefore be associated with the control
group event rate: if random variation results in a high control group
event rate, then a treatment benefit will become more pronounced,
if chance results in a low control group event rate then the treatment
benefit will become less pronounced.®® In the absence of any true
association with the predicted risk of a future event in individual
patients, meta-regression models, which determine the association
of treatment effects with control group event rates, will therefore
always find that an observed benefit will be more pronounced in
trials with high control group event rates when compared with
trials with low control group event rates—a self-fulfilling prophecy.
There are no straightforward solutions to determine whether treat-
ment effects depend on the patients’ baseline risk using aggregate
data at a trial level. Only an analysis of IPD with interaction terms
between treatment effect and risk scores, such as the logistic Euro-
score,” to predict the risk of future events in individual patients
will provide clinically meaningful results.*

Funnel plots

The funnel plot is a scatter plot of treatment effects against standard
error as a measure of statistical precision. It is expected that treat-
ment effect estimates from smaller trials will scatter more widely in
this graph than those of larger trials due to chance. Thus, in the
absence of biases, we expect these plots to have the symmetrical
shape of an inverted funnel.** Deviations from this shape are indica-
tive of small-study effects: larger treatment benefits observed in
smaller trials are most likely due to publication bias, selective report-
ing of outcomes, and other biases commonly seen in small studies
with methodological limitations, or—rather exceptionally—due to
real clinical heterogeneity with more targeted patient selection or
better implementation of interventions in small when compared
to large trials.** Meta-regression models can be used to test the
funnel plot asymmetry.** Figure 6 shows examples of symmetrical
and asymmetrical funnel plots with P values of meta-regression
tests for asymmetry: in a meta-analysis comparing drug-eluting
stents with bare-metal stents in patients with ST-segment elevation
myocardial infarction the funnel plot was symmetrical for definite
stent thrombosis (Figure 6A, left), but clearly asymmetrical for the ef-
fectiveness outcome of target vessel revascularization (Figure 6B,

right).2 In this case, small-study effects such as detection and attrition
bias (see Box 4)12 likely distorted results for revascularization as a
major clinical outcome, but not for stent thrombosis as an infrequent-
ly occurring safety outcome of secondary importance.

Complete reporting

Obviously, authors should report all relevant steps taken in their sys-
tematic review and meta-analysis.*> Transparent and complete
reporting is crucial so that readers can understand the overall
quality of the review, properly interpret results, and replicate or
update the review. The Preferred Reporting Items for Systematic
Reviews and Meta-analyses (PRISMA) statement is a reporting guide-
line for systematic reviews and meta-analyses evaluating health-care
interventions.® Review authors should try to adhere as closely as pos-
sible to this guideline when preparing their manuscript.

Conclusions

Systematic reviews and meta-analyses allow for a more transparent
and objective appraisal of the evidence, which may eventually facili-
tate clinical decision making. They may decrease the number of false-
negative results and prevent delays in the introduction of effective
interventions into clinical practice. As for any other tool, their
misuse can result in severely misleading results. If conducted and
reported properly in accordance with the guidance provided in this
tutorial, systematic reviews and meta-analyses will increase our
understanding of the strengths and weaknesses of the available
evidence.
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