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We consider the weak formulation of a linear elliptic model problem with discontinuous Dirichlet bound-
ary conditions. Since such problems are typically not well defined in the standardH1−H1 setting we
introduce a suitable saddle point formulation in terms of weighted Sobolev spaces. Furthermore, we dis-
cuss the numerical solution of such problems. Specifically, we employ anhp-discontinuous Galerkin
method and derive (enhanced)L2-norm upper and local lowera posteriorierror bounds. Numerical ex-
periments demonstrate the effectiveness of the proposed error indicator in both theh- and thehp-version
setting. Indeed, in the latter case, exponential convergence of the error is attained as the mesh is adaptively
refined.
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1. Introduction

On a bounded polygonal domainΩ ⊂ R2 with straight edges and connected boundaryΓ = ∂Ω, we
consider the linear diffusion–reaction problem

−Δu + cu = f in Ω, (1.1)

u = g onΓ, (1.2)

wherec ∈ L∞(Ω) is a non-negative function,f ∈ L2(Ω) andg ∈ L2(Γ ) is a possibly discontinuous
function onΓ whose precise regularity will be specified later. Throughout the paper we shall use the
following notation. For a domainD ⊂ Rn (n = 1 or n = 2) we denote byL2(D) the space of all
square-integrable functions onD, with norm‖ ∙ ‖0,D. Furthermore, for an integerk ∈ N0, we letHk(D)
be the usual Sobolev space of orderk on D, with norm‖ ∙ ‖k,D and seminorm| ∙ |k,D. The spaceH̊1(Ω)
is defined as the subspace ofH1(Ω) consisting of functions with zero trace onΓ .

Several variational formulations for elliptic problems with discontinuous Dirichlet boundary condi-
tions exist. We mention thevery weak formulationwhich is to find a solutionu ∈ L2(Ω) such that

−
∫

Ω
uΔv dx +

∫

Ω
cuv dx =

∫

Ω
f v dx −

∫

Γ
g∇v ∙ n ds

c© The author 2011. Published by Oxford University Press on behalf of the Institute of Mathematics and its Applications. All rights reserved.
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for anyv ∈ H2(Ω) ∩ H̊1(Ω), wheren denotes the unit outward normal vector to the boundaryΓ . It is
based on twofold integration by parts of (1.1) and incorporates the Dirichlet boundary data in a natural
way. On the other hand, however, the numerical solution by means of a conforming finite element
discretization would require continuously differentiable test functions. In order to avoid this problem
the following saddle point formulation can be used (seeNečas, 1962): provided thatg ∈ H 1/2−ε(Γ ), for
someε ∈ [0, 1/2), find u ∈ H1−ε(Ω) with u|Γ = g such that

∫

Ω
∇u ∙ ∇v dx +

∫

Ω
cuv dx =

∫

Ω
f v dx (1.3)

for all v ∈ H1+ε(Ω)∩H̊1(Ω). We note that the bilinear form on the left-hand side is formally symmetric
and corresponds to the standard form for the Poisson equation. For results dealing with related finite
element approximations we refer toBabǔska(1971).

In the present paper a new variational formulation for (1.1)–(1.2) is presented and analysed. Here
the emphasis shall be on Dirichlet boundary conditions that may exhibit (isolated)discontinuitiesand
are essentially continuous otherwise. The formulation in this article is closely related to the saddle point
formulation (1.3), however, it features Sobolev spaces that describe the local singularities in the ana-
lytical solution resulting from the discontinuities in the boundary data in a more specific way. More
precisely,weightedSobolev spaces that have been used in the context of regularity statements for
second-order elliptic boundary value problems, see, e.g.,Babǔska & Guo(1988, 1989) and Guo &
Schwab(2006), will be used. The idea of applying weights for problems with discontinuous boundary
data has been employed previously inBernardi & Karageorghis(1999). For the formulation in the cur-
rent paper we will establish well-posedness of the weak formulation in terms of an appropriateinf-sup
condition.

In order to discretize the underlying partial differential equation (PDE) problem we employ a frame-
work that allows possible singularities in the solution to be resolved efficiently (see, e.g.,Babǔskaet al.,
1979; Guo & Babǔska, 1986a,b; Schwab, 1998; Nicaise, 2000for results on the approximation of sin-
gularities in weighted Sobolev spaces). Specifically, in this paper, we shall exploit thehp-version of the
symmetric interior penalty discontinuous Galerkin (DG) finite element method, cf.Arnold et al.(2001),
and the references cited therein. DG methods are ideally suited for realizinghp-adaptivity for second-
order boundary value problems, an advantage that has been noted early on in the recent development
of these methods; see, for example,Baumann & Oden(1999), Rivièreet al. (1999), Cockburnet al.
(2000), Perugia & Scḧotzau(2002), Wihler et al. (2003), Houstonet al. (2002, 2007, 2008), Stamm &
Wihler (2010) and the references therein. Indeed, working with discontinuous finite element spaces eas-
ily facilitates the use of variable polynomial degrees and local mesh refinement techniques on possibly
irregularly refined meshes—the two key ingredients forhp-adaptive algorithms. A further advantage
of interior penalty DG formulations is that they incorporate Dirichlet boundary conditions in a natu-
ral way irrespective of their smoothness (in fact,L1-regularity is sufficient for well-posedness). With
this in mind, we shall derive computable upper and local lowera posterioribounds for the error mea-
sured in terms of an enhancedL2-norm onΩ. On the basis of the resulting computable error indicators,
adaptiveh- and hp-mesh adaptation strategies will be investigated for a model second-order elliptic
PDE with discontinuous boundary conditions. In particular, we shall show numerically that exploiting
hp-refinement leads to exponential convergence of the (enhanced)L2-norm of the error as the finite
element space is enriched.

The article is organized as follows. In Section2 the new variational formulation of (1.1)–(1.2) will
be presented. In addition, its well-posedness will be proved. Then, in Section3, we will briefly review
hp-version DG discretizations for the Laplace operator and deriveL2-norma posteriorierror estimates.
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Additionally, the performance of the corresponding local error indicators is shown with a number of nu-
merical experiments within anh- andhp-version adaptive framework. Finally, a few concluding remarks
are made in Section4.

2. Variational formulation

2.1 Weighted Sobolev spaces

LetA = {Ai }M
i =1 ⊂ Γ , Ai 6= Aj for i 6= j , be a finite set of points on the boundary of the polygonal

domainΩ which are numbered in a counter clockwise direction alongΓ ; the points inAwill signify the
locations of the discontinuities in the Dirichlet boundary conditiong in (1.2). Furthermore, we denote
by Γi ⊂ Γ , i = 1, 2, . . . , M , the (open) subset ofΓ , which connects the two pointsAi andAi +1; here
we setAM+1 = A1. Moreover, letωi ∈ (0, 2π ] signify the interior angle of the polygonΩ at Ai . To
eachAi ∈ A, i = 1, 2, . . . , M , we associate a weightαi ∈ R. These numbers are stored in a weight
vector

ααα = (α1, α2, . . . , αM ) ∈ RM . (2.1)

Moreover, for any numberk ∈ R, we use the notationkααα = (kα1, kα2, . . . , kαM ) and ααα + k =
(α1 + k, α2 + k, . . . , αM + k). Furthermore, for a fixed number

η > 0, (2.2)

we introduce the following weight function onΩ:

Φααα(x) =
M∏

i =1

ri (x)αi , ri (x) = min
{
η−1|x − Ai |, 1

}
.

Here we assume thatη is small enough, so that the open sectors

Si = {x ∈ Ω: |x − Ai | < η}, i = 1, 2, . . . , M, (2.3)

do not intersect,i.e., Si ∩ Sj = ∅ if i 6= j . There holds, forx ∈ Ω, that

ri (x) =






η−1|x − Ai | if x ∈ Si ,

1 if x ∈ Ω \ Si ,

andri ∈ C0(Ω), i = 1, 2, . . . , M . Furthermore, setting

S =
M⋃

i =1

Si , Ω0 = Ω \ S,

we have

Φααα =






r αi
i if x ∈ Si for somei = 1, 2, . . . M,

1 if x ∈ Ω0.
(2.4)
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Note thatΦααα is continuous onΩ. Furthermore, forααα1, ααα2 ∈ RM , we have

Φααα1+ααα2 = Φααα1Φααα2, Φ−1
ααα = Φ−ααα.

Then, for any integersm > l > 0, we define the weighted Sobolev spacesHm,l
ααα (Ω) as the completion

of the spaceC∞(Ω) with respect to the weighted Sobolev norms

‖u‖2
Hm,l

ααα (Ω)
= ‖u‖2

l−1,Ω +
m∑

k=l

|u|2
Hk,l

ααα (Ω)
, l > 1,

‖u‖2
Hm,0

ααα (Ω)
=

m∑

k=0

|u|2
Hk,0

ααα (Ω)
.

Here

|u|2
Hk,l

ααα (Ω)
=
∑

|λλλ|=k

∥
∥
∥Φααα+k−l

∣
∣Dλλλu

∣
∣
∥
∥
∥

2

0,Ω

is theHk,l
ααα -seminorm inΩ, where

Dλλλu =
∂ |λλλ|u

∂xλ1
1 ∂xλ2

2

,

with λλλ = (λ1, λ2) ∈ N2
0 and|λλλ| = λ1 + λ2.

In addition, form > l > 1, let us define the spaceH
m− 1

2 ,l− 1
2

ααα (Γ ) as the trace space ofHm,l
ααα (Ω),

equipped with the norm

‖u‖
H

m− 1
2 ,l− 1

2
ααα (Γ )

= inf
v∈Hm,l

ααα (Ω)
v|∂Ω=u

‖v‖Hm,l
ααα (Ω)

.

Moreover, we denote bẙHm,l
ααα (Ω) the subspace ofHm,l

ααα (Ω) consisting of functions with zero trace
onΓ .

2.2 Inequalities in H1,1
ααα (Ω)

In order to describe the well-posedness of (1.1)–(1.2) the weighted Sobolev spaceH1,1
ααα (Ω) will play an

important role. In the sequel we shall collect a few inequalities that will be used for the analysis in this
paper.

LEMMA 2.1 Let I = (a, b) ⊂ R, a < b, be an open interval. Then there holds the Poincaré–Friedrichs
inequality

∫ b

a
φ(x)2 dx 6

(b − a)2

π2

∫ b

a
(φ′(x))2 dx

for all φ ∈ H1(a, b) with φ(a) = φ(b) = 0.

Proof. The bound follows fromHardyet al. (1952, Theorem 257) and a scaling argument. �
Applying the previous lemma we shall prove the following result.
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LEMMA 2.2 Consider a sectorS = {(r, θ): 0 < r < R, θ0 < θ < θ1} ⊂ R2, where(r, θ) denote polar
coordinates inR2, and R > 0, 0 6 θ0 < θ1 6 2π are constants. Furthermore, letu ∈ L2(S) with
‖r α∇u‖0,S < ∞ for someα ∈ [0, 1), andu|∂S< = 0, where∂S< = {(r, θ): 0 < r < R, θ ∈ {θ0, θ1}}.
Then there holds

∫

S
r 2α−2u(x)2 dx 6

(θ1 − θ0)
2

π2

∫

S
r 2α|∇u|2 dx.

Proof. Using integration in polar coordinates we get

∫

S
r 2α−2u(x)2 dx =

∫ R

0
r 2α−1

∫ θ1

θ0

u2 dθ dr. (2.5)

Then since for anyr ∈ (0, R) there holdsu(r, θ0) = u(r, θ1) = 0 we can apply Lemma2.1. This implies

∫ θ1

θ0

u2 dθ 6
(θ1 − θ0)

2

π2

∫ θ1

θ0

|∂θu|2 dθ, 0 < r < R.

Furthermore, noting that|∂θu| 6 r |∇xu|, we obtain

∫ θ1

θ0

u2 dθ 6
(θ1 − θ0)

2

π2
r 2
∫ θ1

θ0

|∇xu|2 dθ, 0 < r < R.

Inserting this estimate into (2.5) leads to

∫

S
r 2α−2u(x)2 dx 6

(θ1 − θ0)
2

π2

∫ R

0
r 2α+1

∫ θ1

θ0

|∇xu|2 dθ dr.

Changing back to Cartesian coordinatesx completes the proof. �

LEMMA 2.3 Given a weight vectorααα ∈ [0, 1)M . Then there holds

‖Φ−αααu‖0,Ω 6 C‖u‖1,Ω

for anyu ∈ H1(Ω), where the constantC > 0 only depends onααα andΩ.

Proof. Let Si , i = 1, 2, . . . , M , be the (sufficiently small) sectors from (2.3). Then we recall the property
(2.4) to write

‖Φ−αααu‖2
0,Ω = ‖u‖2

0,Ω0
+ ‖Φ−αααu‖2

0,S = ‖u‖2
0,Ω0

+
M∑

i =1

∥
∥r −αi

i u
∥
∥2

0,Si
. (2.6)

If, for some 16 i 6 M , we have thatαi > 0, then

∥
∥r −αi

i u
∥
∥2

0,Si
6 C

(
‖u‖2

0,Si
+
∥
∥
∥r 1−αi

i ∇u
∥
∥
∥

2

0,Si

)
6 C‖u‖2

1,Si
;

this follows from expressing the norms in terms of polar coordinates and from applyingHardy et al.
(1952, Theorem 330). Inserting this into (2.6) gives the desired inequality. �
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LEMMA 2.4 Consider a functionu ∈ H̊1,1
ααα (Ω), whereαi ∈ [0, 1), i = 1, 2, . . . , M . Then there holds

‖|∇(Φααα)|u‖0,Ω 6
1

π
max

16i6M
αi ωi |u|H1,1

ααα (Ω)
.

Proof. Let Si , i = 1, 2, . . . , M , be the (sufficiently small) sectors from (2.3). Then, due to (2.4), we
have

|∇(Φααα)| =

{∣
∣∇(r αi

i )
∣
∣ = αi η

−1r αi −1
i if x ∈ Si for somei = 1, 2, . . . , M,

0 if x ∈ Ω0.
(2.7)

Hence,
∫

Ω
|∇(Φααα)|2u2 dxxx = η−2

M∑

i =1

α2
i

∫

Si

r 2αi −2
i u2 dxxx. (2.8)

Then, applying Lemma2.2, we have
∫

Si

r 2αi −2
i u2 dx 6 η2 ω2

i

π2

∫

Si

r 2αi
i |∇u|2 dx.

Thus,

∫

Ω
|∇(Φααα)|2u2 dxxx 6

M∑

i =1

α2
i ω2

i

π2

∫

Si

r 2αi
i |∇u|2 dx 6

max16i6M
(
α2

i ω2
i

)

π2

∫

Ω
Φ2

ααα|∇u|2 dx

as required. �
Furthermore, there holds the following Poincaré–Friedrichs inequality.

LEMMA 2.5 Consider a weight vectorααα ∈ [0, 1)M andγ ⊆ Γ with
∫
γ ds > 0. Then there exists a

constantC > 0 depending only onγ , Ω andααα such that

‖u‖0,Ω 6 C|u|H1,1
ααα (Ω)

for all functionsu ∈ H1,1
ααα (Ω) with u|γ = 0 (in the trace sense). In particular, we have that|∙|H1,1

ααα (Ω)
is

a norm onH̊1,1
ααα (Ω).

Proof. We first note that the embeddingW1,1(Ω) ↪→ L2(Ω) is continuous for Lipschitz polygons in
R2 (cf., e.g.,Adams & Fournier, 2003, Theorem 4.12). Hence, there exists a constantC > 0 depending
onΩ such that

‖u‖0,Ω 6 C‖u‖W1,1(Ω).

Moreover, applying the Poincaré–Friedrichs inequality inW1,1(Ω), it follows that

‖u‖0,Ω 6 C‖u‖W1,1(Ω) 6 C′‖∇u‖L1(Ω)

for a constantC′ > 0 depending onγ andΩ. Therefore, using Ḧolder’s inequality, we obtain

‖u‖0,Ω 6 C′
∫

Ω
|∇u| dx 6 C′

(∫

Ω
Φ−2

ααα dx
) 1

2
(∫

Ω
Φ2

ααα|∇u|2 dx
) 1

2

.
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Then employing (2.4) yields

∫

Ω
Φ−2

ααα dx =
M∑

i =1

∫

Si

r −2αi
i dx +

∫

Ω0

1 dx,

and using integration in polar coordinates it follows that the above integrals are all bounded forαi < 1,
i = 1, 2, . . . , M . This completes the proof. �

To close this section we shall prove the following Green type formulae.

LEMMA 2.6 Letααα ∈ [0, 1)M be a weight vector and consider two functionsu ∈ H1,1
ααα (Ω) andφ ∈

H2(Ω). In addition, suppose that the trace ofu|Γ ∈ L2(Γ ). Then
∫

Ω
Δφu dx =

∫

Γ
(∇φ ∙ n)u ds −

∫

Ω
∇φ ∙ ∇u dx (2.9)

holds true, wheren denotes the outward unit vector toΓ .

Proof. Due to the density ofC∞(Ω) in H1,1
ααα (Ω) we can choose a sequence{un}n>0 ⊂ C∞(Ω) such

that limn→∞ ‖u − un‖H1,1
ααα (Ω)

= 0. Then, using Green’s formula for smooth functions, we have

∫

Ω
Δφun dx =

∫

Γ
(∇φ ∙ nnn)un ds −

∫

Ω
∇φ ∙ ∇un dx

for any functionφ ∈ C∞(Ω). Furthermore, there holds
∣
∣
∣
∣

∫

Ω
Δφ (un − u) dx

∣
∣
∣
∣ 6 ‖φ‖2,Ω‖u − un‖0,Ω

n→∞
−→ 0,

and, using Lemma2.3,
∣
∣
∣
∣

∫

Ω
∇φ ∙ ∇(un − u) dx

∣
∣
∣
∣ 6 ‖Φ−ααα∇φ‖0,Ω‖Φααα∇(u − un)‖0,Ω

6 C‖φ‖2,Ω‖u − un‖H1,1
ααα (Ω)

n→∞
−→ 0.

Furthermore, applying the trace theorem inW1,1(Ω) yields
∣
∣
∣
∣

∫

Γ
(∇φ ∙ nnn)(un − u) ds

∣
∣
∣
∣ 6 sup

Ω

|∇φ|‖u − un‖L1(Γ )

6 C sup
Ω

|∇φ|
(
‖u − un‖L1(Ω) + ‖∇(u − un)‖L1(Ω)

)

6 C sup
Ω

|∇φ|(‖u − un‖0,Ω + ‖Φ−ααα‖0,Ω‖Φααα∇(u − un)‖0,Ω)

6 C sup
Ω

|∇φ|‖u − un‖H1,1
ααα (Ω)

n→∞
−→ 0.

This implies the identity (2.9) for u ∈ H1,1
ααα (Ω) andφ ∈ C∞(Ω).
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Forφ ∈ H2(Ω) the density ofC∞(Ω) in H2(Ω) guarantees the existence of a sequence{φn}n>0 ⊂
C∞(Ω) with limn→∞ ‖φn − φ‖2,Ω = 0. Then

∫

Ω
Δφnu dx =

∫

Γ
(∇φn ∙ nnn)u ds −

∫

Ω
∇φn ∙ ∇u dx

for all u ∈ H1,1
ααα (Ω). Similarly, as before, we have

∣
∣
∣
∣

∫

Ω
Δ(φn − φ)u dx

∣
∣
∣
∣ 6 ‖φn − φ‖2,Ω ‖u‖0,Ω

n→∞
−→ 0,

and, with Lemma2.3,
∣
∣
∣
∣

∫

Ω
∇(φn − φ) ∙ ∇u dx

∣
∣
∣
∣ 6 ‖Φ−ααα∇(φn − φ)‖0,Ω‖Φααα∇u‖0,Ω

6 ‖φn − φ‖2,Ω‖u‖H1,1
ααα (Ω)

n→∞
−→ 0.

Moreover, using the trace theorem again, we obtain
∣
∣
∣
∣

∫

Γ
(∇(φn − φ) ∙ nnn)u ds

∣
∣
∣
∣ 6 ‖∇(φn − φ)‖L2(Γ )‖u‖L2(Γ )

6 C‖φn − φ‖2,Ω‖u‖L2(Γ )
n→∞
−→ 0.

This completes the proof. �

LEMMA 2.7 Letααα ∈ [0, 1)M , andΩ0 ⊆ Ω a connected subset with Lipschitz boundary. Furthermore,
consideru ∈ H1,1

ααα (Ω0) with Δu ∈ L2(Ω0), andv ∈ W1,∞(Ω0) with v|Γ = 0. Then there holds
∫

Ω0

vΔu dx +
∫

Ω0

∇u ∙ ∇v dx = 0.

Here the spaceH1,1
ααα (Ω0) is defined as the restriction ofH1,1

ααα (Ω) to Ω0.

Proof. This follows again by density and from the fact thatW1,∞(Ω0) ↪→ H1,1
−ααα (Ω0) continuously for

ααα ∈ [0, 1)M ; in particular, all integrals are well defined. �

2.3 Weak formulation

The aim of this section is to introduce a weak formulation for the boundary value problem (1.1)–(1.2)
and to discuss its well-posedness.

Let g ∈ H1/2,1/2
ααα (Γ ) in (1.2), whereααα is the weight vector from (2.1) with αi ∈ [0, 1), i =

1, 2, . . . , M . Then we callu ∈ H1,1
ααα (Ω) with u|Γ = g a weak solution of (1.1)–(1.2) if

∫

Ω
∇u ∙ ∇v dxxx +

∫

Ω
cuv dx =

∫

Ω
f v dxxx ∀ v ∈ H̊1,1

−ααα (Ω). (2.10)

Writing the solution in the formu = u0 + G, whereu0 ∈ H̊1,1
ααα (Ω) andG ∈ H1,1

ααα (Ω) is a lifting of the
boundary datag, i.e.,G|Γ = g, there holds

∫

Ω
∇u0 ∙ ∇v dxxx +

∫

Ω
cu0v dx =

∫

Ω
f v dxxx −

∫

Ω
∇G ∙ ∇v dxxx −

∫

Ω
cGv dxxx ∀ v ∈ H̊1,1

−ααα (Ω).
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We note that this is a saddle point formulation onH̊1,1
ααα (Ω) × H̊1,1

−ααα (Ω). Its well-posedness will be
discussed in the following.

We first show that the bilinear form

a(u, v) =
∫

Ω
∇u ∙ ∇v dx +

∫

Ω
cuv dx

and the linear functional

`(v) =
∫

Ω
f v dxxx −

∫

Ω
∇G ∙ ∇v dxxx −

∫

Ω
cGv dxxx =

∫

Ω
f v dxxx − a(G, v)

are continuous. Here we suppose that the liftingG is chosen such that

‖G‖H1,1
ααα (Ω)

6 C‖g‖
H1/2,1/2

ααα (Γ )
(2.11)

for some fixed constantC > 1 independent ofg.

PROPOSITION2.8 Letααα ∈ [0, 1)M be a weight vector. There is a constantC > 0 (depending onΩ and
ααα) such that

|a(u, v)| 6 C|u|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

for all u ∈ H̊1,1
ααα (Ω), v ∈ H̊1,1

−ααα (Ω). Furthermore, forf ∈ L2(Ω) andg ∈ H1/2,1/2
ααα (Γ ), we have

|`(v)| 6 C
(
‖ f ‖0,Ω + ‖g‖

H1/2,1/2
ααα (Γ )

)
|v|H1,1

−ααα (Ω)

for anyv ∈ H̊1,1
−ααα (Ω).

Proof. There holds

|a(u, v)| 6 ‖Φααα∇u‖0,Ω‖Φ−ααα∇v‖0,Ω + ‖c‖L∞(Ω)‖u‖0,Ω‖v‖0,Ω

6 C
(
|u|H1,1

ααα (Ω)
|v|H1,1

−ααα (Ω)
+ ‖u‖0,Ω‖v‖0,Ω

)
.

Furthermore, using the Poincaré–Friedrichs inequality and Lemma2.5, we get

‖u‖0,Ω‖v‖0,Ω 6 C|u|H1,1
ααα (Ω)

|v|1,Ω 6 C|u|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

.

Hence,

|a(u, v)| 6 C|u|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

.

Moreover, employing the previous estimate and proceeding as before to estimate theL2-norm, we obtain

|`(v)| 6 ‖ f ‖0,Ω‖v‖0,Ω + |a(G, v)| 6 ‖ f ‖0,Ω |v|H1,1
−ααα (Ω)

+ C|G|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

.

Then applying (2.11) yields the stability bound for̀. �
Furthermore, the following inf-sup stability holds.
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PROPOSITION2.9 Letααα ∈ [0, 1)M be a weight vector. Suppose that the weightsαi , i = 1, 2, . . . M ,
are sufficiently small so that

μ :=
1

π
max

16i6M
αi ωi <

1

2
.

Then there holds

inf
06≡u∈H̊1,1

ααα (Ω)

sup
06≡v∈H̊1,1

−ααα (Ω)

a(u, v)

|u|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

> δ, (2.12)

where

δ =
1 − 2μ

√
2(4μ2 + 1)

.

Furthermore, we have that

sup
u∈H̊1,1

ααα (Ω)

a(u, v) > 0 ∀ v ∈ H̊1,1
−ααα (Ω), v 6≡ 0. (2.13)

Proof. For u ∈ H̊1,1
ααα (Ω) we definẽv = Φ2

αααu. Then there holds

|̃v|2
H1,1

−ααα (Ω)
=
∫

Ω
Φ2

−ααα|∇ṽ|2 dxxx 6 2
∫

Ω
Φ−2

ααα

(∣
∣
∣∇
(
Φ2

ααα

)∣∣
∣
2
u2 + Φ4

ααα |∇u|2
)

dx

6 2

(
4
∫

Ω
|∇Φααα|2u2 dxxx + |u|2

H1,1
ααα (Ω)

)
.

Hence, applying Lemma2.4, results in

|̃v|2
H1,1

−ααα (Ω)
6 2

(
4μ2 + 1

)
|u|2

H1,1
ααα (Ω)

. (2.14)

In particular, it follows that̃v ∈ H1,1
−ααα (Ω).

Moreover, we observe that

a(u, ṽ) =
∫

Ω
∇u ∙ ∇ṽ dxxx +

∫

Ω
cũv dx =

∫

Ω
∇u ∙ ∇(Φ2

αααu) dx +
∫

Ω
cΦ2

αααu2 dx.

Thus, sincec > 0, we get

a(u, ṽ) >
∫

Ω

(
∇u ∙ ∇

(
Φ2

ααα

)
u + Φ2

ααα|∇u|2
)

dx

= 2
∫

Ω
Φααα∇u ∙ ∇(Φααα)u dx +

∫

Ω
Φ2

ααα|∇u|2 dxxx

> −
1

μ

∫

Ω
|∇(Φααα)|2u2 dx + (1 − μ)

∫

Ω
Φ2

ααα|∇u|2 dxxx.
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Recalling Lemma2.4 leads to

a(u, ṽ) > −μ|u|2
H1,1

ααα (Ω)
+ (1 − μ)|u|2

H1,1
ααα (Ω)

> (1 − 2μ)|u|2
H1,1

ααα (Ω)
. (2.15)

Now, combining (2.14) and (2.15), it follows that

sup
v∈H̊1,1

−ααα (Ω)

a(u, v)

|u|H1,1
ααα (Ω)

|v|H1,1
−ααα (Ω)

>
|u|H1,1

ααα (Ω)

|̃v|H1,1
−ααα (Ω)

a(u, ṽ)

|u|2
H1,1

ααα (Ω)

> δ

for anyu ∈ H̊1,1
ααα (Ω), u 6≡ 0. Taking the infimum over allu ∈ H̊1,1

ααα (Ω) results in (2.12).
In addition, letv ∈ H̊1,1

−ααα (Ω), v 6≡ 0. Then

sup
u∈H̊1,1

ααα (Ω)

a(u, v) > a(v, v) >
∫

Ω
|∇v|2 dx.

Due tov|Γ = 0 andv 6≡ 0, there holds‖∇v‖0,Ω > 0, and hence (2.13) holds. �
The above results, Propositions2.8and2.9, imply the well-posedness of the variational formulation

(2.10); cf., e.g.,Schwab(1998, Theorem 1.15).

THEOREM 2.10 Letααα ∈ [0, 1)M be a weight vector, withαi , i = 1, 2, . . . , M , sufficiently small such
that

max
16i6M

αi ωi <
π

2

is satisfied. Furthermore, suppose thatg ∈ H1/2,1/2
ααα (Γ ) and f ∈ L2(Ω) in (1.1)–(1.2). Then there exists

exactly one solution of the weak formulation (2.10) in H1,1
ααα (Ω).

3. Numerical approximation

We shall now discuss the numerical approximation of the problem (1.1)–(1.2). To this end, we will con-
siderhp-version interior penalty DG finite element methods. Particularly, we will derive an (enhanced)
L2-norma posteriorierror estimate that can be applied for adaptive purposes.

3.1 Meshes, spaces and element edge operators

We consider shape-regular meshesTh that partitionΩ ⊂ R2 into open disjoint triangles and/or paral-
lelograms{K }K∈Th , i.e.,Ω =

⋃
K∈Th

K . Each elementK ∈ Th can then be affinely mapped onto the

reference trianglêT = {(̂x, ŷ): − 1 < x̂ < 1, −1 < ŷ < −x̂} or the reference squarêS = (−1, 1)2,
respectively. We allow the meshes to be 1-irregular, i.e., elements may contain hanging nodes. ByhK , we
denote the diameter of an elementK ∈ Th. We assume that these quantities are of bounded variation,
i.e., there is a constantρ1 > 1 such that

ρ−1
1 6 hK]/hK[

6 ρ1, (3.1)

wheneverK] and K[ share a common edge. We store the elemental diameters in a vectorh given by
h = {hK : K ∈ Th}. Similarly, to each elementK ∈ Th we assign a polynomial degreepK > 1 and
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define the degree vectorp = {pK : K ∈ Th}. We suppose thatp is also of bounded variation, i.e., there
is a constantρ2 > 1 such that

ρ−1
2 6 pK]/pK[

6 ρ2, (3.2)

wheneverK] andK[ share a common edge.
Moreover, we shall define some suitable element edge operators that are required for the DG method.

To this end, we denote byEI the set of all interior edges of the partitionTh of Ω and byEB the set of
all boundary edges ofTh. In addition, letE = EI ∪ EB. The boundary∂K of an elementK and the
sets∂K \ Γ and∂K ∩ Γ will be identified in a natural way with the corresponding subsets ofE .

Let K] and K[ be two adjacent elements ofTh, ∂K] ∩ ∂K[ = e for somee ∈ EI and x an
arbitrary point one. Furthermore, letv andq be scalar- and vector-valued functions, respectively, that
are sufficiently smooth inside each elementK]/[. By (v]/[, q]/[) we denote the traces of(v, q) on e
taken from within the interior ofK]/[, respectively. Then the averages ofv andq atx ∈ e are given by

〈〈v〉〉 =
1

2
(v] + v[), 〈〈q〉〉 =

1

2
(q] + q[),

respectively. Similarly, the jumps ofv andq atx ∈ e are given by

[[v]] = v]nK] + v[nK[ , [[q]] = q] ∙ nK] + q[ ∙ nK[ ,

respectively, where we denote bynK]/[ the unit outward normal vector on∂K]/[, respectively. On a
boundary edgee ∈ EB, we set〈〈v〉〉 = v, 〈〈q〉〉 = q, [[v]] = vn and [[q]] = qqq ∙ n, with n denoting the unit
outward normal vector on the boundaryΓ .

Given a finite element meshTh and an associated polynomial degree vectorp = (pK )K∈Th , with
pK > 1 for all K ∈ Th, consider thehp-discretization space

VDG(Th, p) =
{
v ∈ L2(Ω): v|K ∈ SpK (K ), K ∈ Th

}
(3.3)

for the DG method. Here, forK ∈ Th, SpK (K ) is either the spacePpK (K ) of all polynomials of total
degree at mostpK on K or the spaceQpK (K ) of all polynomials of degree at mostpK in each coordinate
direction onK .

Finally, let us introduce theenhanced L2-norm

|||v|||20,h,Ω := ‖v‖2
0,Ω +

∫

E
hp |[[v]] |2 ds, (3.4)

for anyv ∈ H1,1
ααα (Ω) + VDG(Th, p), ααα ∈ [0, 1)M . Here the two functionsh ∈ L∞(E) andp ∈ L∞(E)

are given by

h(x) =

{
min(hK] , hK[ ) for x ∈ ∂K] ∩ ∂K[ ∈ EI ,

hK for x ∈ ∂K ∩ ∂Ω ∈ EB,

p(x) =

{
max(pK] , pK[ ) for x ∈ ∂K] ∩ ∂K[ ∈ EI ,

pK for x ∈ ∂K ∩ ∂Ω ∈ EB,

respectively.
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3.2 hp-DG discretization

We will now consider the followinghp-DG formulation for the numerical approximation of (1.1)–(1.2):
find uDG ∈ VDG(Th, p) such that

aDG(uDG, v) = `DG(v) ∀ v ∈ VDG(Th, p). (3.5)

Here

aDG(w, v) =
∫

Ω
(∇hw ∙ ∇hv + cwv) dx −

∫

E
〈〈∇hw〉〉 ∙ [[v]] ds

−
∫

E
[[w]] ∙ 〈〈∇hv〉〉 ds + γ

∫

E
σ [[w]] ∙ [[v]] ds (3.6)

is anhp-version symmetric interior penalty DG form, and

`DG(v) =
∫

Ω
f v dx −

∫

EB

(∇hv ∙ n)g ds + γ

∫

EB

σgv ds. (3.7)

In these forms∇h denotes the elementwise gradient operator,γ > 0 is a stability constant, and the
functionσ is defined by

σ =
p2

h
. (3.8)

REMARK 3.1 Provided thatγ > 0 is chosen sufficiently large (independently of the local element sizes
and polynomial degrees), it is well known that the DG formaDG is coercive. More precisely, there is a
constantC > 0 independent ofTh and ppp such that

aDG(v, v) > C

(
‖∇hv‖2

0,Ω + γ

∫

E
σ |[[v]] |2 ds

)

for anyv ∈ VDG(Th, p). In particular, the DG method (3.5) admits a unique solutionuDG ∈ VDG(Th, p);
see, e.g.,Stamm & Wihler(2010) and the references therein.

3.3 A posteriori error estimation in the L2-norm

We shall now derive upper and local lower residual-basedhp-a posteriorierror estimates in the enhanced
L2-norm from (3.4) for the DG formulation (3.5).

3.3.1 Upper bound. Let us consider the dual problem

−Δφ + cφ = eDG in Ω, (3.9)

φ = 0 onΓ. (3.10)

Here

eDG = u − uDG (3.11)
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denotes the error, whereu ∈ H1,1
ααα (Ω), ααα ∈ [0, 1)M , is the weak solution of (1.1)–(1.2) defined in (2.10),

anduDG ∈ VDG(Th, p) is the DG solution defined in (3.5). Throughout this section we suppose that this
problem has a solutionφ ∈ H2(Ω) ∩ H̊1(Ω) with continuous dependence on the data, i.e., there exists
a constantC > 0 such that

‖φ‖H2(Ω) 6 C‖eDG‖0,Ω . (3.12)

This is the case, for example, ifΩ is a convex polygon since thenΔ: H2(Ω) ∩ H̊1(Ω) → L2(Ω) is
an isomorphism; cf.Grisvard(1985, Theorem 3.2.1.2),Babǔska & Guo(1988), Dauge(1988). Further-
more, we assume that the Dirichlet boundary data satisfies

g = u|Γ ∈ H
1/2,1/2
ααα (Γ ).

Then if ααα ∈ [0, 1/2]M , the embeddingH
1/2,1/2
ααα (Γ ) ↪→ L2(Γ ) is continuous (this follows fromKufner

1985, Theorem 9.15), and hence,g ∈ L2(Γ ).
We start the development of the (enhanced)L2-norma posteriorierror estimate by writing

‖eDG‖2
0,Ω =

∫

Ω
(−Δφ + cφ)eDG dx =

∫

Ω
(−Δφ + cφ)u dx −

∫

Ω
(−Δφ + cφ)uDG dx.

Applying Lemma2.6 in the first integral and integrating by parts elementwise in the second integral,
noting that [[∇φ]] = 0 onEI (sinceφ ∈ H2(Ω)), results in

‖eDG‖2
0,Ω =

∫

Ω
(∇u ∙ ∇φ + cuφ) dx −

∫

Ω
(∇huDG ∙ ∇φ + cuDGφ) dx

+
∫

EI

∇φ ∙ [[uDG]] ds −
∫

EB

(∇φ ∙ nnn)(u − uDG) ds

=
∫

Ω
f φ dx −

∫

Ω
(∇huDG ∙ ∇φ + cuDGφ) dx

+
∫

EI

〈〈∇φ〉〉 ∙ [[uDG]] ds −
∫

EB

(∇φ ∙ nnn)(g − uDG) ds.

Moreover, for an arbitrary functionφh ∈ VDG(Th, p), exploiting (3.5) with v = φh, gives

‖eDG‖2
0,Ω =

∫

Ω
f (φ − φh) dx −

∫

Ω
(∇huDG ∙ ∇h(φ − φh) + cuDG(φ − φh)) dx

+
∫

EI

〈〈∇φ〉〉 ∙ [[uDG]] ds −
∫

EB

(∇φ ∙ nnn)(g − uDG) ds

+
∫

EB

(∇hφh ∙ n)g ds − γ

∫

EB

σgφh ds −
∫

E
〈〈∇huDG〉〉 ∙ [[φh]] ds

−
∫

E
〈〈∇hφh〉〉 ∙ [[uDG]] ds + γ

∫

E
σ [[uDG]] ∙ [[φh]] ds.
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Using Green’s formula in the second integral leads to
∫

Ω
∇huDG ∙ ∇h(φ − φh) dx = −

∫

Ω
ΔhuDG(φ − φh) dx +

∑

K∈Th

∫

∂K
(∇huDG ∙ nK )(φ − φh) ds

= −
∫

Ω
ΔhuDG(φ − φh) dx +

∫

E
〈〈∇huDG〉〉 ∙ [[φ − φh]] ds

+
∫

EI

[[∇huDG]]〈〈φ − φh〉〉ds,

whereΔh is the elementwise Laplace operator. Hence, using that [[φ]] = 000 onE , yields

‖eDG‖2
0,Ω =

∫

Ω
( f + ΔhuDG − cuDG)(φ − φh) dx −

∫

EI

[[∇huDG]]〈〈φ − φh〉〉 ds

+
∫

EI

〈〈∇φ〉〉 ∙ [[uDG]] ds −
∫

EB

(∇φ ∙ n)(g − uDG) ds +
∫

EB

(∇hφh ∙ n)g ds

− γ

∫

EB

σgφh ds −
∫

E
〈〈∇hφh〉〉 ∙ [[uDG]] ds + γ

∫

E
σ [[uDG]] ∙ [[φh]] ds

=
∫

Ω
( f + ΔhuDG − cuDG)(φ − φh) dx −

∫

EI

[[∇huDG]]〈〈φ − φh〉〉ds

+
∫

EI

〈〈∇h(φ − φh)〉〉 ∙ [[uDG]] ds −
∫

EB

(∇h(φ − φh) ∙ n)(g − uDG) ds

− γ

∫

EB

σ(g − uDG)(φh − φ) ds + γ

∫

EI

σ [[uDG]] ∙ [[φh − φ]] ds.

Now, applying the Cauchy–Schwarz inequality and noting thatpK > 1, K ∈ Th, gives

‖eDG‖2
0,Ω 6




∑

K∈Th

h4
K p−4

K ‖ f + ΔhuDG − cuDG‖2
0,K +

∑

K∈Th

h3
K p−3

K ‖[[∇huDG]]‖2
0,∂K\Γ

+(γ 2 + 1)
∑

K∈Th

hK pK ‖[[uDG]]‖2
0,∂K\Γ

+(γ 2 + 1)
∑

K∈Th

hK pK ‖g − uDG‖2
0,∂K∩Γ





1
2

×
( ∑

K∈Th

h−4
K p4

K ‖φ − φh‖
2
0,K +

∑

K∈Th

h−3
K p3

K ‖φ − φh‖
2
0,∂K

+
∑

K∈Th

h−1
K pK ‖∇h(φ − φh)‖2

0,∂K

) 1
2

.
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Then choosingφh ∈ VDG(Th, p) to be an elementwise optimalhp-interpolant (see, e.g.,Babǔska &
Suri, 1987a,b), i.e., for anyK ∈ Th,

h−4
K p4

K ‖φ − φh‖2
0,K + h−3

K p3
K ‖φ − φh‖2

0,∂K + h−1
K pK ‖∇h(φ − φh)‖

2
0,∂K 6 C ‖φ‖2

H2(K )
,

and recalling the regularity estimate (3.12) gives

‖eDG‖2
0,Ω 6 C‖eDG‖0,Ω




∑

K∈Th

η̃2
K





1
2

,

with

η̃2
K = h4

K p−4
K ‖ f + ΔhuDG − cuDG‖2

0,K + h3
K p−3

K ‖[[∇huDG]]‖2
0,∂K\Γ

+ hK pK ‖[[uDG]]‖2
0,∂K\Γ + hK pK ‖g − uDG‖2

0,∂K∩Γ .

Hence, dividing both sides of the above inequality by‖eDG‖0,Ω leads to

‖eDG‖2
0,Ω 6 C

∑

K∈Th

η̃2
K .

Furthermore, sinceu ∈ H1,1
ααα (Ω) it holds that [[u]] = 0 on all interior edges ofTh, seeWihler (2002,

Lemma 1.3.4). Consequently,

‖[[eDG]]‖0,e = ‖[[uDG − u]]‖0,e = ‖[[u]] − [[uDG]]‖0,e = ‖[[uDG]]‖0,e (3.13)

for anye ∈ EI , and

‖[[eDG]]‖0,e = ‖[[uDG − g]]‖0,e (3.14)

if e ∈ EB.
Hence, denoting byΠh f the elementwiseL2-projection intoVDG(Th, p), we obtain the following

result.

THEOREM3.2 Suppose that the dual problem (3.9)–(3.10) fulfils (3.12), and that the Dirichlet boundary
datag ∈ H

1/2,1/2
ααα (Γ ), for some weight vectorααα ∈ [0, 1/2]M . Furthermore, letuDG ∈ VDG(Th, p) denote

thehp-DG solution from (3.5), andu ∈ H1,1
ααα (Ω) the analytical weak solution of (1.1)–(1.2). Then the

following a posteriorierror estimate holds

|||u − uDG|||20,h,Ω 6 C




∑

K∈Th

η2
K +

∑

K∈Th

h4
K p−4

K ‖ f − Πh f ‖2
0,K



 ,

where the local error indicatorsηK , K ∈ Th, are defined by

η2
K = h4

K p−4
K ‖Πh f + ΔhuDG − cuDG‖2

0,K + h3
K p−3

K ‖[[∇huDG]]‖2
0,∂K\Γ

+ hK pK ‖[[uDG]]‖2
0,∂K\Γ + hK pK ‖g − uDG‖2

0,∂K∩Γ ,
(3.15)

andC > 0 is a constant independent of the local element sizeshhh and polynomial degreesppp.

REMARK 3.3 We point out that Theorem3.2provides an upper bound on the erroru − uDG measured
in terms of the enhancedL2-norm||| ∙ |||0,h,Ω from (3.4). This norm has been exploited since it allows for
the derivation of local lower bounds; this topic will be addressed in the Section3.3.2.
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3.3.2 Local lower bound. In order to derive local lower bounds we make the simplifying assumptions
that the meshTh consists of quadrilaterals only and that the coefficientc from (1.1) is elementwise
constant, i.e.,

c|K = cK ∈ Q0(K ) ∀ K ∈ Th.

THEOREM 3.4 Let K , K ′ ∈ Th be any two neighbouring elements,e = ∂K ∩ ∂K ′ ∈ EI , and
ωe = (K ∪ K ′)◦. Furthermore,ε ∈ (0, 1/2]. Then the following localhp-versiona posteriori lower
bounds on the erroreDG from (3.11) hold:

(a) h2
K p−2

K ‖ΔuDG − cK uDG + Πh f ‖0,K 6 Cε

(
p

7/2+ε
K ‖eDG‖0,K + h2

K p1+2ε
K ‖ f − Πh f ‖0,K

)
;

(b) h
3/2

K p−3/2

K ‖[[∇huDG]]‖0,e

6 Cε

(
p

11/2+2ε
K ‖eDG‖0,ωe + h

1/2

K p
1/2

K ‖[[eDG]]‖0,e + h2
K p3+3ε

K ‖ f − Πh f ‖0,ωe

)
;

(c) for anye ∈ EB we have that

p
1/2

K h
1/2

K ‖uDG − g‖0,e = p
1/2

K h
1/2

K ‖eDG‖0,e,

and fore ∈ EI that

p
1/2

K h
1/2

K ‖[[uDG]]‖0,e = p
1/2

K h
1/2

K ‖[[eDG]]‖0,e.

Here the constantCε > 0 is independent ofh andp.

Before proving these estimates we introduce the following auxiliary results.

LEMMA 3.5 Let K̂ = (0, 1)2 be the unit square, andε ∈ (0, 5/2]. We define the cut-off function

B̂β

K̂
(̂x, ŷ) = x̂β(1 − x̂)β ŷβ(1 − ŷ)β,

whereβ = 3
2 + ε. Then B̂β

K̂
= 0 and∇ B̂β

K̂
= 000 on ∂ K̂ , andΔB̂β

K̂
∈ L2(K̂ ). Furthermore, for

any v̂ ∈ Qp(K̂ ), p > 1, we have

∥
∥
∥
∥Δ
(

B̂β

K̂
v̂

)∥∥
∥
∥

0,K̂
6 Cε p4−β

∥
∥
∥B̂

β/2

K̂
v̂
∥
∥
∥

0,K̂
,

and

‖̂v‖0,K̂ 6 Cε p2β
∥
∥
∥B̂

β/2

K̂
v̂
∥
∥
∥

0,K̂
,

with a constantCε > 0 independent ofp and of̂v.

Proof. The vanishing boundary value properties follow immediately from the definition ofB̂β

K̂
. Fur-

thermore, the estimates result from tensorizing corresponding one-dimensional (1D) results; see, e.g.,
Bernardiet al. (2001, Lemmas 4 and 5). �

LEMMA 3.6 We consider the unit squarêK = (0, 1)2, and 0< â < 1. Furthermore, let̂v ∈ Pp(0, 1),
p > 1, and

b̂β(ŷ) = ŷβ(1 − ŷ)β
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a bubble function, withβ = 3
2 + ε, ε ∈ (0, 1/2]. Then there exists a cut-off function̂χ ∈ C1(K̂ ) with

χ̂ |∂ K̂ = 0, ∇χ̂ |∂ K̂ = 000,

and

χ̂ |{̂a}×(0,1) = b̂β v̂|(0,1).

Furthermore, there hold the estimates

‖χ̂‖0,K̂ 6 Câ,ε

∥
∥b̂β/2v̂

∥
∥

0,(0,1)
, ‖Δχ̂‖0,K̂ 6 Câ,ε p4−β

∥
∥b̂β/2v̂

∥
∥

0,(0,1)
, (3.16)

and

‖̂v‖0,(0,1) 6 Câ,ε pβ
∥
∥b̂β/2v̂

∥
∥

0,(0,1)
, ‖∇χ̂‖0,(0,1) 6 Câ,ε p2−β

∥
∥b̂β/2v̂

∥
∥

0,(0,1)
.

HereCâ,ε > 0 is a constant independent ofv̂ and p.

Proof. On K̂ we define

χ̂ (̂x, ŷ) = b̂β (̂a)−1b̂β (̂x)̂bβ(ŷ)̂v(ŷ).

The lemma is again proved by referring to suitable 1D results fromBernardiet al. (2001, Lemmas 4
and 5). �

Proof of Theorem3.4. We show each of the bounds (a)–(c) in a separate step.

Proof of(a). For K ∈ Th let us define the volume residual

RK = ΔuDG − cK uDG + Πh f ∈ QpK (K ).

Then, forβ = 3/2 + ε, ε ∈ (0, 5/2], using Lemma3.5, together with a scaling argument, there exists a
cut-off functionBβ

K satisfyingBβ
K |∂K = 0 and∇Bβ

K |∂K = 000, and
∥
∥
∥Δ
(

Bβ
K RK

)∥∥
∥

0,K
6 Cεh−2

K p4−β
K

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K
, (3.17)

and

‖RK ‖0,K 6 Cε p2β
K

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K
, (3.18)

with a constantCε > 0 independent ofhK and pK . Moreover, there holds
∥
∥
∥B

β/2

K RK

∥
∥
∥

2

0,K
=
∫

K
Bβ

K RK (ΔuDG − cK uDG + Πh f ) dx

= −
∫

K
Bβ

K RK (ΔeDG − cK eDG + f − Πh f ) dx.

Note that sinceΔeDG = Δu − ΔuDG = cK u − f − ΔuDG ∈ L2(K ) we may apply Lemma2.7 to see
that

−
∫

K
Bβ

K RK ΔeDG dx =
∫

K
∇(BK RK ) ∙ ∇eDG dx.

Here we observe that

∇
(

Bβ
K RK

)∣
∣
∂K = Bβ

K

∣
∣
∂K ∇RK

∣
∣
∂K + RK |∂K ∇Bβ

K

∣
∣
∂K = 000.
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Hence, integrating by parts once again and recalling (3.17), yields
∣
∣
∣
∣

∫

K
Bβ

K RK ΔeDG dx

∣
∣
∣
∣ =

∣
∣
∣
∣

∫

K
eDGΔ

(
Bβ

K RK

)
dx

∣
∣
∣
∣ 6 ‖eDG‖0,K

∥
∥
∥Δ
(

Bβ
K RK

)∥∥
∥

0,K

6 Cεh−2
K p4−β

K ‖eDG‖0,K

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K
.

Moreover,
∣
∣
∣
∣cK

∫

K
Bβ

K RK eDG dx

∣
∣
∣
∣ 6 |cK |

∥
∥
∥Bβ

K RK

∥
∥
∥

0,K
‖eDG‖0,K 6 C

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K
‖eDG‖0,K .

Similarly,
∣
∣
∣
∣

∫

K
Bβ

K RK (Πh f − f ) dx

∣
∣
∣
∣ 6

∥
∥
∥Bβ

K RK

∥
∥
∥

0,K
‖Πh f − f ‖0,K 6 C

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K
‖Πh f − f ‖0,K .

Therefore,
∥
∥
∥B

β/2

K RK

∥
∥
∥

2

0,K
6 Cε

∥
∥
∥B

β/2

K RK

∥
∥
∥

0,K

(
h−2

K p4−β
K ‖eDG‖0,K + ‖Πh f − f ‖0,K

)
.

Dividing the above inequality by
∥
∥B

β/2

K RK
∥
∥

0,K and employing (3.18) we deduce the inequality in (a).

Proof of(b). We define, for anye ∈ EI , the edge residual

Ee = [[∇huDG]] ∈ Ppe(e),

wherepe := max(pK , pK ′). For simplicity, we make the assumption thatTh is a regular mesh (other-
wise, the mesh may be suitably regularized, seeHoustonet al., 2008, Remark 3.9). In this caseωe can be
affinely mapped to the unit squarêK = (0, 1)2. By the same mapping the intersectione = (∂K ∩ ∂K ′)◦

is transformed to a unit edge{̂a} × (0, 1) ⊂ K̂ , with 0 < â < 1, i.e., K is mapped to(0, â) × (0, 1)
and K ′ is mapped to(̂a, 1) × (0, 1). Hence, we may apply Lemma3.6 (with ε ∈ (0, 1/2]) to obtain a
cut-off functionχe ∈ C1(ωe) and a bubble functionbβ

e one with

χe|∂ωe = 0, ∇χe|∂ωe = 000,

and

‖χe‖0,ωe 6 Ch
1/2

K

∥
∥
∥b

β/2
e Ee

∥
∥
∥

0,e
, ‖Δχe‖0,ωe 6 Ch−3/2

K p4−β
K

∥
∥
∥b

β/2
e Ee

∥
∥
∥

0,e
. (3.19)

Note that, due to (3.1) and (3.2), it holds thathK ∼ hK ′ , andpe ∼ pK ∼ pK ′ . Moreover,

‖Ee‖0,e 6 Cpβ
K

∥
∥
∥b

β/2
e Ee

∥
∥
∥

0,e
, ‖∇χe‖0,e 6 Ch−1

K p2−β
K

∥
∥
∥b

β/2
e Ee

∥
∥
∥

0,e
. (3.20)

HereC > 0 is a constant independent ofEe, pK and pK ′ . Also, we have that̂a ∼ hK/hK +hK ′ , which,
with (3.1), is bounded away from 0 and 1 (independently ofhhh), and hence,C does not depend on the
element sizes either. Furthermore, we have that

∥
∥
∥b

β/2
e Ee

∥
∥
∥

2

0,e
=
∫

e
χeEe ds =

∫

∂K
χe(∇huDG ∙ nnnK )ds +

∫

∂K ′
χe(∇huDG ∙ nnnK ′) ds.
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Elementwise integration by parts yields
∥
∥
∥b

β/2
e Ee

∥
∥
∥

2

0,e
=
∫

ωe

∇hχe ∙ ∇huDG dx +
∫

ωe

χeΔhuDG dx.

Using Lemma2.7and integrating by parts again we obtain that
∥
∥
∥b

β/2
e Ee

∥
∥
∥

2

0,e
= −

∫

ωe

∇hχe ∙ ∇heDG dx −
∫

ωe

χeΔheDG dx

=
∫

ωe

eDGΔhχe dx −
∫

e
∇hχh ∙ [[eDG]] ds −

∫

ωe

cχeeDG dx

+
∫

ωe

χe(ΔhuDG − cuDG + Πh f ) dx +
∫

ωe

χe( f − Πh f ) dx

6 C
(
‖eDG‖0,ωe ‖Δhχe‖0,ωe

+ ‖∇hχh‖0,e‖[[eDG]]‖0,e + ‖eDG‖0,ωe ‖χe‖0,ωe

+ ‖ΔhuDG − cuDG + Πh f ‖0,ωe‖χe‖0,ωe + ‖ f − Πh f ‖0,ωe ‖χe‖0,ωe

)
.

Applying (3.19), (3.20) and using the bound from (a) for the elementwise volume residual results in (b).

Proof of(c). This follows directly from (3.13) and (3.14). �

REMARK 3.7 We note that the dependence of the lower bounds in Theorem3.4 is suboptimal with
respect to the polynomial degrees. This effect has been observed earlier in thea posteriorierror analysis
of hp-methods; see, e.g.,Melenk & Wohlmuth(2001) andHoustonet al. (2007, 2008). We remark,
however, that thep-suboptimality is less pronounced inenergy normlower bounds. We also mention
the alternative approach presented inBraesset al. (2009) in the context of spectral methods.

3.4 Numerical example

On the rectangleΩ = (−1, 1) × (0, 1) we consider the PDE problem: findu such that

−Δu = 0 in Ω,

u = g onΓ.

We choose the Dirichlet boundary datag in such a way that the analytical solution is given by

u(r, θ) =
1

π
θ,

where(r, θ) denote polar coordinates inR2. Note thatg is smooth onΓ except at the point(0, 0).
Indeed, in Cartesian coordinates, we have that

g(x, y = 0) =

{
1 for x < 0,

0 for x > 0,
(x, y) ∈ Γ.

In addition, we remark thatu 6∈ H1(Ω). However, there holdsu ∈ H1,1
α (Ω) for anyα ∈ (0, 1), where

the weight function for this problem is given byΦα(x) = |x|α. Furthermore,u is analytic away from
(0, 0) and belongs to the Babuška–Guo space (see, e.g.,Babǔska & Guo, 1988)

B1
ααα(Ω) =

{
v ∈ L2(Ω): |v|Hk,1

ααα (Ω)
6 Cdkk! ∀ k > 1, and constantsC, d > 0

}
.

With this in mind, we might therefore be able to achieve exponential convergence whenhp-refinement
is employed; cf.Scḧotzau & Schwab(2001).
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Firstly, however, we investigate the practical performance of thea posteriori error estimate de-
rived in Theorem3.2 within an automatich-version adaptive refinement procedure which is based on
1-irregular quadrilateral elements. Theh-adaptive meshes are constructed by marking the elements for
refinement/derefinement according to the size of the local error indicatorsηK ; this is done by employing
the fixed fraction strategy, with refinement and derefinement fractions set to 25% and 10%, respectively.

In Fig. 1(a) we show the initial mesh and computed DG solution based on employingp = 2, i.e.,
biquadratic polynomials. Furthermore, the computational mesh and DG solution are depicted in Fig.1(b
and c) after 4 and 9 adaptive refinements have been undertaken, respectively. Here we observe that the

FIG. 1. h-Refinement. (a) Initial mesh and solution with 8 elements; mesh and solution after: (b) 4 adaptive refinements with 86
elements and (c) 9 adaptive refinements with 1286 elements.
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mesh has been significantly refined in the vicinity of the discontinuity present ing as we would expect.
Figure2(a) shows the history of the actual and estimated||| ∙ |||0,h,Ω -norm of the error on each of the
meshes generated based on employingh-adaptive refinement. Here we observe that thea posteriori
bound over estimates the true error by a consistent factor. Indeed, the effectivity index tends to a value
of around 1.5 as the mesh is adaptively refined, cf. Fig.2(b).

We now turn our attention tohp-mesh adaptation. Here we again mark elements for refinement/
derefinement according to the size of the local error indicatorsηK based on employing the fixed frac-
tion strategy, with refinement and derefinement fractions set to 25% and 10%, respectively. Once an
elementK ∈ Th has been flagged for refinement or derefinement, a decision must be made whether the
local mesh sizehK or the local degreepK of the approximating polynomial should be adjusted accord-
ingly. The choice to perform eitherh-refinement/derefinement orp-refinement/derefinement is based
on estimating the local smoothness of the (unknown) analytical solution. To this end, we employ the
hp-adaptive strategy developed inHouston & S̈uli (2005), where the local regularity of the analytical
solution is estimated from truncated local Legendre expansions of the computed numerical solution;
see, also,Houstonet al. (2003).

In Fig. 3(a) we present a comparison of the actual and estimated||| ∙ |||0,h,Ω -norm of the error versus
the third root of the number of degrees of freedom in the finite element spaceVDG(Th, p) on a linear-
log scale for the sequence of meshes generated by ourhp-adaptive algorithm. We remark that the third
root of the number of degrees of freedom is chosen on the basis of thea priori error analysis carried
out in Wihler et al. (2003); cf., also,Scḧotzau & Wihler(2003). Here we observe that the error bound
over estimates the true error by a (reasonably) consistent factor; indeed, from Fig.3(b), we see that the
computed effectivity indices are in the range 1.5–2.5 as the mesh is refined. Moreover, from Fig.3(a),
we observe that the convergence lines usinghp-refinement are (roughly) straight on a linear-log scale,
which indicates that exponential convergence is attained for this problem.

In Fig. 4 we present a comparison between the actual error employing bothh- andhp-refinement.
In particular, we compute both the enhancedL2-norm |||u − uDG|||0,h,Ω for which the proposeda pos-
teriori error indicators have been derived as well as‖u − uDG‖H1,1

1/2
(Ω,Th)

. Here the norm‖∙‖H1,1
1/2

(Ω,Th)

FIG. 2. h-Refinement. (a) Comparison of the actual and estimated||| ∙ |||0,h,Ω -norm of the error with respect to the number of
degrees of freedom and (b) effectivity indices.
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FIG. 3. hp-Refinement. (a) Comparison of the actual and estimated||| ∙ |||0,h,Ω -norm of the error with respect to the (third root of
the) number of degrees of freedom and (b) effectivity indices.

FIG. 4. Comparison betweenh- andhp-refinement: (a)|||u − uDG|||0,h,Ω and (b)‖u − uDG‖
H1,1

1/2
(Ω,Th)

.

represents the broken variant of theH1,1
1/2 (Ω)-norm, i.e.,

‖v‖2
H1,1

1/2
(Ω,Th)

= ‖v‖2
0,Ω + ‖Φ1/2∇hv‖2

0,Ω .

In both cases we clearly observe the superiority of employing a grid adaptation strategy based on ex-
ploiting hp-adaptive refinement: on the final mesh,|||u − uDG|||0,h,Ω computed usinghp-refinement is
around three orders of magnitude smaller than the corresponding quantity computed whenh-refinement
is employed alone; an improvement of almost two orders of magnitude in‖u − uDG‖H1,1

1/2
(Ω,Th)

is

observed when usinghp-refinement in contrast toh-refinement. In addition, this demonstrates, for at
least the problem at hand, that the proposed error indicator is capable of automatically guiding the adap-
tive process to ensure convergence of the error measured in theH1,1

1/2 (Ω, Th)-norm. In general, however,

a reliable upper bound on the the error computed in terms of theH1,1
1/2 (Ω, Th)-norm would be necessary

to ensure convergence of the adaptive algorithm, cf. below.
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Finally, in Figs.5 and6, we show the mesh generated using the proposedhp-versiona posteriori
error indicator stated in Theorem3.2 after 9 and 14hp-adaptive refinement steps, respectively. For
clarity, we also show theh-mesh alone as well as a zoom of the mesh in the vicinity of the origin. Here
we observe that geometrich-refinement has been performed in the vicinity of the discontinuity present

FIG. 5. hp-Mesh distribution after 9 adaptive refinements with 134 elements and 2002 degrees of freedom: (a)h-mesh alone,
(b) hp-mesh and (c) zoom of (b).
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FIG. 6. hp-Mesh distribution after 14 adaptive refinements with 206 elements, 4904 degrees of freedom: (a)h-mesh alone,
(b) hp-mesh and (c) zoom of (b).

in g, cf. above. Within this region, the polynomial degree has been kept at 2. Away from this region,
thehp-adaptive algorithm increases the degree of the approximating piecewise polynomials where the
analytical solution is smooth. This corresponds to thea priori hp-approximation strategies proposed
in, e.g.,Guo & Babǔska(1986a,b), Schwab(1998); see furtherSchwab(1998), Scḧotzau & Schwab
(2001), Wihler (2002), Scḧotzau & Wihler(2003), Wihler et al. (2003), Houstonet al. (2004).
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4. Conclusions

In this work we have introduced a new variational framework for linear second-order elliptic PDEs
with discontinuous Dirichlet boundary conditions based on locally weighted Sobolev spaces. In partic-
ular, we have proved the well-posedness of the new setting by means of an inf-sup condition. In addi-
tion, we have proposed the use of symmetrichp-version interior penalty DG methods for the numerical
approximation of such problems. For this discretization scheme we have derived an (enhanced)
L2-norm a posteriorierror analysis featuring upper and lower estimates. The performance of the re-
sulting error indicators withinh- and hp-adaptive refinement procedures has been displayed with a
model numerical experiment. Future work will involve an error analysis with respect to theH1,1

ααα -norm,
and some extensions of the present setting to systems such as, e.g., the Stokes equations for cavity flow
problems.

REFERENCES

ADAMS, R. A. & FOURNIER, J. J. F. (2003)Sobolev Spaces, 2nd edn. Pure and Applied Mathematics Series.
Amsterdam, The Netherlands: Academic Press.

ARNOLD, D., BREZZI, F., COCKBURN, B. & M ARINI , L. (2001) Unified analysis of discontinuous Galerkin
methods for elliptic problems.SIAM J. Numer. Anal., 39, 1749–1779.
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