Comparison of co-located independent ground-based middle atmospheric wind and temperature measurements with numerical weather prediction models
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Abstract

High-resolution, ground-based and independent observations including co-located wind radiometer, lidar stations, and infrasound instruments are used to evaluate the accuracy of general circulation models and data-constrained assimilation systems in the middle atmosphere at northern hemisphere midlatitudes. Systematic comparisons between observations, the European Centre for Medium-Range Weather Forecasts (ECMWF) operational analyses including the recent Integrated Forecast System cycles 38r1 and 38r2, the NASA’s Modern-Era Retrospective Analysis for Research and Applications (MERRA) reanalyses, and the free-running climate Max Planck Institute–Earth System Model–Low Resolution (MPI-ESM-LR) are carried out in both temporal and spectral domains. We find that ECMWF and MERRA are broadly consistent with lidar and wind radiometer measurements up to ~40 km. For both temperature and horizontal wind components, deviations increase with altitude as the assimilated observations become sparser. Between 40 and 60 km altitude, the standard deviation of the mean difference exceeds 5 K for the temperature and 20 m/s for the zonal wind. The largest deviations are observed in winter when the variability from large-scale planetary waves dominates. Between lidar data and MPI-ESM-LR, there is an overall agreement in spectral amplitude down to 15–20 days. At shorter time scales, the variability is lacking in the model by ~10 dB. Infrasound observations indicate a general good agreement with ECMWF wind and temperature products. As such, this study demonstrates the potential of the infrastructure of the Atmospheric Dynamics Research Infrastructure in Europe project that integrates various measurements and provides a quantitative understanding of stratosphere-troposphere dynamical coupling for numerical weather prediction applications.

1. Introduction

Weather and climate forecasting communities are moving toward a more comprehensive representation of the atmosphere to better capture stratospheric-tropospheric interactions and improve long-term forecasts. The combination of innovative relevant observations and numerical modeling contribute to a better prediction of extreme atmospheric events. An important part of improving our understanding of the general circulation of the middle atmosphere (MA, from ~12 to 90 km) is building a detailed knowledge of the MA dynamics through multiple complementary observational platforms.

In recent years, general circulation models (GCMs) have been progressively extended higher to cover the whole stratosphere and in some cases the mesosphere, because it is now recognized that stratospheric circulation anomalies, often formed in the mesosphere and the lower thermosphere (MLT) [Coy et al., 2011; Angot et al., 2012], may affect tropospheric weather on time scales from weeks to months [e.g., Baldwin et al., 2003; Charlton-Perez et al., 2004]. The MLT is a dynamic medium with variability over time scales ranging from minutes to days. Both the mean state and the variability within the MLT are subject to inaccuracies both in current operational analyses and reanalyses [Rienecker et al., 2011; Hoppel et al., 2013].

The majority of assimilated observations are satellite-based radiances that often include a significant contribution from the upper stratosphere and lower mesosphere. They have their most direct effect in the
troposphere and lower stratosphere (i.e., below ~35 km) because their weighting function peaks are generally in those regions [Hoppel et al., 2013]. There are no direct routinely operational meteorological wind measurements presently available above ~30 km where few radio sondes reach; thus, winds are derived from thermal wind balance and wind data assimilated at lower levels. Generally, winds are adjusted as part of the assimilation system, so that winds and temperatures are approximately in balance before a model forecast begins [Polavarapu et al., 2005].

Assimilation of temperatures in the MA into current operational models is still developing for a number of reasons [Hoppel et al., 2013]: (i) satellite observations with weighting functions that peak in the mesosphere are typically not provided in real time as most of these observations come from research instruments, (ii) biases in the assimilation of satellite radiance observations [Derber and Wu, 1998], and (iii) data assimilation systems are affected by the different biases originating from the combination of multiple data sources or by limitations of the assimilating model [Dee, 2005; Polavarapu et al., 2005]. The assimilation of these data in reanalyses up to an ~50 km altitude further influences upper regions through model calculations [Sakazaki et al., 2012].

In earlier studies, comparison of these satellite observations with model output in the MLT region has been performed over monthly time scales [Rienecker et al., 2011; Sakazaki et al., 2012] to reconcile the temporal and spatial sampling differences of the two techniques [Wendt et al., 2013]. Rienecker et al. [2011] and Kishore Kumar et al. [2014] have shown that biases may exceed a few tens of meters per second for winds and 10 K for temperatures in the monthly means. Comparisons of wind fields in the MA from global meteorological data assimilation systems to satellite observations are somewhat limited. Recent studies include comparisons between output from the European Centre for Medium-Range Weather Forecast (ECMWF) analysis with observations from long-duration balloons [Podglajen et al., 2014] and from the Superconducting Submillimeter-Wave Limb-Emission Sounder research instrument on board the international space station [Baron et al., 2013].

Earlier validations also include rocketsonde measurements [e.g., Hamilton, 1991], mesosphere-stratosphere-troposphere radar techniques [e.g., Smith and Fritts, 1984], and comparisons with the High Resolution Doppler Interferometer instrument [Hays et al., 1993; Swinbank and Orland, 2003]. Comparisons between direct temperature measurements and modeled temperatures are more frequent. A climatological study of monthly zonal mean temperature in the polar winter has shown a cold bias of ~30–40 K in the lower mesosphere, suggesting that gravity wave forcing in this region is too weak [e.g., Long et al., 2013]. At stratopause altitudes, where models often misrepresent polar temperature structure during and after major sudden stratospheric warmings (SSWs) [Diamantakis, 2014], the use of Microwave Limb Sounder and Sounding of the Atmosphere with Broadband Emission Radiometry (SABER) data provides an opportunity to characterize the four-dimensional stratopause evolution throughout the SSW life cycle [Manney et al., 2008].

Assessment of the performance of several MA climate models was documented through the GCM-Reality Intercomparison Project for Stratospheric Processes and their Role in Climate initiative. This initiative includes the evaluation of model simulations of the coupled troposphere-MA system and the effects of misrepresented dominant structures on climate predictions [Pawson et al., 2000; Randel et al., 2004].

For several reasons, there is an increasing interest to develop coupled whole atmosphere models that extend from the ground to the thermosphere [e.g., Siskind et al., 2014]. First, as mentioned it is now recognized that improvements in the middle and upper atmospheric regions can improve tropospheric forecast skill scores [e.g., Sigmond et al., 2013]. Second, such models are important for space weather research and operations, as the day-to-day variability of the ionosphere is influenced by the lower atmosphere [Liu et al., 2013] and solar and geomagnetic variability aloft. Finally, the upper atmosphere could provide bellwethers in the context of long-term atmospheric climate change [e.g., Laštovička et al., 2014].

Given the importance of model validation in the middle and upper atmosphere regions, this study provides insight on the use of independent observations for GCM validation at northern hemisphere midlatitudes. In particular, we focus on measurements made in 2012–2013, as part of the Atmospheric Dynamics Research Infrastructure in Europe (ARISE) measurement campaign at the Haute-Provence Observatory (OHP, France; 43.93°N, 5.71°E). Here we estimate systematic differences between the modeled and observed temperature and wind fields using colocated complementary ground-based instruments completed by satellite data, on time scales ranging from 1 day to decades. The paper is organized as follows. Observations and models are described in the next section. In section 3, we present statistics based on long time series of temperature...
and wind profiles in both temporal and spectral domains. In this section, we additionally discuss the use of infrasound for evaluating numerical weather prediction (NWP) model output. Finally, sections 4 and 5 discuss and summarize our results.

2. Observations and Models

2.1. Innovative Reference Measurements

Table S1 in the supporting information details the range, resolution, and accuracy of representative MA wind and temperature sounding techniques. In this study, we especially focus on several ground-based instruments which include lidar, wind radiometer, and infrasound instruments. These instruments are part of the ARISE observation network and are complemented by satellite observations:

1. A Rayleigh-Mie-Raman lidar, part of the Network for the Detection of Atmospheric Change (NDACC, http://www.ndsc.ncep.noaa.gov/) which operates in clear-sky conditions. It has been running since 1979, measuring temperature in the 30–90 km altitude range [Keckhut et al., 1993]. The long-term high-quality measurements of this network allow monitoring trends in the MA dynamics and composition [Angot et al., 2012].

2. A new ground-based microwave Doppler-spectro Wind RADiometer (WIRA) specifically designed for the daily averaged MA wind measurements using ozone emission spectra [Rüfenacht et al., 2012]. Previously, there have been few studies that have evaluated zonal winds above 30 km, as few measurement techniques are available for these altitude ranges. WIRA is the first instrument able to continuously measure horizontal wind from ~35 up to 75 km from the measured thermal radiation spectra.

3. Continuous ground-based infrasound monitoring of natural sources using acoustic antenna. Measurements of infrasound passing the array provide additional useful integrated information about the stratospheric wind dynamics with high temporal resolution. This technique is detailed in the next section.

4. The SABER instrument [Russell et al., 1999] on board the Thermosphere Ionosphere Mesosphere Energetics and Dynamics satellite provides vertical temperature profiles between approximately 20 and 100 km.

Combining these co-located innovative MA sounding techniques provides useful information on upper atmospheric processes from seasonal to daily scales above the measurement site.

2.2. Monitoring High-Altitude Winds Using Infrasound

Infrasound of geophysical origin (e.g., volcanoes, meteorites, tornadoes, and ocean swells) or anthropogenic source such as explosions can potentially propagate through the atmosphere over large distances due to low absorption rates and efficient atmospheric ducting between the ground and the stratopause. Ducting is dependent on the 3-D wind and temperature field and propagation direction and is most efficient if the propagation direction coincides with the circumpolar vortex. For example, microbaroms (quasi-continuous infrasound signals generated by standing ocean surface waves) can be detected thousands of kilometers downwind of the source. Variations in the temperature or wind profiles in the MA, that form the waveguide for that source, will shift the sensitivity of the array to a different source region.

As infrasonic waves propagate into the MA, significant features of the vertical structure of the temperature and wind are reflected in the detected signal on the ground [e.g., Kulichkov, 2010; Chunchuzov et al., 2013]. This has motivated the development of atmospheric remote sensing methods [e.g., Drob et al., 2010; Lalande et al., 2012; Landès et al., 2014; Assink et al., 2014a]. In particular, the main characteristics of SSW events have been successfully derived from directional microbarom amplitude variations resulting from changes in stratospheric propagation conditions [Evers and Siegmund, 2009; Smets and Evers, 2014]. Discrepancies between the observed characteristics, such as the onset and recovery times of the SSWs, and those simulated by ECMWF products have also been pointed out. At much lower frequencies, infrasound arrays can measure part of the gravity wave (GW) spectrum as well, which is poorly sampled by other measurement techniques [Blanc et al., 2014].

Motivated by these studies, one experimental four-element array of ~3 km aperture has been installed at OHP to further explore atmospheric remote sensing methods using near-continuous signals. In the 0.1–0.3 Hz frequency band, signals of interest are Atlantic microbaroms that are routinely detected during normal winter conditions. These signals have been well detected during the OHP measurement campaign. In this study, microbarom sources are predicted using a source model developed by Waxler and Gilbert [2006] and the
sea state using the ECMWF two-dimensional wave energy spectrum ocean wave product [European Centre for Medium-Range Weather Forecasts (ECMWF), 2013].

The ARISE infrasound network consists of national infrasound facilities in addition to the global infrasonic network of the International Monitoring System (IMS). The IMS is being installed for the validation of the Comprehensive Nuclear Test-Ban Treaty (CTBT, http://www.ctbto.org/).

2.3. Advanced Temperature and Wind Field Models

Four different models are used in this study:

1. The NASA’s Modern-Era Retrospective Analysis for Research and Applications (MERRA) [Rienecker et al., 2011] reanalyses. MERRA applies NASA’s Goddard Earth Observing System version 5 atmospheric model and the three-dimensional variational (3D-Var) data assimilation system. It integrates observing systems with numerical models to produce a temporally and spatially consistent reanalysis with 72 vertical levels up to 0.01 hPa and a horizontal grid of 0.67° × 0.5° (~60 km at OHP). Observations are assimilated with a 6 h assimilation window. The MERRA input data are available online at http://gmao.gsfc.nasa.gov/research/merra/catalog/.

2. The operational ECMWF high-resolution (HRES) atmospheric model analysis defined by the Integrated Forecast System (IFS) cycle 38r1 at 91 mean pressure levels up to 0.01 hPa (L91) with a spectral resolution of T1279 (~12 km). Observations are assimilated with a 12 h assimilation window using the IFS 4D-Var data assimilation system. ECMWF analyses assimilate radiosonde, ground-based atmospheric observations together with modern hyperspectral instruments such as Infrared Atmospheric Sounding Interferometer, Meteosat/Spinning Enhanced Visible and IR Imager, Advanced Infrared Sounder, Advanced Microwave Sounding Unit (AMSU) instruments along with GPS radio occultation observations which could impact the quality of the analyses in the upper stratosphere/lower mesosphere.

3. The new ECMWF HRES atmospheric model with IFS cycle 38r2 (experimental version 62), introducing a higher vertical resolution of 137 levels for the analysis, forecast, and 4D-Var data assimilation (L137). The model top remains unchanged at 0.01 hPa (see http://old.ecmwf.int/products/changes/ifs_cycle_38r2/ for a complete list of changes).

4. In addition to the (re)analysis models that do assimilate atmospheric observations, the 1950–2005 historical run of the free-running climate Max Planck Institute–Earth System Model–Low Resolution (MPI-ESM-LR) is considered as well. MPI-ESM-LR is used for comparative model calculations in the context of the Coupled Model Intercomparison Project Phase 5 [Charlton-Perez et al., 2013]. In this study, long-term time series of MPI-ESM-LR vertical temperature profiles are extracted over OHP up to 0.1 hPa. The MPI-ESM-LR configuration uses a 1.9° horizontal resolution and 47 hybrid pressure levels.

2.4. Comparing Local Measurements With Global Circulation Models

Statistical performance measures of the mismatch between the analyses and each assimilated data are part of the operational NWP routines. For example, for altitudes up to about 30 km, balloon-borne radiosonde measurements provide a good measure for model performance as they are not assimilated. The main problem is the lack of direct measurements above 30 km that are not part of the nominal assimilation process. These insights can be used to identify problem areas as well as tune free model parameters such as in GW drag schemes [e.g., Long et al., 2013]. In this context, differences between models and measurements can be related to (i) systematic problem in the model physics (e.g., radiance code and GW drag scheme) that drives the analysis fields away from available observations, (ii) temporal and spatial differences between instrument observations and model output, (iii) model failing to capture atmospheric variability in regions devoid of any measurements or the inherent smoothing of the data assimilation system in GCMs, and (iv) systematic errors in the observations used for the comparison. In particular, as the full spectral domain is not resolved by GCMs, GWs with spatial and temporal scales less than the model grid have to be parameterized. Table S1 summarizes range, resolution, and accuracy properties of representative atmospheric remote sensing techniques that can provide useful constraints for GW parameterizations in GCMs.

As the instrument measurements and model output generally have a different spatiotemporal resolution, the comparisons presented here make use of monthly and yearly statistics, to reduce any inconsistencies associated with sampling differences. Moreover, as the upper pressure levels of GCMs correspond to the absorptive sponge layer which is required for model stability, we consider a maximum altitude of 70 km. For the
comparisons, we extract from ECWMF and MERRA (re)analyses horizontal wind and temperature profiles that are spatially interpolated to match the location of OHP. Nightly averaged lidar (typically between 20:00 and 01:00 UTC) is compared with NWP profiles extracted at 00:00 UTC. WIRA data are compared with daily averaged NWP profiles (extracted at 00:00, 06:00, 12:00, and 18:00 UTC).

In this work, we compare observational and interpolated model profiles throughout the MA. We use the word “model” to refer to data assimilation systems as well as the free-running general circulation model under consideration, as all of these systems provide global gridded winds and temperatures that are being compared with our localized observations. The individual comparisons lead to difference distributions on temperature and horizontal wind. At each altitude level, we characterize the 66% and 95% intervals of these difference distributions. Moreover, the mean and the standard error of the mean are computed to quantify whether the difference is statistically significant when compared to the standard error of the observational method (see Table S1). Essentially, the standard error of the mean corresponds to the 66% interval divided by the square root of the number of comparisons involved. While the means and standard errors of the mean are more appropriate for NWP model evaluation, which is the primary topic of this paper, the 66% and 95% intervals are of direct interest for in-depth event analyses using remote observations (e.g., future verification of the CTBT and civil applications related to monitoring of natural hazards—http://www.ctbto.org/verification-regime/potential-civil-and-scientific-applications-of-ctbt-verification-data-and-technologies/).

3. Results

3.1. Comparing Temperature (Re)analysis Profiles With Lidar and Satellite Data

3.1.1. Vertical Profiles and Vertically Averaged Layers as a Function of Time

Figure 1 presents three representative examples of temperature profiles during the winter, equinox, and summer. Measurements and model (re)analyses are in good agreement up to ~40 km altitude. Above 40 km, differences between observations and models increase with altitude.

Figure 2 compares the measured and modeled temperatures during the OHP campaign as a function of time and altitude. Temperature and wind values are averaged between 30–40, 40–50, 50–60, and 60–70 km. A key example of the variability of the MA critical to the link between the troposphere and stratosphere is the major SSW event in early January. During this period, normally, westerly winds in the stratosphere are temporarily and significantly reduced due to momentum transfer from breaking planetary waves. In a time interval of 2 weeks, the zonal wind speed between 40 and 60 km reduces by ~100 m/s (Figure 6). The SSW is on average well represented by both ECMWF and MERRA in the temperature and wind products. However, from 30 to 70 km, there is a variability on shorter time scales (up to several days) that neither ECMWF nor MERRA represents. For the temperature (Figure 2), MERRA is in closer agreement with the SABER measurements between 50 and 60 km, while both L91 and L137 models are more in line with the lidar measurements. Between 60 and 70 km, compared to L91, L137 and MERRA are in better agreement with lidar data. The difference between lidar and SABER varies throughout the campaign. In the 60–70 km range, differences between lidar, SABER, and model values vary significantly during the campaign period.
Figure 3 shows the distribution of the difference between ECMWF and MERRA temperature products during the OHP campaign from January to July 2013, when both L91 and L137 were available. For L91, the 95% distribution reaches a maximum of +20 K at 60 km and a minimum of −60 K at 70 km. Above 60 km, with L137 and MERRA, the negative difference reduces to a standard error of the mean of ±5 K and a 95% distribution of ±20 K. As seen in Figure 2, differences between L91 and L137 are likely due to (i) changes in the absorptive layer conditions required for model stability at these pressure levels, (ii) different vertical resolution in the radiation scheme, or (iii) the inability for L91 to produce gravity wave activity at these altitudes. Of specific interest is the wave-like pattern of the differences between observations and model output in the 30–70 km range. Such pattern is typical of quasi-stationary planetary wave structure usually developing in the MA in the winter midlatitudes and characterized by a westward shift in phase with increasing height [e.g., Smith, 2003]. This pattern might be related to both amplitude and phase of the wave one signature produced by the models, suggesting systematic biases of the numerical models in resolving planetary wave accurately. Biases on the phases could also be due to the lack of vertical resolution of assimilated AMSU satellite data or inaccuracy of their weighting function.

Figure 4 presents the monthly statistical distribution of the differences between January and July 2013. Generally, ECMWF, MERRA, and lidar are in agreement up to ~40 km with a small but systematic positive difference of ~3 K at ~35 km altitude. The standard error of the mean increases with altitude, predominantly above the stratopause region. The largest deviations noted in winter at 40–45 km altitude correspond to the time of the major SSW that occurred early January 2013. This deviation might be due to enhanced gravity wave activity during SSW events [e.g., Khaykin et al., 2015] and the lack of shorter time scale variability in the models as quantified in the following section. After the vernal equinox, the deviation of the mean and 95% intervals reduce by about a factor 2 due to the lack of stratospheric and mesospheric variability in this season.

3.1.2. Lomb-Scargle Periodogram Analyses: Comparison With Weather and Climate Models
The variability on shorter time scales is analyzed by quantifying the differences in spectral content using Lomb-Scargle periodograms [Press et al., 1994]. These spectral methods are well suited to determine cycles...
Figure 3. Distribution of the difference between (a) L91, (b) L137, and (c) MERRA temperature products at 00:00 UTC and nightly averaged lidar measurements versus altitude during the OHP campaign from January to July 2013. Blue lines: standard error of the mean. Green dashed lines: instrumental error bars (see Table S1). Purple and pink regions: 66% and 95% confidence intervals of the differences.

Figure 4. Distribution of the monthly difference between ECMWF (L91 and L137), MERRA temperature products at 00:00 UTC and nightly averaged lidar measurements versus altitude at OHP from January to June 2013. Blue lines: standard error of the mean. Green dashed lines: instrumental error bars. The differences are significant when the blue lines fall outside of the green dashed lines. Purple and pink regions: 66% and 95% confidence intervals of the difference profiles.
in incomplete or unevenly sampled time series, which is the case for lidar or WIRA data. The periodograms compare spectra from ECMWF (for L91; L137 has only recently become available), MERRA, and MPI-ESM-LR output with long-term lidar time series. For MPI-ESM-LR, multiple ensemble members of the climate model are used to refine estimates of the power spectrum.

Figure 5 compares the power spectral density (PSD) of detrended lidar data and model output at 1 hPa (~48 km). A reasonable agreement in spectral amplitude is found down to 15–20 days for all models. Compared to the observations, the variability at shorter time scales is lacking in both weather and climate models. While relatively small at 1 hPa, planetary wave activity is substantial in the mesosphere [Nielsen et al., 2010]. Underestimating the ~5 day amplitude of upward propagating planetary waves in the models could explain part of the disagreements noted at upper levels (60–70 km). While the dominant annual cycle is reasonably well resolved by the models, deviation in resolving the amplitude of other peaks, including the semiannual cycle, is noted. This anomaly is still present when the same time periods for lidar and models are selected. We further note that the measurement periodograms contain more narrow peaks compared to the model periodograms. Part of the differences noted in the peak amplitudes could be related to local effects not resolved by the models (e.g., orographic gravity wave activity). The MPI-ESM-LR periodogram appears to be smoother, and the spectral tail has a steeper slope for periods shorter than 5 days, compared to the ECMWF/MERRA periodograms. The lower level of variability found in the free-running MPI-ESM-LR model can partly be explained by its coarser spatial grid and the lack of data being assimilated. Additional periodograms for the 10 hPa, 1 hPa, and 0.1 hPa model levels over the OHP (43.9°N) and Table Mountain (34.4°N) NDACC sites show a very similar pattern. Figure S1 in the supporting information shows the comparisons for L91 model only.

3.2. Comparing Wind (Re)analysis Profiles With Wind Radiometer Data

Figure S2 compares the vertical structure of the ECMWF and MERRA zonal wind products to the daily averaged WIRA measurements between 30 and 70 km. The error is dependent on the instrumental noise and the estimation method based on the determination of the Doppler shift of the measured atmospheric ozone emission spectra [Rüfenacht et al., 2012]. Typical uncertainties and vertical grid of the WIRA data are 10–15 m/s and 10 km between 35 and 50 km, as well as 15–20 m/s and 10–15 km between 50 and 70 km [Rüfenacht et al., 2014]. Figure 6 compares the measured and modeled zonal winds over OHP as a function of time. Wind values are averaged between 30–40, 40–50, 50–60, and 60–70 km. Comparable temporal variations in both measured and modeled wind values are noted between 30 and 60 km.

In general, the amplitudes of the ECMWF/MERRA zonal winds in the upper stratosphere are weaker than observed and spatially more extended into the mesosphere, whereas the amplitudes of the meridional wind are stronger than observed (Figure 6 and Figure S4). During the winter months (except during the SSW), the zonal winds in the ECMWF models are generally overestimated by 20–60 m/s between 60 and 70 km altitude, in contrast to MERRA. Differences between observations and model are generally smaller for the meridional wind, both absolute and relative (Figure S3). As a result, it is expected that the observed direction of the wind vector may differ by ~20° from the one produced by the model.

Figure 7 shows the monthly statistical distribution of the differences between zonal and meridional wind models and WIRA observations. Model data have been convolved with the averaging kernels of WIRA to...
account for the limited vertical grid of the instrument. As for the temperature (Figure 4), the median of the differences are overall in good agreement between 30 and 60 km. The standard deviation of the mean, especially above 60 km, falls outside of the instrumental error (green dashed lines, see Table S1) and thus can be considered statistically significant (larger than 20 m/s for the zonal wind). As for the temperature (see Figure 4), larger differences are noted during the winter months with a similar phase shifted pattern which is likely related to failure of the numerical models to resolve planetary wave one correctly (see section 3.1.1).

Figure S4 shows distributions considering the entire OHP campaign. From the zonal wind distribution for both L137 and MERRA, we estimate a mean negative difference of 10–15 m/s around 50 km. The standard error of the mean increases with altitude and reaches +20 m/s at 70 km. The 95% distribution ranges from about −40 m/s at 50 km and a maximum of +50 m/s at 65 km. For the meridional wind, a positive difference of −10 m/s is noted in the deviation of the mean at 50 km. Between 35 and 70 km, the 95% distribution ranges from −20 to −30 m/s. Although ECMWF and MERRA exhibit comparable distributions in the difference, a larger variance is noted in the difference above 50 km for MERRA.

### 3.3. ECMWF Model Validation Using Continuous Infrasound Recordings

While lidar and microwave soundings provide vertical information above the station, infrasound signals are sensitive to the combined effects of refraction due to sound speed gradients and advection due to along-path wind on propagation. Figure 8 presents infrasound signals (in black) detected at OHP in the microbarom band (0.1–0.3 Hz) from October 2012 to May 2013. The detected microbarom signals originate from the North Atlantic [e.g., Assink et al., 2014b]. The infrasound detections are superimposed on the effective sound speed ratio (Ceff-ratio) which is defined as the ratio between the maximum of the along-path wind plus the adiabatic sound speed at 30–60 km altitude and the sound speed at the ground level [see, for example, Le Pichon et al., 2012]. In the microbarom frequency band, Ceff-ratio controls to a first order the pressure attenuation, which combines the effects of both geometrical spreading and dissipation on the wave amplitude. This parameter is calculated using ECMWF (L91) wind and temperature products. Values of Ceff-ratio larger than 1 (red regions) indicate favorable downwind propagation. Detections are
compared to predicted microbarom signals detectable above the background noise level at the station, that propagate through the stratospheric waveguide up to 50–55 km, by applying an empirically derived pressure wave attenuation relation \cite{Le Pichon et al., 2012}. The predicted back azimuths (with respect to the OHP array) of microbarom signals (in green) are calculated using a source model developed by Figure 8.

Figure 7. Distribution of the monthly difference between ECMWF wind product at 12:00 UTC and daily averaged WIRA measurements versus altitude at OHP from January to April 2013. Blue lines: standard error of the mean. Green dashed lines: instrumental error bars. The differences are significant when the blue lines fall outside of the green dashed lines. Purple and pink regions: 66% and 95% intervals obtained from the distribution of difference profiles.

Figure 8. Infrasound monitoring of microbaroms from North Atlantic at OHP. Detected (black dots) and predicted signals (green regions) superimposed on the color-coded $C_{\text{eff}}$ ratio (from 191) computed above OHP in the full range of azimuths. The red regions indicate favorable stratospheric propagation conditions, while blue to white colors indicate that stratospheric propagation is unlikely.
During winter, the eastward circumpolar vortex favors long-range downwind propagation of signals from westerly directions. Improved detection capability occurs downwind from October 2012 to May 2013. While a general agreement between the observed and predicted microbarom azimuths is found, similar to earlier studies by Walker [2012] and Assink et al. [2014b], differences up to ~20° are often observed. These differences could be associated with approximations in long-range propagation modeling (azimuth uncorrected for transversal wind effects and range-independent atmospheric profiles) [e.g., Walker, 2012; Assink et al., 2014b] as well as uncertainties in the wave parameter estimation [Szuberla and Olson, 2004]. During the onset of the SSW, we note an increased number of low-frequency signals (5–10 s period) from northeastern direction. These signals could be interpreted as Pacific microbarom signals or orographic waves from the Alps. The first-order agreement is in accordance with the lidar and WIRA comparisons shown in Figures 2 and 7. Deviations from this trend (e.g., unpredicted signals under favorable propagation conditions and low background station noise or detected signals out of the expected range of azimuth) are either related to short time scale variability of the atmosphere not represented in ECMWF analyses (e.g., inaccuracy in the modeled direction of the wind vector and strength) with resulting local differences in the large-scale circulation or can be explained by unresolved changes in the nature of the microbarom sources. In a related study [Assink et al., 2014a], an evaluation of ECMWF analyses using volcanic signals has been performed. While a first-order agreement was found, large discrepancies during the equinox periods were observed when the atmosphere is in a state of transition. The reported deviations of up to 30 m/s at 50 km altitude were found to be in line with our 95% distribution.

4. Discussion

Current research and development efforts are focused on the implementation of fully assimilative high-top global circulation models to quantify the coupling between the lower, middle, and upper atmosphere and ionosphere [e.g., Akmaev, 2011]. Operational weather and climate models provide 4-D fields of meteorological variables up to ~80 km. In this study, colocated lidar, wind radiometer profiles as well as continuous infrasound recordings are used to evaluate ECMWF analyses, MERRA reanalyses, and the MPI-ESM climate model output in the MA, where limited data assimilation occurs operationally. The presented results are essentially limited to comparisons between GCM stable representation and local wind and temperature sounding profiles. While part of the observed discrepancies could be associated with unresolved physics in the GCM, another part can be related to differences in spatial and temporal sampling. However, the presented statistics based on long time series of nightly averaged lidar and daily averaged WIRA data provide first-order estimates of similarities and differences depending on ranges of altitude and seasons, as well as information on atmospheric structures at temporal scales that GCM can resolve.

For both temperature and horizontal wind components, comparisons highlight differences increasing with altitude. We find that the modeled and observed temperatures and horizontal winds are in general agreement up to ~40 km, although significant small biases in both variables are noted, over a timespan of 6 months. Throughout the MA, the differences are characterized by broad distributions. Between 40 and 60 km altitude, the standard deviation of the mean difference exceeds 5 K for the temperature and 20 m/s for the zonal wind. In this range of altitude, the 95% distribution of the difference exceeds 30 K for the temperature and 40 m/s for the zonal wind. The largest deviations are observed in winter when the variability from large-scale planetary waves dominates over the general circulation. After the vernal equinox, the differences reduce by about a factor 2. Compared to L91 model, L137 and MERRA models are in better agreement with lidar data above 60 km. Between 10 and 0.1 hPa, comparative spectral analyses confirm the lack of variability on shorter time scales (up to 20 days and in the order of ~10 dB at 5 day period) that is neither present in ECMWF and MERRA products nor in the free-running MPI-ESM-LR climate model. These results are in line with a recent study by Hoppel et al. [2013], who showed that assimilation of microwave imager/sounder data could provide reliable large-scale constraints throughout the mesosphere for operational high-altitude analysis.

Combined with lidar and wind radiometer observations, infrasound measurements provide additional integrated information about the structure of the stratosphere where data coverage is sparse. The observed infrasound parameters from microbaroms are overall in agreement with the simulated values, which is consistent with the lidar and WIRA observations. However, on shorter time scales, deviations in the detected...
source intensity and direction are consistent with the lack of variability found in both temperature and wind models. More analyses like the one presented here will better determine the role of different factors that influence propagation predictions and could infer more precisely atmospheric corrections by including additional infrasonic observables (such as the wave amplitude and period). In particular, improvements of the microbarom predictions would require more accurate source and propagation models [e.g., Landes et al., 2014]. With the increasing number of IMS and other infrasonic arrays deployed around the globe, more systematic studies using historical infrasound data set and state-of-the-art reanalysis systems could provide useful information on the polar vortex structure and the longer-term influences of SSWs on the troposphere [e.g., Charlton-Perez et al., 2007; Mitchell et al., 2013; Smets and Evers, 2014].

5. Conclusions

The validation of the analysis products in the lower and middle atmosphere is relevant to a broad community and for a wide variety of applications. Simulating realistic MA variability and reducing biases remain a challenge for all climate models [e.g., Sigmond and Scinocca, 2010; Hardiman et al., 2012]. Furthermore, the lack of stratospheric variability in the low-top models has an impact on stratosphere-troposphere coupling which do not produce long-lasting tropospheric impacts as seen in observations [e.g., Charlton-Perez et al., 2013]. Recent studies have demonstrated that dynamics in the stratosphere play a significant role in tropospheric weather [e.g., Sigmond et al., 2013]. Thus, correctly predicting the evolution of atmospheric extreme events like SSWs can lead to improvements in tropospheric weather forecasts on weekly time scales [e.g., Tripathi et al., 2014].

This study demonstrates the advantage of an infrastructure that integrates various independent middle atmospheric measurement techniques currently not assimilated in NWP models and provides quantitative understanding of stratosphere-troposphere dynamical coupling useful for NWP applications. It can be anticipated that continuing such investigations could be of considerable value for NWP applications, as climate science including monthly and seasonal predictability requires an improved quantitative understanding of the dynamical coupling between the MA and the troposphere.

Beyond the atmospheric community, the evaluation of NWP models is essential in the context of the future verification of the CTBT as improved atmospheric models are extremely helpful to assess the IMS network performance in higher resolution, reduce source location errors, and characterization methods. Capitalizing on such scientific and technical advances should reinforce the potential benefit of a routine and global use of infrasound for civil applications and enlarge the science community interested by operational infrasound monitoring. In particular, infrasound has proven to be extremely efficient in providing reliable source information on active volcanoes from local to long-range (thousands of kilometers) observations [e.g., Dabrowa et al., 2011; Tailpied et al., 2013; Matoza et al., 2011]. For this typical application, the use of improved atmospheric specifications will allow for reliable confidence level estimates associated with remote volcanic hazard assessments.
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