From quantum to classical dynamics: The relativistic $O(N)$ model in the framework of the real-time functional renormalization group
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We investigate the transition from unitary to dissipative dynamics in the relativistic $O(N)$ vector model with the $\lambda(\varphi^2)^2$ interaction using the nonperturbative functional renormalization group in the real-time formalism. In thermal equilibrium, the theory is characterized by two scales, the interaction range for coherent scattering of particles and the mean free path determined by the rate of incoherent collisions with excitations in the thermal medium. Their competition determines the renormalization group flow and the effective dynamics of the model. Here we quantify the dynamic properties of the model in terms of the scale-dependent dynamic critical exponent $z$ in the limit of large temperatures and in $2 \leq d \leq 4$ spatial dimensions. We contrast our results to the behavior expected at vanishing temperature and address the question of the appropriate dynamic universality class for the given microscopic theory.
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I. INTRODUCTION

Efforts to understand the properties of extreme states of matter in QCD [1, 2] rely crucially on the identification and characterization of universal fluctuations. Understanding their properties is essential to settle the presence and nature of the critical end point [3], marking the end of the first order transition between the hadronic and quark-gluon plasma (QGP) phase. To establish the hydrodynamics of the QGP near the QCD critical point, it is in particular their dynamic properties that are of considerable interest [4]. Near the critical point the characteristic fluctuations display the phenomenon of critical slowing down which has important ramifications: It controls the maximal achievable correlation length in the process of the rapid cooling of the quark-gluon plasma through the critical region [5] and thereby sets the typical strength of event-by-event fluctuations in heavy ion collisions probed at RHIC or the LHC [6]. On the other hand, it constrains important nonequilibrium effects as, e.g., the production of topological defects [7, 8]. It is a remarkable fact that these phenomena are determined only by a few quantities characteristic of the universality class of the critical point. While the identification of the static universality class is dictated by principles of symmetry and the dimensionality of the problem [9, 10], to identify the proper dynamic universality class requires an understanding of relevant modes at the phase transition (i.e., the conservation laws respected by the dynamics).

Unfortunately, there are no general principles that allow to distinguish whether a particular mode is relevant at the critical point, or if its effect is irrelevant for the dynamic critical behavior. To answer this question it is necessary to reconcile well-established effective models for critical dynamics used in the vicinity of classical phase transitions [11, 12] with our understanding of the underlying coherently propagating excitations. In the past, there have been several attempts in this direction using perturbative methods as, e.g., the dynamic renormalization group [13, 14], as well as nonperturbative methods, e.g., AdS/CFT duality [15–17], classical-statistical lattice field theory simulations [18], or $n$-particle irreducible (nPI) effective actions [19]. We propose a new attempt to make a solid connection between dynamic critical phenomena and microscopic quantum physics using the nonperturbative functional renormalization group (RG) [20]. This formalism has the potential to shed new light on the smooth quantum-to-classical crossover and enables us to address the question of the appropriate dynamic universality class for a given microscopic theory. In particular, we provide a continuous connection between the microscopic relativistic and nonrelativistic dissipative dynamics at nonvanishing temperature – going beyond conventional approaches to dynamic critical behavior based on effective models. Our work constitutes a first important step towards the goal to fully unravel the dynamic properties in both the quantum and classical domain in the framework of the real-time functional renormalization group.

In this paper, we consider the relativistic $O(N)$ vector model with the $\lambda(\varphi^2)^2$ interaction and investigate the transition from the microscopic dynamics to low-energy effective dynamics in the vicinity of a continuous phase transition. Let us briefly explain qualitative properties of this model. It can be seen to describe an interacting
gas of relativistic bosonic particles in thermal equilibrium where the interaction is short-ranged and determined by the s-wave scattering length \[21\]. Ultraviolet renormalization tells us that a finite number of parameters, which determines the low-energy scattering of particles in the vacuum, totally characterizes the microscopic dynamics. On the other hand, the screening of soft momenta at non-vanishing temperature is achieved by infrared renormalization. Thus, there are two competing processes that play a role in the system: The coherent scattering of particles leads to a renormalization of the coupling and mass parameters of the model, whereas incoherent collisions with thermal excitations in the medium endow the particles with a finite lifetime. The importance of these two processes for the critical behavior of the theory strongly depend on the spatial dimension as well as the temperature of the system.

At zero temperature \(T = 0\) and in spatial dimension \(d \geq 2\), the relativistic \(O(N)\) model features a second-order phase transition which separates a disordered (symmetric) phase from an ordered phase with a nonvanishing field expectation value. In the vicinity of such a quantum critical point (QCP) \[22\] the system is characterized by a diverging correlation length \(\xi \sim |\delta \kappa|^{-\nu}\), where \(\delta \kappa = \kappa - \kappa_c\) is a microscopic parameter that controls the deviation from the critical point and \(\nu\) is the correlation-length exponent. The diverging correlation length can be related to the vanishing of a relevant spectral gap \(\Delta \sim \xi^{-\Delta}\), where \(\Delta\) defines the associated dynamic critical exponent.\[3\] There is no characteristic scale at the QCP – the system fluctuates at all scales and thus some physical quantities, such as scaling exponents, amplitude ratios, etc., can be universally classified without knowing the details of the microscopic physics.

Temperature is a relevant perturbation at the QCP. It yields a different universality class for the thermal transition or may even render the transition unstable. While for \(d = 2\) the zero-temperature transition lies in the \((d+1)\)-dimensional univerality class of the classical \(O(N)\) model, at nonvanishing temperature the system experiences an effective dimensional reduction and the appropriate characterization of universal fluctuations is given by the \(d\)-dimensional theory. For spatial dimension \(d = 2\) the QCP is in the three-dimensional \(O(N)\) universality class, however for \(T \neq 0\) one expects that the field expectation value always vanishes, in accordance with the Mermin-Wagner theorem \[23\]. Indeed, for vector models with \(N \geq 3\) this is the case and there are no indications for an ordered low-temperature phase. Nevertheless, for \(N = 2\) the system experiences a Kosterlitz-Thouless transition at some critical temperature, which separates a high-temperature disordered phase from a low-temperature phase with algebraic order. This observation does not contradict the Mermin-Wagner theorem, which cannot exclude a low-temperature phase with algebraically decaying correlations (see, e.g., Ref. \[24\] and references therein). In the presence of a nonvanishing temperature we may identify different regimes for the dynamic correlations and response of the system: In the classical regime \(\Delta \ll T\), all modes are highly occupied up to the scale set by the temperature. On the other hand, when the temperature is sufficiently small, the thermal occupation of modes is exponentially suppressed, i.e., \(e^{-\omega(p)/T} \ll 1\), for \(\omega(p) \gtrsim \Delta\). This defines the quantum regime, where occupation numbers are small and the commutator of field operators cannot be neglected. Close to the QCP, in the quantum regime, the dynamic critical exponent \(z = 1\) in the relativistic \(O(N)\) model which is a consequence of Lorentz symmetry. As the temperature is increased and the system crosses over to the classical regime, similar to the change in static universality class, the dynamic critical exponent changes \((z > 1)\). It is this interplay of temperature and dynamics that we address in the following. These arguments are summarized in

\[3\] We only indicate the leading divergence in \(\xi\) and \(\Delta\) and thus the provided scaling holds up to an appropriate dimensionful constant (and additional subleading scaling corrections). Note, that both the correlation length and the spectral gap depend on the temperature \(T\), the parameter \(\delta \kappa\), and possibly other external fields, in general.

\[2\] There is an important exception to the theorem and that is the theory with a discrete order parameter \((N = 1)\). At \(T \neq 0\) and in spatial dimensions \(d > 1\), this model features a continuous phase transition in the \(d\)-dimensional Ising universality class, while the QCP lies in the \((d+1)\)-dimensional Ising universality class.
Fig. 1 which shows an illustration of the expected phase diagram at zero and nonvanishing temperatures.

We provide a picture of the processes that lead to the demise of coherent quasiparticle excitations and demonstrate how an effective classical description of many-body systems emerges at nonvanishing temperature. For that purpose we employ the nonperturbative functional RG [20] that allows us to study the impact of temperature and dimensionality independent of the assumption of small coupling or small deviations from the upper critical dimension. Similar work along these lines has been pursued, where the properties of classical phase transitions and its static critical exponents have been examined in the real-time formalism, e.g., at the example of the real scalar theory [25, 26] and gauge theories [27]. Dynamic scaling properties have been addressed in the framework of the functional RG in the context of effective models for critical dynamics [12]. This includes in particular, Model A [28] and Model C [29] in the Halperin-Hohenberg classification of dynamic universality classes [11]. Further applications include stochastically driven systems out of equilibrium [30, 32], e.g., reaction-diffusion and percolation problems [33], the Kardar-Parisi-Zhang (KPZ) equation [34], hydrodynamic turbulence [35, 36], and nonequilibrium steady states in closed systems [37, 38]. Close to a quantum phase transition (QPT) the functional renormalization group has been applied to a number of problems in the imaginary-time formalism. These include nonrelativistic systems where a crossover was observed to a quasi-relativistic action with second (imaginary) time derivatives [39] and the two-dimensional \( N \) vector model and associated \( \{ \mathcal{C} \} \) vector model and associated \( \{ \mathcal{C} \} \) vector representation of the \( O(N) \) symmetry group and the functional derivatives with respect to the real-valued external sources \( J^a(x) \) are evaluated at spacetime points \( x = (t, \mathbf{x}) \). For a system that is prepared in the groundstate or in thermal equilibrium, the generating functional in Eq. (1) can be defined as

\[
Z[J] = \text{Tr} \left\{ e^{-\beta \hat{H} T} \left[ e^{\beta J^a(x) \hat{\phi}^a(x)} \right] \right\}.
\]

Here, \( \beta = 1/T \) defines the inverse temperature, \( \hat{H} \) is the (interacting) Hamiltonian, and the operator \( \hat{T} \) orders the fields on the real line. However, systematic perturbation theory based on Eq. (2) is ill-defined (see, e.g., Refs. [43, 44]). To circumvent this point, we introduce the closed time contour \( \mathcal{C} \) [45, 46], so that the generating functional can be written as

\[
Z[J] = \text{Tr} \left\{ e^{-\beta \hat{H} T_{\mathcal{C}} \left[ e^{\beta J^a(x) \hat{\phi}^a(x)} \right]} \right\}.
\]

The external sources are taken to have nonvanishing support on parts of \( \mathcal{C} \) in the complex time plane, upon which the operator \( T_{\mathcal{C}} \) defines the time ordering of the fields. The contour integration in Eq. (3) can be expressed via the parametrization \( \mathcal{C} : [0,1] \ni s \rightarrow t(s) \in \mathbb{C}, \int_{\mathcal{C}} \cdots \equiv \int_{[0,1]} ds \ t'(s) \int d\mathbf{x} \cdots \), with \( t(0) = t(1) = t_i \), and \( t_i \) real. While the purpose of this section is to illustrate how to determine the real-time dynamic correlation functions and response, for now, we will impose no restrictions on the time path \( \mathcal{C} \). In the following, we examine different possible choices and highlight their importance and shortcomings.

The imaginary-time formalism (ITF) [47, 49] provides a convenient means to calculate imaginary time-ordered correlation functions in the groundstate or in thermal equilibrium. In this framework, the fields live on an imaginary-time contour \( \mathcal{C} = \mathcal{C}_{-\beta} \), where \( \mathcal{C}_{-\beta} = \{ t \in \mathbb{C} | \text{Re} \ t = t_i, \text{Im} \ t \in [-\beta,0] \} \) (see Fig. 2). That is, in the ITF the \( (d+1) \)-dimensional Euclidean theory appears compactified in the time direction with perimeter \( \beta = 1/T \) and the imaginary-time Green functions satisfy a periodicity constraint, the Kubo-Martin-Schwinger (KMS) condition [50, 51]. Based on the generating functional [52], this formalism allows us to determine thermodynamic properties of interacting many-body systems,

II. REAL-TIME \( n \)-POINT FUNCTIONS AND GENERATING FUNCTIONALS

The correlations and response of a system to external perturbations are fully captured by the time-ordered \( n \)-point functions:

\[
\langle \hat{T}[\hat{\phi}_{a_1}(x_1) \cdots \hat{\phi}_{a_n}(x_n)] \rangle = (-i)^n \frac{1}{Z[J]} \left| \frac{\delta^n Z[J]}{\delta J^{a_1}(x_1) \cdots \delta J^{a_n}(x_n)} \right|_{J=0},
\]

where the Heisenberg-field operators \( \hat{\phi}^a(x) = e^{iHt} \hat{\phi}^a(0,\mathbf{x}) e^{-iHt} \) are given in the \( \mathcal{N} \)-component vector representation of the \( O(N) \) symmetry group and the functional derivatives with respect to the real-valued external sources \( J^a(x) \) are evaluated at spacetime points \( x = (t, \mathbf{x}) \). For a system that is prepared in the groundstate or in thermal equilibrium, the generating functional in Eq. (1) can be defined as

\[
Z[J] = \text{Tr} \left\{ e^{-\beta \hat{H} T} \left[ e^{\beta J^a(x) \hat{\phi}^a(x)} \right] \right\}.
\]
either by perturbative or nonperturbative means. The analytic continuation of imaginary-time correlation functions furthermore allows for the calculation of dynamic properties, e.g., the response to external perturbations and associated transport properties. However, this analytic continuation, in practice, is an ill-posed numerical problem. In the absence of a method that produces exact results at imaginary time, additional assumptions on the analyticity properties and ultraviolet (UV) behavior of correlation functions are required (see, e.g., Refs. 52, 53). The validity of such assumptions are especially questionable in the vicinity of a thermodynamic singularity, e.g., at a second-order phase transition where the system displays nonanalytic behavior. Either way, the final result will be sensitive to the values of some ad hoc parameters that might not have an immediate physical significance. To determine the dynamic correlations or parameters that might not have an immediate physical relevance, e.g., at a second-order phase transition where the system displays nonanalytic behavior, the analyticity properties and ultraviolet (UV) behaviors of correlation functions are required.

Real-time formalisms (RTF) 43, 44, 51, 55 employ a different choice for the time contour C that appears in the definition of n-point functions (3) and their generating functional (4). While in principle there is an infinite set of possible time paths, we consider a time-ordered contour consisting of two branches only, $C = C_+ \oplus C_-$, with $t(0) = t(1) = t_i$ and $t(s)$ real for all $s \in [0, 1]$ 45, 46. This contour, illustrated in Fig. 3, is defined with forward and backward time ordering on the branches $C_+$ and $C_-$, respectively. The closed time path (CTP) generating functional (3) becomes

$$Z[J_+, J_-] = \text{Tr} \left\{ \hat{T} \left[ e^{i \int x J_+, \alpha(x) \hat{\varphi}^\dagger(x)} \right] \right\} \times e^{-\beta \hat{H}} \left( \hat{T} \left[ e^{i \int x J_-, \alpha(x) \hat{\varphi}^\dagger(x)} \right] \right)^\dagger, \quad (4)$$

where we have used the cyclicity of the trace and introduced external sources $J_+$ and $J_-$ on the forward and backward time-ordered segments of the contour. We assume in the following that the sources have nonvanishing support at times $t_i < t < t_f$ and fall off sufficiently fast at spatial infinity. This doubling of the degrees of freedom allows us to employ the usual definition of the time ordering operator $T$ for real times. Furthermore, writing the generating functional in the form (4) makes the conjugation symmetry 43 clear:

$$Z[J_+, J_-]^* = Z[J_-, J_+]. \quad (5)$$

Of course, in the absence of sources the physical content of (4) is no different than that provided by evaluating the generating functional on the imaginary contour $C_{-i\beta}$, and we have $Z_{\text{RTF}} = Z_{\text{CTP}}$.

In the following, we aim at a nonperturbative evaluation of the generating functional using the functional RG in the RTF. Its construction relies on the path integral representation of the generating functional on the CTP, the derivation of which 43, 44, 55, 56 is based on the insertion of a complete set of states associated to the Heisenberg-field operator $\hat{\varphi}(x)$. We distinguish the fields on the two branches of the CTP and introduce two distinct degrees of freedom, $\varphi_+$ and $\varphi_-$, on the forward and backward time-ordered segments, respectively:

$$\hat{\varphi}(t, x) | \varphi_\alpha(x); t \in C_\alpha \rangle = \varphi_\alpha(t, x) | \varphi_\alpha(x); t \in C_\alpha \rangle \quad \text{for } \alpha \in \{ +, - \} \text{ and } t \geq t_f, \text{ at which we identify the two branches of the contour (cf. Fig. 3) the fields satisfy the property } \varphi_+(t_f) = \varphi_-(t_f) \text{ and we will choose the}

3 The spacetime integration is defined as: $\int \cdots = \int dt^i d^3x \cdots$ and it is understood that the limits $t_i \to -\infty$ and $t_f \to \infty$ are taken at the end.
value of \( t_f \) in the following such that \( t_f \to \infty \). Proceeding along these lines we first decompose the generating functional \( Z[J_+, J_-] \) as a product of transition matrix elements between states that live on the CTP, i.e.

\[
Z[J_+, J_-] = \int \prod_{\alpha \in \{+,-\}} [d\varphi_\alpha(t)] e^{-\beta H} \langle \varphi_-; t_i | \varphi_-; t_f \rangle J_- \langle \varphi_-; t_f | \varphi_+; t_f \rangle \langle \varphi_+; t_f | \varphi_+; t_i \rangle J_+, \tag{7}
\]

where the subscripts \( J_+ \) and \( J_- \) indicate that the corresponding matrix elements should be evaluated in the presence of external sources. The functional measure is defined as \( \int [d\varphi_\alpha(t)] \equiv N \int_{x \in \mathbb{R}^d} d\varphi_\alpha(t, x) \) with some appropriate normalization constant \( N \) and a proper regularization of the infinite product. The matrix elements for which the external sources are nonexistent can be expressed in terms of a functional integral over a phase factor which is fully determined by the dynamics and the

\[
Z[J_+, J_-] = \int \prod_{\alpha \in \{+,-\}} [d\varphi_\alpha] e^{i(S[\varphi_+ \varphi_-] + J_x J_{+,a}(x) \varphi_+^a(x) - J_{-,a}(x) \varphi_-^a(x))}. \tag{9}
\]

The functional integral goes over all possible field configurations. Any constraints on the fields have been absorbed into the CTP action \( S[\varphi_+ \varphi_-] = S[\varphi_+] - S^*[\varphi_-] + \mathcal{F}[\varphi_+ \varphi_-] \), and the full functional measure

\[
\int \prod_{\alpha \in \{+,-\}} [d\varphi_\alpha] \equiv \int \prod_{\alpha \in \{+,-\}} \prod_{t_i \leq t \leq t_f} [d\varphi_\alpha(t)]. \tag{11}
\]

The functional integral goes over all possible field configurations. Any constraints on the fields have been absorbed into the CTP action \( S[\varphi_+ \varphi_-] = S[\varphi_+] - S^*[\varphi_-] + \mathcal{F}[\varphi_+ \varphi_-] \), we provide the following formal definition in terms of the matrix elements at initial and final time

\[
\mathcal{F}[\varphi_+ \varphi_-] = -i \ln Z - i \ln \langle \varphi_+; t_i | \hat{\rho}_D | \varphi_-; t_i \rangle - i \ln \langle \varphi_-; t_f | \varphi_+; t_f \rangle, \tag{12}
\]

where \( \hat{\rho}_D = Z^{-1} e^{-\beta H} \), so that Tr \( \hat{\rho}_D = 1 \). Of course, to give any meaning to this object, we need to consider regularizations of the contributions on the RHS. This is immediately clear if we examine, e.g., the final time constraint which can be expressed in the following way:

\[
\langle \varphi_-; t_f | \varphi_+; t_f \rangle = \delta(\varphi_-; t_f - \varphi_+; t_f). \tag{13}
\]

Independent of the regularization we take note of the following properties: The CF-functional references only the field values at the boundaries \( t_i \) and \( t_f \) and, in equilibrium, it is homogeneous in time. Also, while the first term on the RHS of Eq. \( \text{[12]} \) is field-independent and therefore does not contribute in the calculation of correlation functions the remaining terms do. They eventually lead to nonvanishing mixing contributions and additional couplings between the \( \varphi_+ \) and \( \varphi_- \) fields in the CTP effective action. It is these terms that affect the correlations and response of the system and have to be accounted for to resolve the real-time properties of the theory in equilibrium.

From Eq. \( \text{[9]} \) we obtain the generating functional for connected correlation functions in the path integral formalism. It is defined as

\[
W[J_+, J_-] = -i \ln Z[J_+, J_-]. \tag{13}
\]

Field expectation values are obtained by functional differentiation

\[
\phi_\alpha(x) = \frac{\delta W[J_+, J_-]}{\delta J_{\alpha}(x)}, \tag{14}
\]

as are the connected correlation functions

\[
G_{\alpha\beta}(x, y) = \frac{\delta^2 W[J_+, J_-]}{\delta J_{\alpha}(x) \delta J_{\beta}(y)}, \tag{15}
\]

where Greek indices \( \alpha, \beta \in \{+,-\} \) denote fields and external sources on the distinct branches of the CTP. We construct the effective action in the RTF via the Legendre transform

\[
\Gamma[\varphi_+, \varphi_-] = W[J_+, J_-] - \int_x \left\{ J_{+,a}(x) \phi_+^a(x) - J_{-,a}(x) \phi_-^a(x) \right\}, \tag{16}
\]

for which the sources are considered to be functions of the fields, i.e., \( J_+ = J_+ [\varphi_+, \varphi_-] \) and \( J_- = J_- [\varphi_+, \varphi_-] \).
as obtained from inverting the relations (14). From the effective action we derive the equations of motion in the presence of nonvanishing sources

\[ \frac{\delta \Gamma[\phi_+, \phi_-]}{\delta \phi_0(x)} = -\text{sgn}(\alpha)J_\alpha(x). \]  

(17)

When the external sources are set to zero, in the ground-state or in thermal equilibrium, the field configurations that extremize the effective action are homogeneous both in space and time. While in the construction of the effective action we employed the \( \phi_+ \) and \( \phi_- \) fields, a much more convenient parametrization of the physical degrees of freedom is instead given by the average and difference fields (retarded/advanced basis)

\[ \phi = \frac{1}{2}(\phi_+ + \phi_-), \quad \hat{\phi} = \phi_+ - \phi_- \]  

(18)

and the corresponding external sources

\[ J = \frac{1}{2} (J_+ + J_-), \quad \hat{J} = J_+ - J_- \]  

(19)

In this parametrization, the equilibrium field configurations are: \( \phi|_{J=\hat{J}=0} = \phi_+|_{J=\hat{J}=0} = \phi_-|_{J=\hat{J}=0} = \langle \hat{\phi} \rangle \), \( \hat{\phi}|_{J=\hat{J}=0} = 0 \), and we define the retarded propagator in the following way

\[ G^R(x, y) = \frac{\delta^2 W[J, \hat{J}]}{\delta J(x) \delta J(y)}, \]  

(20)

which (in the absence of sources) is equivalent to the expectation value of the anti-symmetric field commutator, i.e., \( G^R(x, y)\big|_{J=\hat{J}=0} = i\theta(x^0 - y^0)\langle \{\hat{\phi}(x), \hat{\phi}(y)\} \rangle \). The statistical correlation function is given by

\[ F(x, y) = -i \frac{\delta^2 W[J, \hat{J}]}{\delta J(x) \delta J(y)}, \]  

(21)

which, also in the absence of sources, can be written as the (connected) average anti-commutator \( F(x, y)\big|_{J=\hat{J}=0} = \frac{1}{2}\langle \{\hat{\phi}(x), \hat{\phi}(y)\} \rangle \). While the derivation of the effective action relies on the Legendre-transform with respect to the external sources, in the end we are interested only in the case when they are set to zero. To avoid a proliferation of notation in the following, it will therefore be understood that all quantities are specified in the absence of sources unless stated otherwise.

Equation (1) essentially contains two different functional averages: The conditional average over the real-time evolution of the fields at times \( t > t_i \), as well as an averaging over the groundstate or statistical operator \( \hat{\rho}_D \) at initial time \( t_i \). These two contributions are not distinguished within the ITF, where the functional average is performed over all (imaginary-time) fluctuations at once. Thus, in principle, the RTF allows us to study separately the effect of the initial conditions and the dynamics. Here, however, we ask specifically about the scale dependence of different dynamical processes in equilibrium as a function of a given set of microscopic parameters in the action. That is, we do not show how thermal correlations are built up in real time starting from an arbitrary initial state. This is an interesting problem in its own right and there are other frameworks that address the issue of thermalization [57,51]. We assume that the averaging over the initial statistical operator has been taken into account to the effect of imposing relations between different \( n \)-point functions dictated by the properties of equilibrium fluctuations. Typically, these relations are expressed in frequency space and this implies that the statistical operator \( \hat{\rho}_D \) has been inserted in the infinite past \( t_i \to -\infty \), so that the system satisfies time translation invariance.

The derivation of the CTP action (10) makes it clear, that the calculation of correlation functions will not depend on the field-independent contribution \( -i \int \ln Z \) to the CF-functional. In fact, it can be ignored for the most part when dealing with a system in equilibrium and this is what we will do in the following. However, this procedure leads to some subtle issues in the calculation of the thermodynamic free energy, which we address here: The free energy density in the RTF is defined as

\[ F = \frac{i}{\beta} V - \frac{1}{\beta \text{Vol}_{d+1}} \ln Z, \]  

(22)

where \( \text{Vol}_{d+1} = \int [d^d x] dt \int d^{d+1} x \) and

\[ V = -\frac{\Gamma[\phi = \langle \hat{\phi} \rangle, \hat{\phi} = 0]}{\text{Vol}_{d+1}}, \]  

(23)

is the CTP effective potential. It depends on the value of the homogeneous field expectation value \( \langle \hat{\phi} \rangle \) and we have pulled out the field-independent contribution \( \sim \ln Z \) from the CTP effective action to make it explicit. In equilibrium, one finds the effective potential \( V \) to be zero in a calculation where all zero momentum 1PI diagrams are summed over [33,32]. Of course, this is simply a consequence of the conjugation symmetry [5], which constrains the free energy to be real-valued. However, it is important to realize that derivatives of the CTP effective action might be nonzero even in the absence of sources. A careful analysis shows that they match the contributions from the real part \( -\frac{1}{\beta \text{Vol}_{d+1}} \ln Z \) [32]. Thus, the derivatives of the effective action carry the same information as \( \ln Z \) and the free energy can be reproduced also within the CTP formalism when the field-independent contribution to the effective action is not taken into account explicitly.

The presence of conjugation symmetry [5] constrains the form of possible parameters and couplings of the theory. For the CTP effective action it takes the form

\[ \Gamma[\phi, \hat{\phi}] = -\Gamma[\phi, -\hat{\phi}]. \]  

(24)

If we expand \( \Gamma[\phi, \hat{\phi}] \) in the fields \( \phi \) and \( \hat{\phi} \)
where the summation over internal indices is implied, the symmetry \( \delta_k \) divides the contributions to the effective action into two distinct classes, characterized by either real or imaginary (amputated) 1PI correlation functions \( \Gamma^{(m,n)}(x_1, \ldots, x_m; y_1, \ldots, y_n) \) (which are related to the odd and even powers of \( \phi \) in (25), respectively). In fact, already from the form of the CF-functional (12), it is clear that imaginary couplings and parameters to the CTP action are necessarily present when initial fluctuations and boundary conditions are taken into account. They play an important role over a wide range of scales and ensure the consistency of the thermal flow by providing relations between real and imaginary vertices of the Wilsonian effective action. The general aim of this paper is to demonstrate how these vertices might be generated and to show how an effective classical description emerges in the RTF when all fluctuations have been accounted for.

### III. NONPERTURBATIVE FUNCTIONAL RENORMALIZATION GROUP IN THE REAL-TIME FORMALISM

The nonperturbative RG employed in this work is based on the flow of generating functionals for correlation functions. In particular, for systems with spatial and time translation invariance, it is useful to consider the functional flow of the scale-dependent 1PI effective action \( 20 \). There exists a large number of reviews in the literature and we will not provide all the details here, see, e.g., Refs. \[63–68\]. However, we will highlight some of the properties that appear in the physical (real-time) representation.

The construction of the functional flow equation relies on a modification of the original CTP action, i.e., \( S[\phi, \tilde{\phi}] \rightarrow S[\phi, \tilde{\phi}] + \Delta_k S[\phi, \tilde{\phi}] \), where

\[
\Delta_k S[\phi, \tilde{\phi}] = - \int_{x,y} \tilde{\phi}^a(x) R_{k,ab}(x,y) \phi^b(y). \tag{27}
\]

The function \( R_k \) is taken to be nonnegative and its properties are chosen so that (27) defines a momentum-dependent mass term, i.e.,

\[
R_{k,ab}(x^0, y^0; p) = R_k(p) \delta(x^0 - y^0) \delta_{ab}, \tag{28}
\]

where \( t_i \leq x^0 \leq y^0 \leq t_f \). It depends on an additional scale parameter \( k \) which controls the effective mass of different modes. Thus, by an appropriate choice of \( R_k \), we may regulate the infrared (IR) divergences associated to the massless modes in the vicinity of a second order (or weakly first order) phase transition (see, e.g., Ref. \[69\]). Further regulating contributions quadratic in the difference field \( \tilde{\phi} \) might be necessary in the presence of additional symmetries \[70\], but this is not the case here. For our purposes, it is sufficient to consider a regulator coupling the \( \phi \) and \( \tilde{\phi} \) fields only. Such a regulator is compatible with the symmetries in the presence of a fixed reference frame – the rest frame in which we define the temperature of the system.

The modification of the action by the insertion (27) endows the generating functional for connected correlation functions \( W[J, \tilde{J}] \) with a scale dependence, which we highlight by an additional index \( k \):

\[
W_k[J, \tilde{J}] = -i \ln Z_k[J, \tilde{J}]. \tag{29}
\]

Any \( n \)-point correlation function derived from \( W_k \) will inherit this scale dependence and by functional differentiation with respect to the external sources, we obtain the field expectation values

\[
\phi_k(x) = \frac{\delta W_k[J, \tilde{J}]}{\delta J(x)}, \quad \tilde{\phi}_k(x) = \frac{\delta W_k[J, \tilde{J}]}{\delta \tilde{J}(x)}, \tag{30}
\]

in the presence of nonvanishing sources \( J, \tilde{J} \), and \( R_k \).

Similarly, the (connected) retarded propagator and statistical correlation function read

\[
G_k^{\text{R}}(x, y) = \delta^2 W_k[J, \tilde{J}]/\delta J(x)\delta J(y), \tag{31}
\]

\[
F_k(x, y) = -i \frac{\delta^2 W_k[J, \tilde{J}]}{\delta J(x)\delta \tilde{J}(y)}. \tag{32}
\]

The advanced propagator is not independent and given by the relation \( G_k^{\text{A}}(x, y) = [G_k^{\text{R}}(y, x)]^T \), while the anomalous propagator \( F_k(x, y) = -i \frac{\delta^2 W_k[J, \tilde{J}]}{\delta J(x)\delta J(y)} \) vanishes in the absence of sources and therefore does not yield any contribution to the RG flow.

The scale-dependent generating functional of 1PI correlation functions \( \Gamma_k[\phi, \tilde{\phi}] \) is defined by the (partial) Legendre transform of Eq. (29), with respect to the sources \( J \) and \( \tilde{J} \), for fixed (i.e., \( k \)-independent) values of the fields \( \phi \) and \( \tilde{\phi} \):

\[
\Gamma_k[\phi, \tilde{\phi}] = W_k[J, \tilde{J}] - \Delta_k S[\phi, \tilde{\phi}]
- \int_x \left\{ J_a(x) \phi^a(x) + J_{\tilde{a}}(x) \tilde{\phi}^a(x) \right\}. \tag{33}
\]

Here, \( J = J[\phi, \tilde{\phi}] \) and \( \tilde{J} = \tilde{J}[\phi, \tilde{\phi}] \) are in fact \( k \)-dependent and are determined by inverting relations (30) for fixed \( \phi \).
and \( \tilde{\phi} \). From Eq. (33) it is straightforward to derive the exact RG flow equation: Taking the scale derivative with respect to the logarithmic scale parameter \( s = \ln(k/\Lambda) \) (where \( \Lambda \) refers to some fixed reference scale, which will typically be identified with the UV cutoff), we obtain

\[
\frac{\partial}{\partial s} \Gamma_k = i \int_p \text{Tr} \left\{ \frac{\partial}{\partial \phi} R_k(p) \text{Re} G_k^R(\omega, p) \right\},
\]

where the integration runs over real frequencies and momenta, \( p = (\omega, p) \), and the trace \( \text{Tr} \{ \cdots \} \) is evaluated over internal field indices. Both the scale derivative of the CTP effective action, on the LHS of Eq. (34), as well as the retarded propagator on the RHS are defined in the presence of arbitrary sources \( J \) and \( \tilde{J} \) and therefore depend on the fields. At this level the functional flow equation Eq. (34) corresponds to an infinite hierarchy of coupled differential equations. Taking functional derivatives with respect to the fields, we may derive the flow equations for \( n \)-point functions to arbitrary order. To solve this hierarchy however, we need to close the infinite set of coupled equations which defines a particular truncation of the scale-dependent CTP effective action \( \Gamma_k \). The so-obtained flow equations are then evaluated at the global minimum of the effective action, determined by \( \Gamma_k \left[ \phi, \tilde{\phi} \right] = 0 \) in the absence of sources, \( J = \tilde{J} = 0 \). Of course, any truncation of (34) amounts to an approximation of the full theory and restricts both the possible degrees of freedom and interactions that might become relevant in the low-energy effective theory. While sophisticated truncations have been developed to solve these flow equations (see, e.g., Refs. [70,76]) typically the quality of a particular truncation can be improved considerably if one has some understanding of the relevant operators in the low-energy regime. In the following section we will consider possible truncations for the \( O(N) \) model that allow us to follow the flow of the scale-dependent effective potential in the vicinity of the second order phase transition (at vanishing or nonvanishing temperature). This allows us to address the impact of the characteristic scales of the system determined by temperature and microscopic interactions and to resolve the dynamic scaling behavior.

Let us finally comment on the form of the regulator function \( R_k(p) \). So far it seems, that we might choose any function as long as it is nonnegative. However, if we are to make sure that Eq. (34) defines a functional flow between the microscopic action and CTP effective action, we need to impose additional constraints on the regulator function \( R_k \), that enforce compatibility with these boundary conditions. In particular, the following properties should hold: \( \lim_{k \to \Lambda} \Gamma_k[\phi, \tilde{\phi}] = S[\phi, \tilde{\phi}] \) and \( \lim_{k \to 0} \Gamma_k[\phi, \tilde{\phi}] = \Gamma[\phi, \tilde{\phi}] \). Of course, when \( J = \tilde{J} = 0 \), the effective action should depend only on \( \phi = \langle \tilde{\phi} \rangle \) while \( \tilde{\phi} = 0 \). These conditions can be implemented by the following requirements: \( \lim_{k \to \Lambda} R_k \sim \Lambda^2 \to \infty \), and \( \lim_{k \to 0} R_k = 0 \), respectively. Specifically, in the main part of this work, concerned with the critical dynamics at nonvanishing temperature (cf. Sec. [VI]), we employ the following frequency-independent regulator function

\[
R_k(p) = Z_k^\perp (k^2 - p^2) \theta (k^2 - p^2),
\]

while at zero temperature we choose to work with a similar \( (d+1) \)-dimensional Euclidean regulator (cf. Sec. [IV]). \( Z_k^\perp \) is a scale-dependent factor which appears in the definition of our truncation for the effective action \( \Gamma_k \) (see Sec. [IVB]). Eq. (35) is also known as the Litim regulator and satisfies an optimization criterion that reduces the spurious scheme dependence from the truncated flow equations [77]. Compared to other regulator functions it has the clear advantage that it allows us to derive analytic expressions for the nonperturbative RG functions. However, a word of caution is in order at this point: Different choices of regulators might affect the quality of the final results. To understand the possible effects that such a choice might entail, we compare the performance of different regulators in Sec. [VII]. That is, we apply an expansion around the upper critical dimension \( d_{cr} = 4 \) for the classical phase transition and compare to known results from the \( \epsilon \)-expansion. A similar analysis is provided for the large-\( N \) expansion. This will give an indication to what extent results obtained within the functional renormalization group are regulator dependent for a given truncation of the scale-dependent effective action.

Before we proceed, let us remark that we will drop the index \( k \) from now on to avoid a proliferation of notation, unless it is necessary to highlight the scale dependence of parameters or couplings of the model.

IV. RELATIVISTIC \( O(N) \) MODEL

In this section, we discuss the general structure of the CTP effective action and its truncations with the objective to smoothly connect the coherent and incoherent dynamics in the UV and IR, respectively. In Sec. [IVA] the CTP action at \( T = 0 \) is discussed in detail, whose structure governs the microscopic coherent dynamics at arbitrary \( T \). In Sec. [IVB] our ansatz on the two-point propagators is explicitly constructed so that the fluctuation theorem holds exactly at the linear level. This fixes the scaling dimensions of the fields, which we provide in Sec. [IVC]. Finally, in Sec. [IVD] we discuss consistent truncations of the vertex expansion of the CTP effective action. These considerations allow us to address the effectiveness as well as the limitations of the assumptions implicit in our ansatz.
A. Microscopic theory \((T = 0)\)

Here, we provide the CTP action for the relativistic \(O(N)\) theory at zero temperature. We employ the \((\varphi_+, \varphi_-)\) basis on the \(C_+ \oplus C_-\) contour (see Sec. [11]) and start with the noninteracting theory \(S = S_0\), for which we derive the propagators and discuss the implications of the CF-functional (cf. Eqs. [10] and [12]). This section serves essentially as an introduction to the structure of the \(O(N)\) theory in the real-time formalism (see also Ref. [78] which provides an extensive introduction to real-time methods in field theory). The propagators are defined and their properties outlined. While most of them generalize also beyond perturbation theory, care is taken to clearly highlight these properties and distinguish them from the assumptions valid only in the perturbative regime. At the example of the free theory, we argue that the effect of the boundary constraints and initial fluctuations can be fully captured by introducing an effective CTP action. The free action can be written in terms of contributions from the two distinct branches of the contour plus an additional contribution that takes the form of a mixing term \(\sim \varphi_+ \varphi_-\):

\[
S_0[\varphi_+, \varphi_-] = \frac{1}{2} \int p \left( \varphi_+(-p), \varphi_-(-p) \right) \begin{pmatrix} \omega^2 + i0^+ - \omega^2(p) & -i0^+ (\text{sgn}(\omega) + 1) \\ i0^+(\text{sgn}(\omega) - 1) & -\omega^2 - i0^- - \omega^2(p) \end{pmatrix} \begin{pmatrix} \varphi_+(p) \\ \varphi_-(p) \end{pmatrix},
\]

where \(\omega(p) = \pm \sqrt{p^2 + m^2}\) defines the characteristic frequency of the modes. Note, that the spectrum of characteristic frequencies and propagators of (36) are invariant under \(O(N)\) symmetry (internal indices are not explicitly written out, unless necessary). This is by no means obvious: In fact, a naive doubling of the degrees of freedom on the CTP would yield a theory which is invariant under independent \(O(N)\)-rotations of the \(\varphi_+\) and \(\varphi_-\) fields. However, such a symmetry is unphysical – the fields on the upper and lower branch of the CTP are not independent due to the presence of the boundary conditions that enter in the construction of the path integral, cf. Sec. [11].

We include the nondiagonal mixing contributions \(\sim \varphi_+ \alpha \varphi_-^\alpha\) in Eq. (36) precisely to account for the nonvanishing correlation of the fields and to constrain the spectrum of the theory.

Clearly, their effect is identical to imposing the boundary constraint \(\varphi_+^\alpha(t = t_f) = \varphi_-^\alpha(t = t_f)\) at final time \(t_f\).

The presence of the infinitesimal \(0^+\) contributions furthermore ensures the proper causality structure of the propagators and enforces a relation between the positive and negative frequency modes. In the given field-representation the free propagators read:

\[
G(p) = \begin{pmatrix} G_{++}(p) & G_{+-}(p) \\ G_{-+}(p) & G_{--}(p) \end{pmatrix},
\]

where

\[
G_{++}(p) = \frac{-1}{\omega^2 - \omega^2(p) + i0^+},
\]

\[
G_{+-}(p) = 2\pi i \theta(\omega) \delta(\omega^2 - \omega^2(p)),
\]

and the following symmetry relations hold:

\[
G_{++}(p) = -[G_{--}(p)]^\dagger, \quad G_{+-}(p) = G_{-+}(p).
\]

The diagonal elements of the propagator (37) correspond to the usual time-ordered (and reverse time-ordered) Green functions. However, not all of the components are independent. Apart from the relations (40) and (41) the following algebraic identity holds

\[
G_{++}(p) + G_{--}(p) = G_{-+}(p) + G_{+-}(p),
\]

as one may easily verify. Eqs. (40) – (42) reduce the number of independent degrees of freedom and are valid also beyond perturbation theory. Given these relations one might argue that the propagator (37) can be expressed in terms of three independent real-valued components only. However, the presence of a fluctuation theorem [50, 85] and the dispersion relation [86] further reduces the number of independent degrees of freedom. Both of these relations are most easily derived in the retarded/advanced (RA) basis. Therefore, as we have done already in Secs. [11]
and \([11]\) we will switch to this basis, where the properties of the action and the consequences of the \(i0^+\) insertion become somewhat more transparent. In that basis, the free action takes the following form

\[
S_0[\varphi, \bar{\varphi}] = \frac{1}{2} \int_p \left( \varphi(-p), \bar{\varphi}(-p) \right) \left( (\omega - i0^+)^2 - \omega^2(p) \right) \left( \varphi(p), \bar{\varphi}(p) \right),
\]

(43)

Here, we see that the infinitesimal regulating contribution appears as a positive-definite imaginary contribution \(\sim \bar{\varphi}^2\) to the action. Not only does this guarantee the convergence of the generating functional, but it also ensures that the dynamic correlations of the system are related to the response with respect to an external perturbation. In the RA-representation, the free propagator is given by

\[
G(p) = \begin{pmatrix}
i F(p) & G^A(p) \\ G^R(p) & 0 \end{pmatrix},
\]

(44)

where

\[
G^R(p) = \frac{-1}{\omega^2 - \omega^2(p)} + i \pi \sgn(\omega) \delta(\omega^2 - \omega^2(p)),
\]

(45)

\[
F(p) = \pi \delta(\omega^2 - \omega^2(p)),
\]

(46)

define the free retarded propagator and statistical correlation function, respectively. By conjugation symmetry \([24]\) the advanced propagator \(G^A\) is seen to satisfy:

\[
G^A(p) = [G^R(p)]^\dagger.
\]

(47)

All components in \((44)\) are either purely real or imaginary, i.e., \([G^{R/A}(p)] = G^{R/A}(-p)\) and \([iF(p)] = -iF(-p)\), in contrast to the propagators in the \((\varphi, \bar{\varphi})\) basis. This is one of the advantages of expressing the action in the form \((43)\) – it clearly emphasizes the relevant degrees of freedom. Furthermore, from the propagators \((45)\) and \((46)\) we may easily read off the following relation

\[
F(\omega, p) = \sgn(\omega) \Im G^R(\omega, p) = \frac{\rho(\omega, p)}{2|\omega|},
\]

(48)

where in the last step, we have defined the spectral density \(\rho(\omega, p)\). In fact, this relation is exact – it holds for any theory that is prepared in the groundstate \((T = 0)\). Eq. \((48)\) is a fluctuation theorem which relates the correlation for zero point fluctuations \(F(\omega, p)\) to the spectral density (or alternatively the imaginary part of the response function). When the system is in its groundstate, all it can do is to absorb energy and without any coupling to a dissipative environment, the only possibility for non-zero fluctuations is to allow for virtual particle-antiparticle pair creation (and annihilation). This point of view can is supported by the following derivation which starts from the relation

\[
\int_{\omega} (\alpha + |\omega|)^2 F_a(\omega, p) \geq 0,
\]

(49)

\[
\text{where the correlation function is expressed in the mass eigenbasis, } F_{ab}(p) = F_a(p)\delta_{ab}. \text{ The components } F_a(p), a = 1, \ldots, N, \text{ are real which follows from the reflection symmetry } [F(p)]^\dagger = F(-p), \text{ while positivity follows from the stability of the action } F. \text{ Exploiting these properties, we may write Eq. } (49) \text{ which is obviously satisfied for any real-valued parameter } \alpha. \text{ In particular, it holds true at the minimum (with respect to } \alpha \text{) for which we obtain}
\]

\[
\left\{ \int_{\omega} |F_a(\omega, p)| \right\} \left\{ \int_{\omega} \omega^2 F_a(\omega, p) \right\} \geq \left\{ \int_{\omega} \omega F_a(\omega, p) \right\}^2.
\]

(50)

\[
\text{We use the following identities}
\]

\[
\Delta\varphi_a^2(p) \equiv \int_{\omega} F_a(\omega, p)
\]

\[
= \frac{1}{2} \int_x \langle \{\hat{\varphi}_a(x^0, x), \hat{\varphi}_a(y^0, 0)\} \rangle |_{x^0 = y^0} e^{-ip\cdot x},
\]

(51)

\[
\Delta\pi_a^2(p) \equiv \int_{\omega} \omega^2 F_a(\omega, p)
\]

\[
= \frac{1}{2} \int_x \langle \{\hat{\pi}_a(x^0, x), \hat{\pi}_a(y^0, 0)\} \rangle |_{x^0 = y^0} e^{-ip\cdot x},
\]

(52)

where \(\hat{\pi}(x^0, x) = \frac{\partial}{\partial x^0} \hat{\varphi}(x^0, x)\) defines the conjugate momentum to \(\hat{\varphi}\). Together with the fluctuation theorem \([48]\) we write

\[
\int_{\omega} |\rho_a(\omega, p) | = \frac{1}{2} \int_{\omega} \rho_a(\omega, p) = \frac{1}{2}.
\]

(53)

\[
\text{In the last step of Eq. } (53) \text{ we have employed the sum rule for the spectral density (see below), which follows by using the definition of the spectral function}
\]

\[
\int_{\omega} \rho_a(\omega, p) = -\frac{i}{2} \int_x \langle [\hat{\varphi}_a(x^0, x), \hat{\pi}_a(y^0, 0)] \rangle |_{x^0 = y^0} e^{-ip\cdot x},
\]

(54)

\[
\text{and the canonical equal-time commutation relations for the field and conjugate momentum operators. This allows us to express Eq. } (50) \text{ in the well-known form:}
\]

\[
\Delta\varphi_a^2(p) \Delta\pi_a^2(p) \geq \frac{1}{4}.
\]

(55)

\[
\text{In the mass eigenbasis, where the propagators are diagonal, the statistical correlation function can be written as:}
\]

\[
F_a(p) = [G_{00}^A(p)]^2 \left( \frac{2\pi^{d+1}}{\text{Vol}_{d+1}} \right) \delta F[\phi, \bar{\phi}] > 0,
\]

where \(\Gamma\) is the effective action (and corresponds to \(S_0\) in the free theory).
Finally, using the above expressions for the free propagators \(\Phi(a)\) and \(\Phi(b)\), one may easily check that the uncertainty relation is in fact saturated in the ground-state, where \(\Delta \varphi_0^2(p) = 1/(2\omega_0(p))\). Thus, for any finite momentum the groundstate features nonvanishing zero-point fluctuations, which shows that Eq. \(48\) is satisfied nontrivially.

For completeness, we also provide the following frequency integrals:

\[
\int_\omega \frac{\rho_\lambda(\omega, p)}{2\omega} = 0, \quad \int_\omega \rho_\lambda(\omega, p) = 1, \quad \text{(56)}
\]

that follow from the canonical equal-time commutation relations. In general, Eqs. \(53\) and \(55\), and the normalization of the spectral function \(\rho_\lambda\) hold true also in the interacting theory. This applies both to the bare and renormalized fields, for which the kinetic term has coefficient one in the effective action\(^7\).

Apart from the fluctuation theorem, there is a dispersion relation that relates the real and imaginary parts of response function. It is a direct consequence of analyticity of the retarded (advanced) propagator in the upper (lower) half of the complex plane

\[
\frac{1}{2} \text{Re}G^R(\omega, p) = -P \int_\omega \frac{\text{Im}G^R(\omega', p)}{\omega - \omega'}, \quad \text{(57)}
\]

where \(P\) denotes the Cauchy principal value. The reader may easily verify that this relation is satisfied by the free propagators, but it also holds for the exact propagators. Thus, it is clear that the propagator \(\Phi\) of any system prepared in its ground state can be described in terms of a single real-valued function. In fact, this statement is also true at nonvanishing temperatures (see Sec. IV B). This greatly simplifies the diagrams that one needs to evaluate in perturbative calculations and similarly, in the framework of the nonperturbative functional RG.

Let us move on to the interacting case. The vertices in the CTP action \(S = S_0 + S_\lambda\) derive directly from the construction of the theory in the RTF illustrated in Sec. II. For the \(\lambda\phi^4\) theory, we obtain two vertices in the physical RA-representation, parametrized by the same coupling \(\lambda\), but different prefactors:

\[
S_\lambda[\varphi, \tilde{\varphi}] = -\frac{\lambda}{4!} \int_x \left\{ \varphi^a(x)\varphi_a(x)\varphi^2(x) + \frac{1}{4}\varphi^a(x)\tilde{\varphi}_a(x)\tilde{\varphi}^2(x) \right\}. \quad \text{(58)}
\]

Their origin derives from the field degrees of freedom that propagate on the two distinct branches of the time contour \(\mathcal{C}\) (cf. Sec. II) which can be seen explicitly, by changing the field representation:

\[
S_\lambda[\varphi_+, \varphi_-] = -\frac{\lambda}{4!} \int_x \left\{ \varphi^+_a(x) - \varphi^+_a(x) \right\}. \quad \text{(59)}
\]

The additional minus sign originates from the reverse time-ordering along the \(\mathcal{C}_-\) path. Thus, the two coupling terms in the RTF are simply inherited from the doubling of the field degrees of freedom on the \(\mathcal{C}_+ \oplus \mathcal{C}_-\) time integration contour.

In the presence of interactions, both the mass parameter and the coupling of the theory are renormalized. This is due to the coherent interaction of bare particles with excitations from the vacuum and can be compensated by absorbing the associated UV divergences in appropriate counterterms. At nonvanishing temperature, however, we expect an additional IR renormalization which is due to incoherent collisions with renormalized quasiparticles. These two processes lead to two different scales in the problem, which are characterized by the scattering length and mean free path of the system. The purpose of the following two sections is to illustrate the effect of these competing processes on the basis of an appropriate truncation of the CTP effective action. Eqs. \(43\) – \(58\) define our microscopic model that we will use as a starting point for the RG investigation.

### B. Low-energy effective theory

In the framework of the nonperturbative functional RG, we employ an ansatz for the scale-dependent CTP effective action, which corresponds to a suitable truncation of the gradient expansion and an expansion in field monomials (see, e.g., Refs. [87] [88]). Projecting the flow \(\Delta\) onto those contributions included within our ansatz, we obtain a finite set of RG equations for the corresponding parameters and couplings. This necessarily constitutes an approximation of the otherwise exact flow equation. Here, we provide the specific form of the truncated CTP effective action in the \(O(N)\) model and discuss the properties of the physical spectrum and dynamical behavior as a result of the finite truncation. Fluctuations in the equilibrium state are reflected in the CTP effective action and it will therefore depend on temperature. We consider different temperature regimes and discuss how they are reflected within our ansatz.

In the real-time formalism, the CTP effective action is most conveniently expressed in the frequency-momentum representation. We work in the RA-basis and assume that the effective action takes the following form

\[\text{(59)}\]
of generality, we assume that the field expectation value points in the 1-direction:
\[ \phi_{a} = v\delta_{a1}, \quad \tilde{\phi}_{a} = 0. \] (65)

The propagators are most conveniently expressed in the basis, where the mass matrix is diagonal, i.e., \( m_{ab}^{2} = m_{a}^{2}\delta_{ab} \), and the two-point functions are diagonal. In particular, we have
\[ \Gamma_{ab}^{(1,1)}(p) \bigg\rvert_{\min} = \left[ Z\tilde{\omega}^{2} - Z^{-1}\omega_{a}^{2}(p) - i\Omega\omega/\beta \right] \delta_{ab}, \] (66)
with the characteristic field-dependent frequencies \( \omega_{a}(p) = \pm \sqrt{p^{2} + m_{a}^{2}(v)} \), \( a = 1, \ldots, N \), expressed in terms of the renormalized masses \( m_{a}^{2} = m_{a}^{2}/Z^{-1} \). The two-point function \( \Gamma^{(2,0)} \) is exactly zero, while
\[ \Gamma_{ab}^{(0,2)}(p) \bigg\rvert_{\min} = i(\Omega\omega/\beta)\coth(\beta\omega/2)\delta_{ab}, \] (67)
at the minimum of the effective potential \( 65 \). Within our truncation there are no field-dependent contributions to \( \Gamma^{(0,2)} \). This is enforced by two requirements: (1) that the linear frequency contribution should be field-independent and (2) that a fluctuation-dissipation theorem should hold. Before we comment on the properties of fluctuations and consistent truncations of the CTP effective action, we provide the general form of the propagators within our ansatz \( 60 \). In the basis where the mass-matrix is diagonal, the retarded propagator reads
\[ G_{ab}^{R}(p) = \frac{-1}{Z\tilde{\omega}^{2} - Z^{-1}\omega_{a}^{2}(p) - R(p) + i\Omega\omega/\beta} \delta_{ab}, \] (68)
and the statistical correlation function takes the form
\[ F_{ab}(p) = \frac{(\Omega\omega/\beta)\coth(\beta\omega/2)}{[Z\tilde{\omega}^{2} - Z^{-1}\omega_{a}^{2}(p) - R(p)]^{2} + (\Omega\omega/\beta)^{2}} \delta_{ab}. \] (69)
In contrast to the free propagators, they include the momentum-dependent function \( R(p) \) in the denominator which provides a regularization of massless modes. The propagators corresponding to the 1PI CTP effective action are obtained only in the limit when the RG scale parameter is removed \( \kappa = 0 \) and all modes have been taken into account, i.e., \( R(p) = 0 \).

With the given form of the scale-dependent propagators it is easy to check that the following fluctuation-dissipation theorem (FDT) is satisfied:
\[ F_{ab}(\omega, p) = \frac{1}{\omega} \left( n(\omega) + \frac{1}{2} \right) \rho_{ab}(\omega, p), \] (70)
where \( n(\omega) = (e^{\beta\omega} - 1)^{-1} \) is the thermal occupation number, and the spectral density is given by
\[ \rho_{ab}(\omega, p) = 2\omega \text{ Im} \Gamma_{ab}^{R}(\omega, p). \] (71)
Let us briefly comment on the properties of Eq. (70) and its relation to the fluctuation theorem stated earlier in Sec. IV A. As far as our setup goes, we consider a closed system at a nonvanishing temperature, i.e., it is understood that different macroscopic subsets of the system are mutually in equilibrium. In a thermal state, we have the possibility that a given subsystem might fluctuate and exchange energy or particles with another subsystem. The total energy is conserved in this process and thus, strictly speaking, there is no dissipation. However, when degrees of freedom outside a given subset are integrated out, their combined effect might yield a dissipative coupling to a (classical) random potential in the resulting effective theory (see, e.g., Ref. [24]). In a similar spirit, the successive integrating out of modes that underlies the Wilsonian RG [95] provides a low-energy effective description of the dynamics, where dissipation appears naturally through thermal fluctuations. Our aim is to show how the relativistic $O(N)$ vector model acquires a dissipative coupling and in what way it determines the dynamic universality class when the system is tuned to a second-order phase transition. To understand the transition from unitary to dissipative dynamics Eq. (60) should interpolate between zero-point fluctuations at the smallest scales and macroscopic thermal fluctuations that appear only through the RG averaging procedure. This is achieved by taking into account the exact form of the fluctuation theorem [70] in the framework of the CTP effective action. Indeed, taking the limit $\beta = 1/T \to \infty$, we see that the FDT reduces to the fluctuation theorem provided in Sec. IV A and by construction, the linear FDT is implemented exactly within our ansatz. Similar fluctuation theorems also hold for higher $n$-point functions characterizing the nonlinear response of the system [96]. We will come back to the nonlinear version of the FDT in Sec. IV D when we construct consistent truncations of the functional RG.

Equation (60) constitutes the simplest possible ansatz that allows us to understand the competition between coherent propagation of particles and dissipation. It is important to understand the limitations of such an approximation. For that purpose let us take a closer look at the limits of the effective CTP action and the associated dynamic behavior. At $T = 0$ the CTP effective action (60) maps onto the free microscopic action (13), up to wavefunction renormalization factors $Z^1$ and $Z^2$, that satisfy $Z^1 = Z^1 \perp 1 = 1$ in the noninteracting case. In the presence of interactions – when all fluctuations have been integrated out – the phase structure of the model is captured fully by the parametrization of the effective potential, while the dynamics is governed by $N$ propagating modes

$$\omega = \pm \left( Z^1 / Z^1 \right)^{1/2} \omega_{\alpha}(p) + \frac{i}{2} \left( \Omega / Z^1 \right) \beta^{-1} + O \left( \beta^{-3} \right).$$

In the low-temperature regime the characteristic frequencies are renormalized, i.e., to leading order: $\omega_{R,\alpha}(p) = \pm \left( Z^1 / Z^1 \right)^{1/2} \omega_{\alpha}(p) + O \left( \beta^{-1} \right)$. A nonvanishing imaginary part corresponding to a finite dissipative width appears at subleading order in the low-temperature expansion. If $\Omega / Z^1$ is sufficiently small and $Z^1 \perp, Z^1 \approx 1$, one may speak of well-defined single-particle excitations (quasiparticles) with a nonvanishing mass and finite lifetime. This is in contrast to the high-temperature limit, where we are concerned with the dynamics of collective modes

$$\omega = i \left( Z^1 / \Omega \right) \omega_{\alpha}(p) \beta + O \left( \beta^3 \right).$$

Their renormalized characteristic frequencies are given by $\omega_{R,\alpha}(p) = \left( Z^1 / \Omega \right) \omega_{\alpha}(p) \beta$. We first consider the hydrodynamic regime $|p| \xi \ll 1$ in the disordered phase, where the correlation length $\xi = m_{R^1}$ is finite. We observe that the characteristic frequencies do not vanish in this regime – any long-wavelength excitation will relax locally to the thermal state, with the typical relaxation time $\tau = \omega_{R^1}^{-1} \sim \xi^2$. Thus, the hydrodynamics in the disordered phase is described completely in terms of non-propagating relaxational modes. As we lower the temperature to its critical value, the correlation length $\xi$ diverges and the order parameter experiences critical slowing down $\tau \sim \xi^z$ (for $p = 0$), where $z$ is the dynamic critical exponent. The value of this exponent depends critically on the presence of slow (massless) modes and on whether they couple to the order parameter [11, 97]. While the presence of such massless modes is ruled out in the disordered phase (assuming that there are no conserved quantities that couple to the fields), this is not so in the symmetry-broken phase, where $N - 1$ Nambu-Goldstone modes govern the low-energy dynamics. It is these modes that will – in principle – couple to the order parameter and determine the dynamic universality class of the phase transition [11, 92].

In effective theories for critical dynamics, this mode-coupling appears as a phenomenological input from hydrodynamics [98]. However, within a first-principles approach, that starts from the microscopic action and attempts to connect to the low-energy dynamics, it is clear that they must follow from general symmetry considerations, that is, the fulfillment of conservation laws and Ward identities [99, 100]. Within the framework of the functional RG these identities are satisfied only with the accuracy of the employed truncation [101, 102] and in that sense, our ansatz Eq. (60) defines a nonconserving approximation to the low-energy dynamics.

We therefore expect that within our approximation the low-energy dynamics in the vicinity of the continuous phase transition should follow that of Model A [11, 103] which is defined in terms of a nonconserved order parameter in the presence of thermal noise. This makes it clear that our truncation will not allow us to distinguish different types of relaxational behavior (as required, e.g.,

---

10 Note, that another set of finite-frequency modes decouples in the limit of small $\beta$ and does not contribute to the low-energy dynamics.
to identify the proper dynamic universality class for the given microscopic model). Nevertheless, Eq. [60] serves as a simple, well-controlled starting point to explore the RG flow in the RTF and to identify how dissipative dynamics emerges in the effective description at large scales. We leave a systematic study of different truncations and their associated possibilities for the dynamic critical behavior for future work.

C. Scaling dimensions and dynamic scaling relations

It is instructive to consider the dimensions of the fields and parameters that appear in the microscopic theory and their scaling behavior when fluctuations are taken into account. The scaling dimension $\Delta_\Phi = \|\Phi\|$ of the (possibly composite) scaling field $\Phi$ is defined in terms of its behavior under scaling transformations $x \to e^{-s}x$ and $t \to e^{-sz}t$:

$$\Phi(x) = e^{-s\Delta_\Phi} \Phi(e^{-sz}t, e^{-s}x),$$

where $s = \ln k/\Lambda$ is the scaling parameter (as defined in Sec. [III]), $\Phi$ could correspond to the $\varphi_+$ and $\varphi_-$ fields (or their counterparts in the RA-basis) in the CTP action [36], or the corresponding effective degrees of freedom that appear in our ansatz for the scale-dependent CTP effective action, Eq. [60]. In general, each of these fields might have different associated scaling dimensions.

The scaling dimensions of the spatial and time derivatives follow from their properties under scaling transformations:

$$[\partial] = 1, \quad [\partial_0] = z.$$  

[75]

In the presence of spacetime symmetries the scaling dimensions are not independent and the dynamic exponent $z$ can be expressed in terms of the scaling dimension of the spatial derivative operator. In particular, at $T = 0$, Lorentz symmetry enforces $z = 1$ exactly for the relativistic $O(N)$ vector model. However, to define a nonvanishing temperature, we need to specify a fixed reference frame. This breaks the Lorentz symmetry and for a thermal ensemble we find $z \neq 1$.

To determine the dynamic scaling exponent $z$, or the scaling dimension $\Delta_\Phi$ of the scaling field $\Phi$, is a difficult problem in general: It requires to solve for the spectrum of the dilatation operator, i.e.

$$(\Delta_\Phi + z t \partial_0 + x \cdot \partial) \Phi(t, x) = 0.$$  

[76]

In the absence of interactions and at zero temperature however, this is an easy exercise: Assuming for the moment that the fields $\phi_+$ and $\phi_-$ (or equivalently $\varphi_+$ and $\varphi_-$) are scaling, we obtain their scaling dimensions

$$\Delta_+ = \Delta_- = \frac{1}{2}(D - 2),$$

where $D = d + z$, and $z = 1$ at zero temperature. The equality $\Delta_+ = \Delta_-$ follows from the constraint imposed by the fluctuation relation at $T = 0$ and does not apply for nonvanishing $T$ (see Eqs. (84) – (86) below). In fact, for $T \neq 0$, the fields $\phi_+$ and $\phi_-$ do not correspond to scaling fields (see Sec. [IV.C.2] below) and the corresponding scaling dimensions $\Delta_\pm$ are not well-defined.

In the presence of interactions, the fields are renormalized and the canonical dimensions [77] are modified. This holds true even at zero temperature, where the difference in the scaling dimensions is captured by a single multiplicative factor $Z_\alpha$

$$\sqrt{Z_\alpha} \phi_{\alpha} = \phi_{R,\alpha},$$

[78]

$\alpha \in \{+,-\}$ and $\phi_{R,\alpha}$ define the renormalized degrees of freedom corresponding to the bare fields $\phi_{\alpha}$ (in the limit $k \to \Lambda$, $Z^\perp \to 1$). Although the renormalization factors appear as a simple rescaling of the fields, it should be kept in mind that they are in fact associated to the renormalization of composite operators, i.e., $\sim Z^\perp (\partial \phi_{\alpha})^2$. In the RA-representation, we use the following definition of $Z^\perp$

$$Z^\perp \left(\partial \phi_+ \right)^2 - Z^\perp \left(\partial \phi_- \right)^2 \equiv Z^\perp \partial^a \partial^a \phi_{\alpha},$$

[79]

while $Z^\parallel$ is defined as

$$Z^\parallel \left(\partial_0 \phi_+ \right)^2 - Z^\parallel \left(\partial_0 \phi_- \right)^2 \equiv Z^\parallel \partial_0 \partial^a \partial_0 \phi_{\alpha}.$$  

[80]

1. Quantum scaling regime ($T = 0$)

At $T = 0$, we have $Z^\parallel = Z^\perp = Z$ by Lorentz symmetry. Here, our interest lies in the scaling behavior at the continuous quantum phase transition where the fields exhibit scaling. That is, in the IR limit $0 \leq k/\Lambda < 1$, when all fluctuations have been taken into account and the microscopic parameters have been tuned appropriately, the wavefunction renormalization satisfies $Z^\perp \sim e^{-s\eta^\perp}$. In this quantum critical regime we may define the anomalous scaling exponent

$$\eta^\perp = -\frac{\partial}{\partial s} \ln Z^\perp,$$

[81]

and it is clear that $Z^\parallel \sim e^{-s\eta^\parallel}$ with $\eta^\parallel = \eta^\perp \equiv \eta$. From the multiplicative renormalization of the fields we find

\[1\] The microscopic fields $\varphi_{\alpha}$ and effective fields $\phi_{\alpha,k}$ (in the effective theory at scale $k$) have the same scaling dimensions in a free theory, i.e., $\varphi_{\alpha} = \phi_{\alpha,k}$.
that the scaling dimension of the renormalized composite operator $\partial \phi_{R,a} \cdot \partial \phi_{R}'$ is given by
\[ \Delta + \bar{\Delta} = D - 2 + \eta^\perp. \] (82)
This result follows from an appropriate rescaling of the $\partial$ operator that the scaling dimension of the renormalized composite dimensions:
\[ \Delta = \bar{\Delta} = \frac{1}{2} (D - 2 + \eta^\perp). \] (83)
As in the free massless theory they are degenerate, which follows simply from the properties of the propagators under scaling transformations
\begin{align*}
G^R(\omega, p) &= e^{-s(\Delta + \bar{\Delta} - D)}G^R(e^{s\omega}, e^s p), \quad (84) \\
F(\omega, p) &= e^{-s(2\Delta - D)}F(e^{s\omega}, e^s p), \quad (85)
\end{align*}
and the presence of the $T = 0$ fluctuation theorem
\[ F(\omega) = \text{sgn}(\omega) \text{Im} G^R(\omega). \] (86)

2. Classical scaling regime ($T \neq 0$)

At $T \neq 0$ the characteristic fluctuations in the vicinity of the classical phase transition (CPT) show a different behavior that is dictated by the scaling form of the FDT. In particular, we observe that
\[ F(\omega) = \frac{T}{\omega} \text{Im} G^R(\omega), \] (87)
in the scaling region $|\omega| \ll T$. We might encounter such a scaling regime if $T$ is much larger than the cutoff scale, i.e., $0 \leq |\omega| \leq \Lambda^2 \ll T$. Using the scaling form of the propagators Eqs. (84) and (85), we derive the scaling dimensions for the fields in the RA-representation:
\[ \Delta = \bar{\Delta} - z, \] (88)
Thus, we observe that the presence of a nonvanishing temperature lifts the degeneracy in the scaling spectrum. This is equivalent to the statement that the retarded and statistical propagators acquire different scaling properties at the classical phase transition (and the difference is quantified in terms of the dynamic critical exponent $z$). In contrast, at the QCP, both the correlations and the response are described by the same scaling behavior ($\Delta = \bar{\Delta}$). Although, Eq. (88) indicates that the fields must scale differently, it does not provide the explicit form for the scaling dimensions at nonvanishing temperature. In Sec. VI we show that relation (88) is solved by
\[ \Delta = \frac{1}{2} (d - 2 + \eta^\perp), \quad \bar{\Delta} = \frac{1}{2} (d - 2 + \eta^\perp) + z. \] (89)
We may therefore conclude that there is a crossover between the quantum and classical scaling regimes that is characterized by a continuous transition in the scaling dimensions of the fields, parametrized by the effective dimension $d_c$:
\[ \Delta = \frac{1}{2} (d_c - 2 + \eta^\perp(d_c)), \] (90)
i.e., from $d_c = d + 1$ ($\omega \gg T$) to $d_c = d$ ($\omega \ll T$). In the literature this is often referred to as dimensional reduction. However, from our discussion it should be clear that this statement applies only to the scaling properties of the theory – the real dimensionality of the system remains unchanged.

3. Dynamic scaling relations

Let us consider the dynamic properties at the continuous phase transition: In general two parameters, $Z^\perp/Z^\parallel = \Omega/Z^\parallel$, are necessary to specify the dynamics of our model (cf. Eqs. (72) and (73)), while the wavefunction renormalization $Z^\omega$ contributes to the renormalized mass spectrum. At zero temperature the finite renormalization of the theory requires only a single independent parameter $Z^\perp$ (while $Z^\perp/Z^\parallel = 1$ and $\Omega = 0^+$) and there is only a single anomalous scaling exponent, i.e., $\eta = \eta^\perp = \eta^\parallel$, that features in the scaling spectrum. In contrast, at $T \neq 0$ we have up to three anomalous exponents that contribute to the dynamic scaling in the vicinity of the classical phase transition. They are given by:
\begin{align*}
\eta^\perp &= -\frac{\partial}{\partial s} \ln Z^\perp, \quad \eta^\parallel = -\frac{\partial}{\partial s} \ln \Omega. \quad (91)
\end{align*}
With these we obtain the dynamic critical exponent $z$ from the scaling behavior of the retarded propagator (84) and the statistical correlation function (85). If $Z^\perp$, $Z^\parallel$, and $\Omega \neq 0$, then each of the corresponding anomalous dimensions will contribute in the scaling regime. Using the scaling assumption, we may derive the following relations within our truncation
\begin{align*}
Z^\parallel > 0 : \quad -\eta^\perp + 2z - 2 + \eta^\parallel = 0, \quad (92) \\
\Omega > 0 : \quad -\eta^\parallel + z - 2 + \eta^\parallel = 0. \quad (93)
\end{align*}
If both $Z^\parallel$ and $\Omega$ are nonvanishing, we arrive at the following scaling relation:
\[ 2 + 2\eta^\parallel - \eta^\perp - \eta^\parallel = 0. \] (94)
Thus, in general, it is possible to characterize the dynamic scaling in terms of two independent anomalous exponents only, which we choose to be $\eta^\perp$ and $\eta^\parallel$. The presence of additional symmetries may further reduce the number of independent exponents that characterize the dynamic correlations. In particular, in the presence of Lorentz symmetry ($\Omega = 0^+$) we observe that:
\[ z = 1 + \frac{\eta^\perp - \eta^\parallel}{2} = 1. \]
To summarize, regarding the dynamic critical behavior, we may distinguish between two scaling regimes:
\begin{align*}
z &= \begin{cases} 1 & T = 0, \\ 2 - \eta^\perp + \eta^\parallel & T \neq 0. \end{cases} \quad (95)
\end{align*}
At zero temperature, in the absence of a dissipative coupling $\Omega$, the system is invariant under Lorentz transformations, which implies: $\eta^I = \eta^I = \eta$, and we find that the dynamic critical exponent $z = 1$, independent of the local interactions (provided that they do not break the Lorentz symmetry). However, the presence of a nonvanishing temperature leads to an additional relevant parameter, which leads to a dynamic scaling exponent $z > 1$.

D. Local interaction approximation

Our ansatz for the scale-dependent CTP effective action relies on a truncation of an expansion in gradients, as well as on a truncation of an infinite series of vertices. Here, we address the properties of the finite vertex expansion, which rests on two assumptions:

(I) We assume that the generalized potential $\mathcal{U} = \mathcal{U}(\phi, \phi)$ takes the form of a formal series expansion that is local both in space and time:

$$
\mathcal{U} = \frac{\tilde{\partial}^a}{\partial \phi^a} V + \sum_{n \geq 2} \frac{\tilde{\partial}^a_1 \tilde{\partial}^a_2 \cdots \tilde{\partial}^a_n}{\partial \phi^a_1} \mathcal{F}_{a_1 a_2 \cdots a_n},
$$

where $V = V(\phi)$ corresponds to the effective potential and the coefficients $\mathcal{F}_{a_1 a_2 \cdots a_n}$ define the fluctuation amplitudes.

(II) We assume that a truncation of the series at 4th order in the fields provides a reasonable approximation of our theory in the low-energy regime. In this case, the only nonvanishing amplitudes $\mathcal{F}_{a_1 a_2 \cdots a_n}$ that contribute in the generalized potential are given by:

$$
\mathcal{F}_{a_1 a_2} = \delta_{a_1 a_2} \mathcal{F}_{2,0} + \phi_{a_1} \phi_{a_2} \mathcal{F}_{2,2},
$$

$$
\mathcal{F}_{a_1 a_2 a_3} = \delta_{a_1 a_2} \phi_{a_3} \mathcal{F}_{3,1},
$$

$$
\mathcal{F}_{a_1 a_2 a_3 a_4} = \delta_{a_1 a_2} \delta_{a_3 a_4} \mathcal{F}_{4,0}.
$$

Here, the brackets denote a complete symmetrization in the indices, e.g.,

$$
\delta_{(a_1 a_2} \phi_{a_3)} = \frac{1}{2} \left( \delta_{a_1 a_2} \phi_{a_3} + \delta_{a_1 a_3} \phi_{a_2} + \delta_{a_2 a_3} \phi_{a_1} \right).
$$

Typically one expects that such a finite expansion is valid to a good approximation in the vicinity of a continuous phase transition, where higher order contributions in the fields are irrelevant in the RG sense. In the real-time formalism however, this might not be sufficient to resolve the appropriate low-energy dynamics. The vertices can carry a frequency- or momentum-dependence and this information needs to be taken into account to address the question of the relevance or irrelevance of hydrodynamic modes in the low-energy limit. Indeed, using a local series expansion in our ansatz for the CTP effective action we may only determine the dynamics of the order parameter, without any coupling to long-wavelength modes. Thus, within our truncation, we expect that the IR dynamics is purely dissipative and the dynamic universality class of the theory is given by that of Model A \cite{11}, in line with our arguments at the end of Sec. IV B.

The presence of a fluctuation theorem in the ground-state or thermal equilibrium constrains the form of the generalized potential. One finds that in general the vertices are not independent (see, e.g., Ref. \cite{95} where the fluctuation relations are given on the level of the 3- and 4-point functions). These nonlinear fluctuation relations take a simple form if one uses a local vertex expansion. Together with the conjugation symmetry $U(\phi, \phi)^\ast = -U(\phi, -\phi)$, we find at 4th order in the fields: $\mathcal{F}_{a_1 a_2} = \mathcal{F}_{a_1 a_2 a_3 a_4} = 0$. However, we point out that we obtain a nonvanishing contribution $(i\Omega/\beta)^3 \int_\sigma \tilde{\phi}^2$ to the CTP effective action from the zero-frequency limit of the quadratic term $\tilde{\phi}^2$ in Eq. \eqref{60}. The simplification on the level of vertices is essentially a consequence of our assumption of locality and the requirement of consistency that we impose on our ansatz. That is, in our construction of the 1PI CTP effective action, we have chosen to incorporate the properties of the equilibrium state exactly by imposing fluctuation relations between $(m + n)$-point functions $\Gamma^{(m,n)}$. Any consistent truncation of the full equilibrium CTP effective action should take into account these relations \cite{89} and this is what we have done here.

In the following it will be useful to consider an alternative representation of the fields. In particular, we introduce the following invariants under $O(N)$ transformations

$$
\sigma_1 = \frac{1}{2} \tilde{\partial}^a \phi_a, \quad \sigma_2 = \tilde{\partial}^a \tilde{\partial}_a, \quad \sigma_3 = \frac{1}{2} \tilde{\partial}^a \tilde{\partial}_a^2
$$

in terms of which $U = U(\sigma_1, \sigma_2, \sigma_3)$. This choice of parametrization makes the $O(N)$-symmetry of the theory manifest and proves to be especially convenient in the derivation of the RG equations. Using the constraints that follow from conjugation symmetry and nonlinear fluctuation relations, we obtain the following form of the generalized potential:

$$
\mathcal{U} = m^2 \sigma_2 + \lambda_{1,2} (\sigma_1 - v^2/2) \sigma_2 + \lambda_{2,3} \sigma_2 \sigma_3,
$$

which we expand around the scale-dependent minimum $\sigma_1|_{\min} = v^2/2$. In the disordered phase (symmetric regime), $m^2 > 0$ and $v^2 = 0$, while in the ordered phase (symmetry broken regime), $m^2 = 0$ and $v^2 > 0$. Since the functional RG provides a regularization of IR divergences associated to massless modes, we can follow the RG flow of the theory, through the phase transition, from the symmetry broken into the symmetric phase. Thus, we will encounter both scenarios when we solve for the RG flow equations.

Note that all parameters and couplings of our model are real-valued. A generic ansatz for the generalized potential might also include imaginary couplings, e.g., $i\lambda_{1,3} \sigma_1 \sigma_3$ (see our discussion at the end of Sec. IV B). The reason that they are not present here, is a consequence
of the fluctuation relations. Furthermore, not all couplings in Eq. (101) are independent. We may establish a relation between \( \lambda_{1,2} \) and \( \lambda_{2,3} \). We demonstrate this relation explicitly at the example of the flow equations (cf. Sec. [V]).

V. QUANTUM REGIME \((T = 0)\)

The general form of the flow equations within our truncation is given in Appendix A. Here, we provide the RG flow equations specifically in the quantum regime. This section summarizes well-known results [20, 104, 105] and serves to provide a complete picture in the context of the quantum-to-classical transition (cf. Secs. VI and VIII). The flow equations are derived by using a Euclidean regulator function after a Wick rotation to imaginary times and frequencies. We employ the \((d+1)\)-dimensional Litim regulator function [17]. To solve the flow equations it is useful to apply our knowledge of the possible scaling solutions (cf. Sec. IV C): We define dimensionless renormalized parameters and couplings in terms of which it is convenient to identify possible fixed point (FP) solutions of the RG flow. Let us consider the scaling dimensions for the parameters and couplings that enter in our model at \( T = 0 \):

\[
\begin{align*}
\bar{\nu}^2 &= D - 2 + \eta^1, \\
\bar{\lambda}_{m,n} &= 4 - D - 2\eta^1.
\end{align*}
\]

(102)

We may define the following quantities

\[
\begin{align*}
\bar{\nu}^2 &= Z^\perp k^2 - D \bar{\nu}^2, \\
\bar{\lambda}_{m,n} &= (Z^\perp)^{-2} k^\perp - 4 \bar{\lambda}_{m,n}.
\end{align*}
\]

(103)

(104)

that are scale-independent at the critical point. This is immediately clear, since we have \( Z^\perp \sim e^{-s \eta^1} \) in the scaling regime, so that the scaling behavior of the parameters \( \bar{\nu}^2 \) and couplings \( \bar{\lambda}_{m,n} \) is exactly canceled. To highlight the fact that we have rescaled the fields in such a way to compensate for the scaling (102) and (103) in the quantum critical regime, we denote the corresponding parameters and couplings with a bar. We also define \( \Omega \equiv \Omega^\perp \), \( \bar{Z}^\perp \equiv \bar{Z}^\perp \), and \( \bar{Z}^\perp \equiv \bar{Z}^\perp \) even though these parameters have not been rescaled.

In the absence of a temperature scale Lorentz symmetry requires \( z = 1 \) and the RG equations simplify considerably. In particular, we find that no dissipative coupling is generated by the RG flow:

\[
\frac{\partial \bar{\Omega}}{\partial s} = 0.
\]

(106)

Furthermore, no imaginary couplings are generated and therefore they do not enter in the low-energy effective theory. This holds true independent of the choice of our truncation. In the following we use the relation \( \bar{Z}^\perp = \bar{Z}^\perp = \bar{Z} \) and define the anomalous dimension \( \eta \equiv - \frac{\partial}{\partial s} \ln \bar{Z} \) also outside the critical region. Thus, \( \eta \) will in general be scale-dependent, i.e., \( \eta = \eta_k \) and takes on its critical value only in the scaling regime.

The RG flow equations for the squared field expectation value and quartic couplings are given by:

\[
\begin{align*}
\frac{\partial \bar{\nu}^2}{\partial s} &= (2 - D - \eta) \bar{\nu}^2 \\
&\quad + \delta_D(\eta) \left\{ \frac{3}{(1 + \bar{\nu}^2 \bar{\lambda}_{1,2})^2} + N - 1 \right\}, \\
\frac{\partial \bar{\lambda}_{1,2}}{\partial s} &= (D - 4 + 2\eta) \bar{\lambda}_{1,2} \\
&\quad + \delta_D(\eta) \bar{\lambda}_{1,2}^2 \left\{ \frac{9}{(1 + \bar{\nu}^2 \bar{\lambda}_{1,2})^3} + N - 1 \right\}.
\end{align*}
\]

(107)

(108)
The quartic couplings satisfy the following relation:

\[
\frac{\partial \lambda_{2,3}}{\partial s} = (D - 4 + 2\eta)\bar{\lambda}_{2,3}
+ \delta_D(\eta)\bar{\lambda}_{1,3} \bar{\lambda}_{2,3} \left\{ \frac{9}{(1 + \bar{v}^2\lambda_{1,2})^3} + N - 1 \right\},
\]

(109)

Here, the factor

\[
\delta_D(\eta) = \frac{1}{2^{D-1} \pi^\frac{D}{2} \Gamma((D + 2)/2)} \left( 1 - \frac{\eta}{D + 2} \right),
\]

(110)

originates from the spherical integration in momentum space for the contributing diagrams. Observe that the quartic couplings satisfy the following relation:

\[
\bar{\lambda}_{1,2} \frac{\partial \lambda_{3}}{\partial s} = \bar{\lambda}_{2,3} \frac{\partial \lambda_{1,2}}{\partial s},
\]

(111)

which clearly shows that they are not independent. From the microscopic action \[\text{Eq. (43)}\] we see that: \(\bar{\lambda}_{1,2} = 4\bar{\lambda}_{2,3} \equiv \lambda/3\). By an appropriate rescaling of \(\lambda\) and by virtue of \[\text{Eq. (111)}\], this relation between the couplings holds true for all RG trajectories in the quantum regime \((T = 0)\).

To close the system of RG equations, we need to provide the anomalous dimension:

\[
\eta = \delta_D(0) \frac{\bar{v}^2\lambda_{1,2}}{(1 + \bar{v}^2\lambda_{1,2})^2}.
\]

(112)

We find two possible fixed points (imposing the requirement that the squared field expectation value \(\bar{v}^2\) is positive, and both couplings \(\bar{\lambda}_{1,2}\) and \(\bar{\lambda}_{2,3}\) are nonnegative):

(I) **Gaussian fixed point**

\[
\bar{\lambda}_{1,2} = \bar{\lambda}_{2,3} = 0,
\]

(113)

and \(\eta = 0\).

(II) **Wilson-Fisher fixed point** \((2 < D < 4)\):

\[
\bar{\lambda}_{1,2} = 4\bar{\lambda}_{2,3} = \frac{\bar{\lambda}}{3} > 0
\]

(114)

and \(\eta\) determined by \[\text{Eq. (112)}\] where \(\bar{\lambda}_{1,2}\) and \(\bar{v}^2\) are set to their respective fixed point values.

The behavior of the RG flow can be illustrated by considering the \(D = 3\) scalar theory \((N = 1)\) as an example, cf. \[\text{Fig. 4}\]. In this case both fixed point solutions are present and the theory admits nontrivial IR scaling in the Ising universality class. We obtain \(\eta \approx 0.055\) at the phase transition. This result should be compared with \(\eta = 0.03639(15)\) from the high-temperature expansion \[\text{Ref. [106]}\] which seems to be the most precise determination to date (see, e.g., Ref. [24] for a compilation of results and corresponding references). The discrepancy is not very surprising, since we have chosen a very crude truncation. Typically higher orders in the gradient expansion, e.g., to 4th order \[\text{Ref. [72, 75, 88, 107]}\] provide a better numerical estimate of the scaling exponents in the context of the functional RG. In \(D = 4\) dimensions the only fixed point is the Gaussian one and the static and dynamic scaling properties are characterized by the respective mean-field values: \(z = 1\) and \(\eta = 0\). The trajectories of both fixed points
points in the space of parameters and couplings, as we continuously vary the dimension \( D = d + 1 \), is shown in Fig. [5] The RG flow in the \( O(N) \) model features a characteristic scale at which fluctuations become important. This is shown in Fig. [5] at the example of the \( D = 3 \) scalar model (\( N = 1 \)). Starting from the microscopic action, the anomalous scaling exponent crosses over from the canonical scaling behavior with \( \eta = 0 \) in the vicinity of the Gaussian FP, to the Wilson-Fisher FP with \( \eta \neq 0 \) at some characteristic scale \( k_{\ast} \). This crossover scale depends only on the value of the dimensionless quartic coupling \( \lambda_{\ast} \equiv \lambda_{\Lambda} \Lambda^{D-4} \) and is to a good approximation independent of \( \bar{\Omega}^{2} \). When the coupling \( \lambda_{\ast} \) is small, e.g., for \( D = 4 - \epsilon \) close to the upper critical dimension, the \( \lambda_{\ast} \) dependence of \( k_{\ast} \) is seen to originate from the perturbative one-loop corrections. That is, in an RG treatment these perturbative contributions become large when the RG scale parameter \( k \) approaches \( k_{\ast} \). In Fig. [5] we see that this perturbative argument remains valid even if \( \epsilon = 4 - D \) is of order one.

VI. CLASSICAL REGIME \((T \neq 0)\)

In the presence of a nonvanishing temperature we obtain a different set of flow equations. Here, we examine the scenario where the temperature is comparable (or much larger) than the cutoff scale \( \Lambda \), i.e., \( \beta\Lambda^{2} = 1/T\Lambda \ll 1 \), and the thermal occupation of modes \( n(\omega) \sim T_{\Lambda}(\omega/\Lambda^{2})^{-1} \gg 1 \), is strongly enhanced. In this regime, the FDT takes the form:

\[
F(\omega, \p) = \frac{T_{\Lambda}}{\omega^{\Lambda-z}} \text{Im} \ G^{R}(\omega, \p). \tag{115}
\]

As in the zero temperature case, it is useful to express the flow equations in terms of the dimensionless renormalized couplings and parameters, which allows us to easily identify scale-invariant behavior. However, in contrast to the scaling behavior given in Eqs. (102) and (103), there is an additional scale dependence in the classical regime which is introduced by the temperature \( T \sim \Lambda^{z} \). By an appropriate rescaling of the fields (cf. Sec. IV C) we find that the scaling dimensions of the parameters and couplings are modified. In particular, the rescaled field expectation value squared and couplings take the form:

\[
\bar{v}^{2} = \bar{v}^{2}(k/\Lambda)^{z}, \tag{116}
\]

\[
\bar{\lambda}_{m,n} = \bar{\lambda}_{m,n}(k/\Lambda)^{(m+n-4)z}. \tag{117}
\]

This rescaling is sufficient to eliminate the explicit \( k \)-dependence in the flow equations. Apart from the parameters and couplings in Eqs. (116) and (117), we define \( Z^{1,\perp} = Z_{\perp}^{1} \) and \( Z = \bar{\Omega} \) in the classical regime. The anomalous dimensions are given by: \( \eta^{1,\perp} \equiv -\frac{\partial}{\partial s} \ln Z^{1,\perp} \) and \( \eta^{\Omega} \equiv -\frac{\partial}{\partial s} \ln \bar{\Omega} \) also outside the critical region, i.e., in general they can be scale-dependent \( \eta^{1,\perp} \neq \eta_{k}^{1,\perp} \) and \( \eta^{\Omega} \neq \eta_{k}^{\Omega} \). Fixed points of the RG equations are identified by identifying constant values for all \( (\bar{\eta}^{2}, \eta^{1,\perp}, \eta^{\Omega}) \).

In the classical regime the RG equations for the squared field expectation value and the couplings are given by:

\[
\frac{\partial \bar{v}^{2}}{\partial s} = (2 - d - \eta^{1,\perp})\bar{v}^{2} + T_{\Lambda}\delta_{d}(\eta^{1,\perp}) \left\{ \frac{3}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2})^{2}} + N - 1 \right\}, \tag{118}
\]

\[
\frac{\partial \bar{\lambda}_{1,2}}{\partial s} = (d - 4 + 2\eta^{1,\perp})\bar{\lambda}_{1,2} + \bar{\lambda}_{1,2} T_{\Lambda}\delta_{d}(\eta^{1,\perp}) \left\{ \frac{9}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{3})^{3}} + N - 1 \right\}, \tag{119}
\]

\[
\frac{\partial \bar{\lambda}_{2,3}}{\partial s} = (d + 2z - 4 + 2\eta^{1,\perp})\bar{\lambda}_{2,3} + \bar{\lambda}_{2,3} T_{\Lambda}\delta_{d}(\eta^{1,\perp}) \left\{ \frac{9}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{3})^{3}} + N - 1 \right\}. \tag{120}
\]

The anomalous dimensions associated to the renormalization factors read

\[
\eta^{1,\perp} = T_{\Lambda}\delta_{d}(0) \frac{\bar{v}^{2}\bar{\lambda}_{1,2}^{2}}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2})^{2}}, \tag{121}
\]

\[
\eta^{\Omega} = \delta_{d}(\eta^{1,\perp}) \frac{T_{\Lambda}}{\bar{v}^{2}} \left\{ 1 + \frac{1}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2})^{2}} - \frac{32}{\left[ 4 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2}(2 + \bar{\kappa}\bar{v}^{2}\bar{\lambda}_{1,2}^{2}) \right]^{2}} \right\}, \tag{122}
\]

\[
\eta^{l} = \frac{\eta^{\Omega}}{2} - \frac{\delta_{d}(\eta^{1,\perp})}{2} \frac{T_{\Lambda}}{\bar{v}^{2}} \frac{1}{\bar{v}^{2}\bar{\lambda}_{1,2}^{2}} \left\{ 1 - \frac{1}{(1 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2})^{2}} - \frac{128 \bar{v}^{2}\bar{\lambda}_{1,2}^{2}}{\left[ 4 + \bar{v}^{2}\bar{\lambda}_{1,2}^{2}(2 + \bar{\kappa}\bar{v}^{2}\bar{\lambda}_{1,2}^{2}) \right]^{3}} \right\}, \tag{123}
\]

and are derived for \( \bar{\kappa} > 0 \) and \( \bar{\Omega} > 0 \). Apart from a possibly nonvanishing anomalous dimension \( \eta^{\Omega} \), and the lifting
of the degeneracy of \( \eta^\Omega = \eta^+ \), we observe two important differences to the RG flow equations at \( T = 0 \), cf. Eqs. \( 107 \) – \( 112 \): (1) Instead of \( D = d + 1 \) we see that the spatial dimension \( d \) appears in the canonical scaling contributions to the RG flow. (2) The loop contributions are not only controlled by the couplings \( \lambda_{1,2} \) and \( \lambda_{2,3} \) but also by the temperature.

Note, that both anomalous dimensions \( \eta^\Omega \) and \( \eta^l \) depend on the parameter

\[
\bar{k} = e^{2s} \bar{Z}^+ \bar{Z}^l / (T_A \bar{\Omega})^2. \tag{124}
\]

Its significance is clear from the discussion at the end of Sec. \[ \text{IV.B} \] It defines a ratio between the parameters, \( \bar{Z}^+ / \bar{Z}^l \) and \( \Omega / \bar{Z}^l \), that determine the low-energy dynamics of our model. In particular, we note the two interesting limiting scenarios: 1) \( \bar{k} \to \infty \): \( \bar{Z}^l = \bar{Z}^+ = 1 \), \( T_A \bar{\Omega} \to 0^+ \) corresponding to the microscopic model with relativistic dynamics and vanishing \( \bar{\Omega} \) (\( T_A \neq 0 \)), and 2) \( \bar{k} = 0 \): \( \bar{Z}^l = 0 \), \( \bar{Z}^+ \geq 1 \), \( T_A \bar{\Omega} > 0 \) in the classical regime.

To close the set of flow equations \( 118 \) – \( 125 \) we provide the flow equation for the coefficient \( \bar{k} \)

\[
\frac{\partial \bar{k}}{\partial s} = \left[ 2(1 + \eta^\Omega) - \eta^l - \eta^+ \right] \bar{k} = (z + \eta^\Omega - \eta^l) \bar{k}, \tag{125}
\]

and use the relation \( z = 2 - \eta^+ + \eta^\Omega \) that defines the dynamic critical exponent.

Even without solving the full set of equations, we may infer the dynamics of this model and determine the associated fixed points. However, this discussion is somewhat subtle – substituting the given expressions for the anomalous dimensions into Eq. \( 125 \) one might conclude that there is only one solution for nonnegative \( \bar{k} \), which is reached in the \( \bar{k} \to \infty \) limit (see Fig. 7). Further fixed points exist, but all of them lie in the region of \( \bar{k} < 0 \).

Such negative solutions are clearly unphysical and are

\[ \text{The presence of such solutions within our truncation might be related to the neglect of higher order } O(\omega^3) \text{ terms in the frequency expansion of } \Gamma^{(1,1)} \text{ that may stabilize the large-frequency behavior of the renormalization group flow.} \]
Let us focus on this asymptotic scaling regime where the \( \bar{k} = 0 \) solution takes over (\( Z^1 = 0 \)). We observe that in this regime, Eq. (122) is identical to the anomalous dimension \( \eta^\Omega \) of the relaxation coefficient derived in the context of the functional RG for Model A [28, 29]. We identify the following scaling solutions in this regime:

(I) \textit{Gaussian fixed point}:

\[
\bar{\lambda}_{1,2} = \bar{\lambda}_{2,3} = 0
\]

and the anomalous dimensions vanish, i.e., \( \eta^\perp = \eta^\Omega = 0 \). The dynamic critical exponent is \( z = 2 \).

(II) \textit{Wilson-Fisher fixed point} (\( 2 < d < 4 \)): The squared field expectation value \( \bar{v}^2 \) and the quartic coupling \( \bar{\lambda}_{1,2} \) show a temperature dependence:

\[
\bar{v}^2(T_\Lambda) = T_\Lambda \bar{v}^2(1),
\]

\[
\bar{\lambda}_{1,2}(T_\Lambda) = T_\Lambda^{-1} \bar{\lambda}_{1,2}(1),
\]

while

\[
\bar{\lambda}_{2,3}(T_\Lambda) = 0,
\]

at the fixed point. The anomalous dimensions are nonvanishing: \( \eta^\perp, \eta^\Omega \neq 0 \).

Although both FPs depend on the temperature, the scaling exponents do not. This is easily checked, if we substitute the scaling form (127) and (128) in our result for the anomalous dimension

\[
\eta^\perp = \delta_d(0) \frac{\bar{v}^2(1) \bar{\lambda}_{1,2}^2(1)}{[1 + \bar{v}^2(1) \bar{\lambda}_{1,2}(1)]^2},
\]

and the dynamic critical exponent

\[
\frac{z}{2} = 2 - \eta^\perp + \frac{\delta_d(\eta^\perp)}{\bar{v}^2(1)} \left\{ 1 + \frac{1}{[1 + \bar{v}^2(1) \bar{\lambda}_{1,2}(1)]^2} - \frac{8}{[2 + \bar{v}^2(1) \bar{\lambda}_{1,2}(1)]^2} \right\}.
\]
ity class of Model A. Our result agrees well with Monte Carlo estimates: $z = 2.032(4)$ \cite{108}, $z = 2.055(10)$ \cite{109}, field-theory methods $z = 2.0237(55)$ \cite{110}, and is consistent with the functional RG results from Ref. \cite{28} to the given order of our truncation.

The following picture emerges: In the classical regime, we obtain a continuous line of phase transitions that lie in the $d$-dimensional static universality class of the $O(N)$ model. The critical exponents at the phase transition depend on nature of the IR stable fixed point. For $N \geq 2$ and $2 < d < 4$ the Wilson-Fisher FP is the stable one and we observe nontrivial scaling, i.e., $\eta \neq 0$, $z > 2$. For $d \geq 4$ the Gaussian FP takes over and we obtain mean-field exponents, $\eta = 0$, $z = 2$. For $N = 1$ (Ising universality class), the lower critical dimension is $d = 1$ and we observe nontrivial scaling for any dimension between $1 < d < 4$. The dynamic critical exponent is $z > 2$ for $1 < d < 4$ (which is consistent with the results from Ref. \cite{111} and those compiled in Ref. \cite{112}).

VII. LIMITING BEHAVIOR OF RENORMALIZATION GROUP EQUATIONS IN THE CLASSICAL REGIME

Here, we examine the properties of the $O(N)$ Wilson-Fisher scaling solution in the classical regime ($T \neq 0$), by considering an expansion around the upper critical dimension of the model $d_\tau = 4$ and the behavior in the large-$N$ limit. Although we do not expect to reproduce the known results from the $\epsilon$- or the $1/N$-expansion (which is due to threshold effects in the nonperturbative functional RG), this analysis nevertheless provides important insights into the quality of our truncation in these limiting cases.

A. Expansion around the upper critical dimension

As we have already noted in the previous section, the coupling $\lambda_{2,3}$ vanishes exactly at the Wilson-Fisher fixed point. Thus, the only relevant parameters that characterize this scaling solution are the coupling $\lambda_{\perp}$ and the field expectation value $\bar{\phi}$. For the following discussion it will prove useful to introduce the parametrization: $x = \bar{\phi}^2 \lambda_{\perp}$ and $y = \delta_d(0) T_0 \lambda_{\perp}$, for which fixed point equations take a somewhat simpler form

$$0 = (2 - d - \eta^\perp)x + \frac{\delta_d(\eta^\perp)}{\delta_d(0)} \left\{ \frac{3}{(1 + x)^2} + N - 1 \right\} y,$$

(132)

$$0 = (d - 4 + 2\eta^\perp) + \frac{\delta_d(\eta^\perp)}{\delta_d(0)} \left\{ \frac{9}{(1 + x)^3} + N - 1 \right\} y.$$  

(133)

The anomalous dimension is given by

$$\eta^\perp = \frac{xy}{(1 + x)^2},$$

(134)

and dynamic critical exponent takes the form

$$z = 2 + \frac{\delta_d(\eta^\perp)}{\delta_d(0)} \frac{2(x + 1)}{(x + 2)^2} \eta^\perp.$$  

(135)

Equations (132) and (133) imply that the leading contribution to the parameters $x$ and $y$ in an expansion around the upper critical dimension $\epsilon = 4 - d$ is of order $\epsilon$. Up to second order, we find

$$x = \frac{N + 2}{2(N + 8)} \epsilon + \frac{(N + 2)^2(N + 33)}{4(N + 8)^3} \epsilon^2 + \mathcal{O}(\epsilon^3),$$

(136)

$$y = \frac{1}{N + 8} \epsilon + \frac{25(N + 2)}{2(N + 8)^3} \epsilon^2 + \mathcal{O}(\epsilon^3).$$

(137)

Thus, within our truncation the anomalous dimension is given by

$$\eta^\perp = \frac{1}{2} \frac{N + 2}{(N + 8)^2} \epsilon^2 + \frac{N + 2}{(N + 8)^2} \left[ \frac{14N + 37}{(N + 8)^2} - \frac{1}{4} \right] \epsilon^3 + \mathcal{O}(\epsilon^4),$$

(138)

to third order in $\epsilon$, while the dynamic critical exponent reads

$$z = 2 + \left[ \frac{1}{2} + \mathcal{O}(\epsilon^2) \right] \eta^\perp,$$

(139)

to the same order as the anomalous dimension. Let us comment to what extent the limiting behavior \cite{138} and \cite{139} reproduces the known $\epsilon$-expansion result. For the anomalous scaling exponent $\eta^\perp$ we observe that the $\mathcal{O}(\epsilon^3)$ contribution is exactly reproduced, while higher-order terms appear to be inconsistent \cite{113,114}. This is in contrast to other critical exponents. In particular, from the eigenvalues of the stability matrix at the Wilson-Fisher FP, we determine the correlation length exponent

$$\nu = \frac{1}{2} + \frac{(N + 2)}{4(N + 8)} \epsilon + \frac{(N + 2)}{8(N + 8)^3} \left[ N^2 + \frac{1}{3} (152N + 574) \right] \epsilon^2 + \mathcal{O}(\epsilon^3),$$

(140)
and Wegner’s exponent \( \omega \):

\[
\omega = \epsilon - \frac{25(N + 2)}{2(N + 8)^2} \epsilon^2 + O(\epsilon^3),
\]

(141)

which governs corrections to asymptotic scaling. Since there are only two independent exponents at the FP, we may determine the remaining exponents by use of scaling relations below the upper critical dimension \([118]\), e.g., we may apply Fisher’s scaling relation \( \gamma = (2 - \eta^\perp) \nu \) to determine the susceptibility exponent

\[
\gamma = 1 + (N + 2) \epsilon + \frac{(N + 2)}{4(N + 8)^3} N^2 + \frac{1}{3} (149N + 550) \epsilon^2 + O(\epsilon^3).
\]

(142)

We observe that the given exponents and scaling relation match those of the \( \epsilon \)-expansion \([119]\) perfectly to linear order however, discrepancies appear for contributions of order \( \epsilon^2 \). In fact, linear contributions in \( \epsilon \) are in general independent of the chosen regulator function \([117] [120]\), while this does not hold true for higher order contributions (at least within the employed truncation of the effective action).

We demonstrate the regulator dependence of the two-loop result explicitly for the anomalous dimension which is seemingly consistent at \( O(\epsilon^2) \). Consider a momentum-dependent regulator \( \hat{R}(p) = Z^\perp p^2 r(p^2/k^2) \) that is general arbitrary up to the specification of \( r = r(y), y = p^2/k^2 \). This function that implements the IR cutoff, should be nonnegative \( r(y) \geq 0 \) and we impose the following limiting properties: \( \lim_{y \to 0} r(y) \simeq 1/y \to \infty \) and decay sufficiently fast at infinity, i.e., \( \lim_{y \to \infty} r(y) \to 0 \) and \( \lim_{y \to \infty} r'(y) \to 0 \) (cf. Sec. \([11]\)). Using a regulator function that satisfies these conditions but is otherwise arbitrary, we derive the general expression for the anomalous dimension to leading order \( O(\epsilon^2) \) in the local interaction approximation of the \( O(N) \) model:

\[
\eta^\perp = \frac{(N + 2)^2 X_r Y_{r;1} Y_{r;2}}{(N + 8)^2 Y_{r;2}^2} + O(\epsilon^3),
\]

(143)

where the coefficients \( X_r \) and \( Y_{r;n} \) are given by

\[
X_r = \int_0^\infty dy \left( \frac{d}{dy} \frac{1}{1 + r(y)} \right)^2,
\]

(144)

\[
Y_{r;n} = \int_0^\infty dy y^{2-n} \frac{d}{dy} \left( \frac{1}{1 + r(y)} \right)^n.
\]

(145)

Their numeric values depend on the specific choice of the regulator function. Let us consider a few examples: We start with the optimized Litim regulator

\[
r_{\text{opt}}(y) = (1/y - 1) \theta(1-y),
\]

(146)

employed in this work, cf. Secs. \([VI] [VI]\). The corresponding coefficients read \( X_{\text{opt}} = 1 \) and \( Y_{\text{opt,1}} = n/2 \). Thus, we see that the ratio \( X_{\text{opt}} Y_{\text{opt,1}} (Y_{\text{opt,2}})^{-2} = 1/2 \), and we confirm our result Eq. (138) for the anomalous dimension. To check how (146) compares to other regulators, we consider the exponential cutoff

\[
r_{\text{exp}}(y) = (e^y - 1)^{-1},
\]

(147)

which is also frequently used and serves as a useful benchmark. This function yields \( X_{\text{exp}} = 1/2 \) and the lowest coefficients \( Y_{\text{exp},n} \) in the series \( n = 1, 2, 3, \ldots \) are \( 1, 1, 3 \ln(4/3), \ldots \), etc. Thus, we obtain the ratio \( X_{\text{exp}} Y_{\text{exp,1}} (Y_{\text{exp,2}})^{-2} = 1/2 \) and the same leading-order result in the \( \epsilon \)-expansion for \( \eta^\perp \) as for the Litim regulator.

From these examples we conclude that although the result to two-loop order, Eq. (143) is regulator dependent in general, that it is nevertheless possible to find a class of regulator functions with improved behavior at \( O(\epsilon^2) \). A counterexample that fails to produce the known result for \( \eta^\perp \) to leading order is the sharp cutoff \([113] [114]\), which is known to introduce strong regulator artifacts \([63] [77] [114]\).

For the dynamic critical exponent \( z \), the result from the \( \epsilon \)-expansion is expressed in the form \( z = 2 + c \eta^\perp \)

\([11]\), with the coefficient \( c = 0.7261 (1 - 1.69 \epsilon + O(\epsilon^2)) \)

\([103]\). Here, we observe a clear difference to order \( \epsilon^2 \), where we find \( c = 1/2 + O(\epsilon^2) \) within our truncation, and employing the Litim cutoff. While the anomalous dimension \( \eta^\perp \) is correctly reproduced to order \( \epsilon^2 \) for this

<table>
<thead>
<tr>
<th>Regulator function</th>
<th>( a_r = X_r Y_{r;1}/Y_{r;2}^2 )</th>
<th>( c_r = Y_{r,3}/X_r - 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential cutoff</td>
<td>( r_{\text{exp}} = (e^y - 1)^{-1} )</td>
<td>( 1/2 )</td>
</tr>
<tr>
<td>Litim cutoff ([77])</td>
<td>( r_{\text{opt}} = (1/y - 1) \theta(1-y) )</td>
<td>( 1/2 )</td>
</tr>
<tr>
<td>Sharp cutoff ([113] [114])</td>
<td>( r_{\text{sharp}} = 1/\theta(y - 1) - 1 )</td>
<td>( \infty )</td>
</tr>
<tr>
<td>( \epsilon )-expansion ([103] [115] [116])</td>
<td>( 1/2 )</td>
<td>( 6 \ln(4/3) - 1 )</td>
</tr>
</tbody>
</table>
choice of the regulator function, this must not necessarily hold for \(\eta^2\). To parametrize the regulator dependence of our results, we write \(\eta^2\) as

\[
\eta^2 = \frac{Y_{\gamma;3}}{X_r} \eta^1 + \mathcal{O}(\epsilon^3),
\]

where the coefficients \(X_r\) and \(Y_{\gamma,\nu}\) are defined in Eqs. \([144]-[145]\). From the definition of the dynamic critical exponent \(z = 2 - \eta^2 + \eta^\alpha = 2 + c\eta^\perp\), we may therefore express \(c\) in the form:

\[
c = \frac{Y_{\gamma;3}}{X_r} - 1.
\]

Using the previously derived values, we obtain to leading order in \(c\): \(c_{\text{opt}} = 1/2\) for the optimized Litim cutoff, while for the sharp cutoff we find: \(c_{\text{sharp}} = -1\). Considering this discrepancy, it is quite surprising to note that the same coefficient takes a different value for the exponential cutoff: \(c_{\text{exp}} = 6 \ln \left(\frac{4}{3}\right) - 1 \approx 0.72609\), in perfect agreement with the \(\epsilon\)-expansion.

We may conclude that in general the scaling exponents, both static and dynamic, are regulator dependent at \(\mathcal{O}(\epsilon^2)\), while the result to linear order in \(\epsilon\) is correctly reproduced independent of the choice of cutoff (see also Refs. \([117]-[120]\)). Nevertheless, certain regulators might show improved behavior at \(\mathcal{O}(\epsilon^2)\) (at least within the scope of the employed truncation of the scale-dependent effective action). A summary of these results is shown in Tab. \([\theta]\).

B. Large-\(N\) expansion

In the same representation of the parameters \([132]-[133]\), we may consider the large-\(N\) behavior as an alternative approach to understand the properties of our RG equations. In this limit, we find that

\[
x = \frac{4 - d}{d - 2} + \mathcal{O}\left(\frac{1}{N^2}\right),
\]

\[
y = (4 - d) \frac{1}{N} + \mathcal{O}\left(\frac{1}{N^2}\right),
\]

up to order \(1/N\). The result for the anomalous dimension reads

\[
\eta^\perp = \frac{(4 - d)(4 - 2)}{4} \frac{1}{N} + \mathcal{O}\left(\frac{1}{N^2}\right),
\]

while the dynamic critical exponent is given by

\[
z = 2 + \left[\frac{4(4 - 2)}{d^2} + \mathcal{O}\left(\frac{1}{N}\right)\right] \eta^\perp,
\]

In \(d = 3\) dimensions results are readily available in the literature: In the large-\(N\) limit the value for \(\eta^\perp\) is given by \(\eta^\perp = \frac{\delta_\perp}{N}\) \([121]\). Clearly, this result does not match the limiting behavior in Eq. \([152]\) which is known to exhibit a regulator dependence within our finite truncation of the vertex expansion \([105]\). The difference can be explained by the infinite resummation of diagrams in the large-\(N\) result, but which cannot be accounted for in the context of our ansatz for the CTP effective action. Our result for the dynamic critical exponent should be compared with predictions for the dynamic critical behavior of Model A, for which the dynamic exponent reads \(z = 2 + c\eta^\perp\), with \(c = 0.5\) in the large-\(N\) limit \([111]-[122]\).

VIII. QUANTUM-CLASSICAL TRANSITION

Although in principle the flow equations can be derived also for the intermediate temperature region \((0 < T_A < 1)\) we find that they take a rather complicated form and therefore require a more elaborate numerical treatment. We postpone this to future work. Here, we examine possible scenarios of the quantum-to-classical crossover based on our understanding of the low and high-temperature limits, developed in Secs. \([\nu]-[\xi]\) and \([\chi]\). The general picture of the phase structure is the following: The \(d\)-dimensional \(\mathcal{O}(N)\) theory is characterized by a continuous line of classical phase transitions that terminates at \(T = 0\). Along this line the dynamic scaling exponent is \(z \geq 2\). At the end point, the system lies in a different universality class, namely that of the \((d + 1)\)-dimensional Euclidean theory with \(z = 1\).

Essential to the picture of the dynamic crossover is the observation that both in the quantum and classical case we may find two fixed points: the Gaussian FP \((\eta = 0)\) and Wilson-Fisher FP \((\eta \neq 0)\). The existence of a non-trivial IR stable FP depends subtly on the dimensionality and temperature of the system. In contrast, the dynamic scaling properties turn out to be much more simple – they completely decouple from the statics for any \(T > 0\). This is immediately clear from the inspection of the RG flow Eqs. \([118]-[125]\) where we see that the parameter \(\tilde{k}\) and the anomalous dimensions \(\eta^\alpha\) do not feed back into the RG flow of the static quantities. In fact, we have used this property explicitly to determine the dynamic FPs of the RG flow, i.e., \(\tilde{k} = 0\) and \(\tilde{k} = \infty\) for any \(T > 0\). Thus, the problem of determining the dynamics at nonvanishing temperature reduces to the problem of understanding how the Wilson-Fisher FP and in particular how \(\eta^\perp\) depends on the effective dimension \(d_\epsilon\) (cf. Sec. \([IV\ C\ 2]\)). Between the quantum and classical regime, \(\eta^\perp\) varies continuously with \(d_\epsilon\), from \(d + 1\) to \(d\). This fact can be understood from the perspective of Euclidean finite size systems where one observes a continuous dimensional crossover \([123]\).

Possible scenarios for the RG flow are illustrated in Fig. \([10]\) at the example of the \(N = 1\) scalar theory. We examine the scale-dependent anomalous dimension \(\eta^\perp = -(\partial/\partial s) \ln Z^\perp\) which provides information on relevant fluctuations in different regions of the RG flow. The maximum achievable correlation length \(\xi = m^{-1}\) is determined by how close the microscopic parameters
FIG. 10. $N = 1$ scalar model for spatial dimensions $d = 2$ and $d = 3$: Schematic scale dependence of the anomalous dimension $\eta^\perp$. We tune the bare field expectation value $v_0^2$ as a function of the temperature, so that the theory exhibits scaling in the $k \to 0$ limit. We assume that the bare coupling $\lambda_0$ is fixed at a given value. In $d = 2$ dimensions, where the theory admits a QCP characterized by nontrivial scaling the system features a crossover scale to the IR scaling region (left panel). This scale is set by the quartic coupling. As we turn on temperature, quantum critical fluctuations die out and thermal fluctuations take over. In $d = 3$ dimensions (right panel) the QCP lies in the $(3 + 1)$-dimensional (Euclidean) universality class which is characterized by mean-field scaling – fluctuations become important only at nonvanishing temperatures. The curves are shown to scale with $\eta^\perp = 1/4$ ($d = 2$) and $\eta^\perp = 0.03639(15)$ ($d = 3$) for the Ising model.

have been tuned to their respective critical values, and we assume that $\xi \to \infty$ in the limit $k \to 0$. For small temperatures ($0 \lesssim T_\Lambda \ll 1$), the RG flow enters a regime where quantum fluctuations are present but do not play out their full effect. Instead, close to the classical phase transition the characteristic scale at which fluctuations become important are fully determined by the temperature. We point out that the possible situations illustrated in Fig. 10 have to be modified in the case of a system with continuous $O(N)$ symmetry, where for $d = 2$ and $N = 2$ the system experiences Kosterlitz-Thouless transition, while a thermal phase transition is absent for $N \geq 3$.

CONCLUSIONS

In this work, we have applied the nonperturbative functional RG in the real-time formalism to the problem of the low-energy dynamics of a relativistic $O(N)$ theory. Our approach relies on a truncation of the scale-dependent CTP effective action and we have shown that our ansatz admits two possible fixed points at $T > 0$ that determine the low-energy dynamics of the order parameter. Only one of them is IR stable which characterizes the relaxational dynamics of a dissipative mode. We find that the dynamic universality class associated to this scaling solution is identical to that of Model A, for which $z = 2 + c\eta^\perp$ [11,103]. This observation is based on an exact equivalence of the flow equations derived in this work in the IR scaling regime, with those obtained in the framework of the effective model given in Refs. [28] and [29]. At $T = 0$, we find only one fixed point, with unitary dynamics $z = 1$ protected by Lorentz symmetry. We show that there is a continuous crossover that smoothly connects the microscopic theory ($z = 1$) with a nonrelativistic effective theory ($z \geq 2$) that corresponds to Model A, if the theory is tuned to criticality.

We emphasize that the existence of the Model A fixed point in the high-temperature limit (within our truncation of the scale-dependent effective action) is essentially required by consistency of our ansatz (cf. Sec. VI). The stability of the theory (i.e., $\bar{Z}^\perp, \bar{Z}^\perp \geq 0, \bar{\Omega} > 0$) had to be imposed to rule out a renormalization group flow to negative values of $\bar{Z}^\perp$ that are clearly unphysical. Although the relativistic UV fixed point seems to be unstable, which is certainly expected at nonvanishing temperatures, the apparent lack of a solution where $\bar{Z}^\perp = 0$ is reached asymptotically, is certainly surprising. We suspect that this is an artifact of our truncation that includes only a linear contribution in the frequency-expansion of the self-energy and is therefore insufficient to capture the large-frequency behavior of correlation or response functions. To reach a conclusion on this issue other types of approximations will need to be employed that take into account the full frequency-dependence of the self-energy and vertex functions [124,127].

Within our truncation, we were able to observe a dynamic crossover induced by thermal fluctuations. However, as far as the low-energy limit is concerned, one might also also imagine a different scenario, where the system features a crossover to the nonrelativistic limit well above the thermal scale. This would have dramatic consequences, since the corresponding nonrelativistic action conserves particle number [119,128]. Thus, the question that remains is: What is the nature of the nonrelativistic limit? We see that an answer to this question is intimately tied to that of the dynamic universality class for the given microscopic theory. In either one of the above scenarios the nonrelativistic action will fea-
nature different symmetries, that determine the presence or absence of further slow modes at the phase transition. To capture these possibilities different truncations of the scale-dependent effective action will have to be considered, that are able to take into account conservation laws and Ward identities consistently.

Thus, within our current ansatz for the CTP effective action Eq. (60) it therefore not possible to provide a definitive answer to the question of the dynamic universality class of the $O(N)$ theory. It is only possible to follow the transition from the microscopic coherent dynamics (without dissipation) to the situation where the dynamics is dissipative nonrelativistic, without additional conserved quantities – which corresponds to Model A dynamics in the critical region. The simplest possible extension of this work would be to allow for a diffusive relaxation of the order parameter in addition to Model A dynamics in the critical region. The simplest possible extension of this work would be to allow for a diffusive relaxation of the order parameter in addition to a purely dissipative behavior. This might allow one to follow the transition from the microscopic coherent dynamics (without dissipation) to the situation where the dynamics is dissipative nonrelativistic, without additional conserved quantities – which corresponds to Model A dynamics in the critical region. The simplest possible extension of this work would be to allow for a diffusive relaxation of the order parameter in addition to a purely dissipative behavior. This might allow one to follow the transition from the microscopic coherent dynamics (without dissipation) to the situation where the dynamics is dissipative nonrelativistic, without additional conserved quantities – which corresponds to Model A dynamics in the critical region. The simplest possible extension of this work would be to allow for a diffusive relaxation of the order parameter in addition to a purely dissipative behavior.

We refer to future work which is currently in progress.
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Appendix A: Renormalization group equations

The flow equations for the $(m+n)$-point functions $\Gamma^{(m,n)}$ are derived from Eq. (34) by taking functional derivatives with respect to the fields and evaluating these expressions in the homogeneous background field configuration $\phi_a = v_0\delta_a, v \geq 0, \text{ and } \phi = 0$. Within our truncation, we assume that all $(m+n)$-point functions $\Gamma^{(m,n)}$, with $m+n > 4$ are zero. Furthermore, 4-point functions are assumed to be local in both space and time, while this not true in general for 2- or 3-point functions. The presence of a nonlinear fluctuation theorem implies that only two of the 4-point vertices $\Gamma^{(1,3)}$ and $\Gamma^{(3,1)}$ are nonzero (cf. Sec. IV D). With these approximations we obtain the flow equations for the (amputated) 1PI two-point function $\Gamma^{(1,1)}$

$$\frac{\partial}{\partial s} \Gamma^{(1,1)}(p) = -\frac{1}{2} \int \frac{dR}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(3,1)} + 2F(q) \Gamma^{(2,1)}(-p, p + q) \text{Re} G^R(p + q) \Gamma^{(2,1)}(p, q) \right\},$$

and the (nonvanishing) 1PI 3- and 4-point functions

$$\frac{\partial}{\partial s} \Gamma^{(2,1)}(p, p') = - \int \frac{dR}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(3,1)}(-q, p + p' + q) \text{Re} G^R(q) \Gamma^{(3,1)} + \cdots \right\},$$

$$\frac{\partial}{\partial s} \Gamma^{(3,1)} = - \int \frac{dR}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(3,1)} \text{Re} G^R(q) \Gamma^{(3,1)} + \cdots \right\},$$

$$\frac{\partial}{\partial s} \Gamma^{(1,3)} = - \int \frac{dR}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(3,1)} \text{Re} G^R(q) \Gamma^{(3,1)} + \cdots \right\}.$$

We define the four-momenta $p = (p^0, \mathbf{p}), q = (q^0, \mathbf{q}), \text{ etc.}$ and the frequency-momentum integration $\int_q \cdots \equiv \frac{1}{(2\pi)^D} \int d^Dq$, while the trace $\text{Tr} \{ \cdots \}$ runs over internal field indices. In Eqs. (A1) – (A4) we have pulled out the derivative operator, $(\partial R/\partial s)(\partial/\partial R)$ which acts on the regulator function. This greatly simplifies the evaluation of the terms on the RHS. In particular, using a frequency-independent regulator (at nonvanishing temperature), we may calculate the frequency integral on the RHS before evaluating the $R$-derivative. Finally, those terms that are omitted in Eqs. (A2) – (A4) (denoted by the ellipsis) correspond to all possible contributions (allowed by the diagrammatic
rules) where the 4-point vertices of the first term on the RHS are substituted by the dumbbell diagram as illustrated in Fig. 11. This is done explicitly in Eq. (A1).

\[ q \quad \Rightarrow \quad + \quad - \]

\[ (q, r) \quad (p, r) \quad (q, r) \quad (p, r) \]

FIG. 11. Substitution rule illustrated at the example of the amputated 4-point function \( \Gamma^{(3,1)} \) in terms of two 3-point vertices \( \Gamma^{(2,1)} \) (cf. Eq. (A1)). External lines indicate the inflowing momenta and the inserted fields in the RA-representation (full lines correspond to \( \phi \) field insertions, while dashed lines to insertions of the \( \tilde{\phi} \) field). The notation \( \Gamma^{(2,1)}(p,q) \) refers only the incoming momenta. The full-dashed lines which connect the two vertices on the RHS corresponds to (nonperturbative) retarded/advanced propagators, i.e., \( G^{R/A} \).

Equations (A2) – (A4) provide the RG flow of the generalized potential in the limit of zero external momenta, i.e., \( p \to 0 \) and \( p' \to 0 \). Similarly, we obtain the flow equations for the wavefunction renormalization \( Z^\perp \) and the dynamic parameters \( \Omega \) and \( Z^\parallel \) of our model by a suitable projection onto the flow equation for \( \Gamma^{(1,1)} \):

\[
\frac{\partial Z^\perp}{\partial s} = \lim_{p \to 0} \frac{\partial}{\partial p^2} \int_q \frac{\partial R}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(2,1)}(-p,p+q) \text{Re} G^R(p+q) \Gamma^{(2,1)}(p,q) \right\}, \tag{A5}
\]

\[
\frac{\partial Z^\parallel}{\partial s} = -\frac{1}{2} \lim_{p \to 0} \frac{\partial^2}{\partial \omega^2} \int_q \frac{\partial R}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(2,1)}(-p,p+q) \text{Re} G^R(p+q) \Gamma^{(2,1)}(p,q) \right\}, \tag{A6}
\]

\[
\frac{\partial \Omega}{\partial s} = -i\beta \lim_{p \to 0} \frac{\partial}{\partial \omega} \int_q \frac{\partial R}{\partial s} \frac{\partial}{\partial R} \text{Tr} \left\{ F(q) \Gamma^{(2,1)}(-p,p+q) \text{Re} G^R(p+q) \Gamma^{(2,1)}(p,q) \right\}. \tag{A7}
\]

In practice, one usually considers only the contribution from the Goldstone modes on the RHS, since it is understood that they give the dominant contribution to the wavefunction renormalization \( Z^\perp \) \([63, 105]\) (and similarly to the dynamic coefficients \( Z^\parallel \) and \( \Omega \)). Here, we follow the same strategy and therefore, instead of evaluating the trace we carry out a projection onto the Goldstone modes in Eqs. (A5) – (A7). The diagrams that we evaluate to obtain the RG flow of the parameters are shown in Fig. 12.

\[ p + q, r \quad -p, g \quad p, g \quad q, g \quad p + q, g \quad + \quad -p, g \quad p, g \quad q, g \quad p + q, g \quad + \quad -p, g \quad p, g \quad q, g \quad p + q, g \]

FIG. 12. Diagrams that contribute on the RHS of Eqs. (A5) – (A7). Full-dashed lines corresponds to (nonperturbative) retarded/advanced propagators \( G^{R/A} \), while the full lines denote statistical propagators \( F \). Full/dashed external legs denote \( \phi/\tilde{\phi} \)-field insertions. Next to the momenta we indicate the relevant modes indicated (\( r \): radial mode, \( g \): Goldstone mode).
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