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ABSTRACT

An accurate representation of synoptic-scale Rossby waves in numerical weather forecast models is very important as these waves are closely linked to weather formation at the surface. Enhanced potential vorticity (PV) gradients at the tropopause levels act as waveguides for synoptic-scale Rossby waves, so spatial errors in the waveguides imply errors in the amplification and propagation of Rossby waves. This paper focuses on evaluating the forecast representation of these waveguides and presents an object-based forecast verification tool. In both forecast and the verification data, Rossby waveguide objects are defined based on enhanced PV gradient fields on isentropic surfaces. The tool automatically pairs the complex objects, compares their properties, and assesses the number of objects without a matching partner in either the forecast or the re-analysis. In the last step, error measures are calculated for the area and the location of the objects. As proof-of-concept application of the method for the year 2008, five lead times of the Integrated Forecast System (IFS) from the ECMWF are compared with the ECMWF reanalysis dataset. The majority of the waveguide objects are found to be in the correct position, and there are no systematic positional errors; however, the forecast objects and hence the areas of enhanced PV gradients are smaller.

1. Introduction

Synoptic-scale Rossby waves are manifest in the tropopause-level flow as a succession of troughs and ridges (Rossby 1945). They play a vital role in the formation of midlatitude weather. In addition, high-impact weather events can be preceded by synoptic-scale Rossby waves (Chang 2005; Blackburn et al. 2008; Martius et al. 2008; Wirth and Eichhorn 2014).

Since they are present in the atmosphere for several days, they indicate the potential for improved predictability on the medium-range time scale (Cressman 1948; Lee and Held 1993; Grazzini and Vitart 2015), provided that their representation in numerical weather prediction (NWP) models is accurate. However, Gray et al. (2014) found that both the meridional extent of upper-level Rossby waves and the tropopause sharpness in ridges decrease with forecast lead time. Errors in Rossby waves can be associated with errors in the forecasting of warm conveyor belts (Martinez-Alvarado et al. 2015) and convection over North America (Rodwell et al. 2013). Forecast errors closely follow the time evolution of the waves (Davies and Didone 2013) and propagate with the group velocity of the waves (Langland et al. 2002; Anwender et al. 2008). These errors can have significant impacts on forecasting extreme weather events. For example, Fehlmann and Davies (1997) and Schlemmer et al. (2010) show that an underestimation of the meridional extent of breaking synoptic-scale Rossby waves over western Europe results in significant errors in the forecasting of heavy precipitation in southern Switzerland.

The focus of this study is on the model representation of one particular aspect of synoptic-scale Rossby waves, namely their waveguides. In the extratropics and subtropics, narrow and zonally extended areas of enhanced potential vorticity (PV) gradients, which are co-aligned with the jet streams, act as waveguides for synoptic-scale Rossby waves (e.g., Schwierz et al. 2004; Martius et al. 2010). A misrepresentation of the Rossby...
waveguides will result in a misforecast of Rossby wave propagation and amplification.

The topic of waveguides is not only relevant for weather prediction. There is an active debate in the climate community with regard to whether a decrease in Arctic Sea ice affects the waveguide ability of the jet stream and hence the propagation and amplitude of Rossby waves (see, e.g., Hoskins and Woollings 2015; Barnes and Screen 2015).

The aim of this paper is to introduce a tool for the quantification and characterization of errors in the representation of synoptic-scale Rossby waveguides, that is, areas of elongated strong PV gradients that are collocated with the jet streams and the dynamical tropopause in forecast data.

Numerous object-based verification techniques have been developed in recent years [see Gilleland et al. (2009) and Jolliffe and Stephenson (2012) for details]. Here, we modify the Method for Object-based Diagnostics Evaluation (MODE: Davis et al. 2006). The objective of the presented method is to verify to what extent waveguides in the forecast have the same location and strength as those in the reanalysis.

2. Methodology

In this paper, the application of the method is demonstrated using forecast data from the Integrated Forecast System (IFS) model (ECMWF 2008) (T799/L91) and the ERA-Interim reanalysis dataset from ECMWF (Dee et al. 2011) (T255/L60) for the year 2008. Both datasets are interpolated at 1° horizontal resolution. The method is illustrated step by step with one example synoptic situation above Europe (1200 UTC 29 October 2008).

a. First step: Identification of the objects

The object-based forecast verification tool for synoptic-scale Rossby waveguides is based on the MODE method by Davis et al. (2006). As a first step, waveguide objects are identified. The objects of interest are narrow and long bands of strong PV gradients ($\nabla_u PV$) on isentropic surfaces, which represent the waveguides and are collocated with the dynamical tropopause. The isentropic levels that are best suited to capture changes in the extratropical waveguides throughout the course of the year are for this study 340 K for JJA, 330 K for SON, and 325 K for DJF and MAM. In cases where different levels were used, the results were different, and the dynamical tropopause was not captured.

Figures 1a and 1b depict the PV distribution on the 330-K isentropic surface in the reanalysis and in the 120-h forecast over Europe at 1200 UTC 29 October 2008. Figures 1c and 1d show $\nabla_u PV$. To identify the waveguides, a threshold that isolates the strong gradients is needed.

The use of very large (small) thresholds results in very small (large) objects that do not have the characteristics of the waveguides. Namely, the waveguide objects should contain areas of strong PV gradients collocated with the dynamical tropopause on an isentropic surface. We use the 2-PVU contour ($1 \times 10^{-6} \text{m}^2\text{s}^{-1}\text{Kg}^{-1}$) that encircles the pole as a proxy for the dynamical tropopause on a middle-world isentropic surface. To choose the optimal grad PV threshold, we calculate the area of the objects for different thresholds normalized by the area of the 2 PVU line $\pm 3^\circ$ (Fig. 2). Thresholds that result in normalized area values close to one and a small instantaneous range of change (slope) are considered representative for the waveguides.

The threshold tests are performed separately for each season, as the verification of the waveguides is performed on different isentropic levels for each season. Figure 2 suggests that the best thresholds for the summer season are between 13 and 17 PVU $1000^{-1} \text{km}^{-1}$ and between 13 and 17 PVU $1000^{-1} \text{km}^{-1}$ for the remaining seasons. In this paper we used the following thresholds: 13 PVU $1000^{-1} \text{km}^{-1}$ for DJF, 17 PVU $1000^{-1} \text{km}^{-1}$ for MAM, 20 PVU $1000^{-1} \text{km}^{-1}$ for JJA, and 15 PVU $1000^{-1} \text{km}^{-1}$ for SON.

Spatially connected areas of strong PV gradients (for this season $>15$ PVU $1000^{-1} \text{km}^{-1}$) are the waveguide objects (Figs. 1e,f). Very small objects are filtered out using an area threshold of 100,000 km$^2$; these objects are not dynamically relevant and make the matching procedure described in the next paragraph very time consuming if they are not removed. In the example, five objects are identified in the reanalysis field and seven in the forecast field, as indicated by different colors and numbers (Figs. 3a,b).

b. Second step: Matching of the objects

The next step is the matching of the objects in the forecast and the reanalysis fields. If a forecast object and a reanalysis object overlap spatially, then they are matched. The objects have complex structures, and there are cases in which reanalysis objects and forecast objects do not overlap. MODE is an ideal method for these cases, as a fuzzy logic algorithm is used to match the objects. If the objects do not overlap, a total interest value is calculated for the two objects by taking into account the area ratio and the centroid distance based on the following equation:

$$I_j = 0.65 \text{Cd}_j + 0.35 \text{Ar}_j$$
simplified Eq. (1) from Davis et al. (2009)], where $I_j$ is the total interest value ($\in (0, 1]$) for the $j$th object pair, $C_d_j$ is the centroid distance (normalized by scaling $\in [0, 1]$, where 1 stands for the smallest distance) for the $j$th object pair, and $A_{rj}$ is the area of the smaller of the two objects divided by the area of the larger. More weight is given to the centroid distance to ensure that the matched objects are close enough. The user needs to set a threshold value for the total interest value $I_j$ to define a match. If the chosen $I_j$ is very low, then objects that are spatially distant are matched and compared. A very high value of $I_j$ prevents the matching of related but not overlapping objects. In this paper we use a threshold value of 0.75 (see also section 3).

Another advantage of the MODE method is that multiple matches and merges are possible between objects. All objects with an interest value of 0.75 and higher are matched, and if several objects in the reanalysis match an object in the forecast (or vice versa), they are merged into one object. This procedure works stepwise and is bidirectional. In our example, a double match exists between the number 2 forecast object (Fig. 3b) and the number 3 and 4 reanalysis objects (Fig. 3a). Hence, the two reanalysis objects (3 and 4) are merged into one object. In addition, a multiple match exists between forecast objects 2–4 and reanalysis object 3, which results in the final merging of objects 3 and 4 in the reanalysis and objects 2–4 in the forecast (Figs. 3c,d).

There are objects that are not part of the waveguide; that is, they are not connected to the circumpolar band of strong PV gradients. Examples are objects 2 and 5 in Fig. 3a. To eliminate these objects, we require that all waveguide objects must overlap with the 2-PVU contour that encircles the pole.

If an unmatched object is present in the reanalysis, we refer to it as a missing object. If an unmatched object is present in the forecast field, we refer to it as a false object. The results of the verification have limited informative value if the area of unmatched objects is large.

![Figure 1](image1.png)

**Fig. 1.** For 1200 UTC 29 Oct 2008 (a) PV patterns on the 330-K isentropic surface (shaded; PVU) for the ERA-Interim reanalysis and wind vectors at 300 hPa (only wind vectors greater than 25 m s$^{-1}$ are shown). (b) As in (a), but for the 120-h forecast. (c) PV gradient on the 330-K isentropic surface (shaded; PVU 1000$^{-1}$ km$^{-1}$) for the ERA-Interim reanalysis. (d) As in (c), but for the 120-h forecast. (e) As in (c), but with a filter of 15 PVU 1000$^{-1}$ km$^{-1}$ applied. (f) As in (d), but with a filter of 15 PVU 1000$^{-1}$ km$^{-1}$ applied.
c. Third step: Forecast evaluation

The spatial domain for the forecast verification is flexible; we choose a domain over the North Atlantic and Europe (20°–70°N, 70°W–30°E), as indicated by the red boxes in Fig. 3. The verification domain can be as large as the whole Northern Hemisphere. Figure 4 schematically depicts the error measures that are used. The matched objects are compared with respect to their area and their location. As an area measure, we define the area difference (AD) between the two matched objects normalized by the area of the reanalysis object:

$$AD = \frac{A_{fc} - A_{ra}}{A_{ra}},$$

where $A_{fc}$ is the area of the forecast object and $A_{ra}$ is the area of the reanalysis object.

Values of AD greater (less) than zero denote an overestimation (underestimation) of the waveguide area in the forecast. In the example case, the area error is equal to $-0.2$, which means that the forecast slightly underestimates the area of the waveguide objects.

The second verification measure describes location errors (Figs. 4b,c). Every forecast object is moved in 1° steps in both the latitudinal and longitudinal directions to find the position with the highest spatial overlap with the reanalysis object. To decrease the computation time, we recommend setting a maximum shift in both the latitudinal and longitudinal

![Figure 2: Total area of the objects normalized by the area of the 2-PVU line ±3° as a function of the matching thresholds (PVU 1000⁻¹ km⁻¹; x axis; markers are the tested thresholds and the stars indicate the selected thresholds for the test application). Test runs of 120-h forecast period (1 Jan–31 Dec 2008) for the verification domain over the Northern Hemisphere for (a) DJF, (b) MAM, (c) JJA, and (d) SON.](http://example.com/figure2.png)
directions; here, we use $\pm 6^\circ$. This results in 144 shift positions for which the area overlap is calculated. A positive latitudinal shift means that the forecast object is located too far north compared to the reanalysis object. A positive longitudinal shift means that the forecast object is located too far east. The shift vectors with the greatest overlapping area between forecast and reanalysis correspond to the location errors.

In the example case, the shift of the forecast object by $1^\circ$ to the south and $1^\circ$ to the west resulted in the greatest overlapping area.

3. Test application to one year’s worth of forecast data

This section expands on the application of the Rossby waveguide verification tool to one year’s worth of forecast data, focusing on the North Atlantic and Europe as the verification domain (red boxes in Fig. 3).

a. Sensitivity test for matching thresholds

For the year of the illustrated example (2008, 120-h forecast lead time), tests were performed to determine

---

**Fig. 3.** For 1200 UTC 29 Oct 2008, (a) the defined objects in the reanalysis field. (b) As in (a), but for the 120-h forecast. (c) The matching objects in the reanalysis after the matching and clustering process. (d) As in (c), but for the 120-h forecast. (e) The objects in the reanalysis field that will be considered in the verification. (f) As in (e), but for the 120-h forecast.

**Fig. 4.** A simplified representation of the error measures: (a) area errors, where the dark gray object is larger than the light gray object; (b) shift vectors, phase error, where the dark gray object is located more to the west than the light gray object, and (c) shift vectors, meridional error, where the dark gray object is located more to the south than the light gray object.
how the matching thresholds are related to the number of clusters and their area. The verification domain was the whole Northern Hemisphere. The ideal threshold should result in a large number of clusters. The number of clusters is relevant for the calculation of the shift vectors. In Fig. 5, threshold 1 resulted in three different objects that can be shifted independently and the smaller threshold 2 resulted in only one object. So in cases where threshold 1 is used, we have three objects moving independently and three shift vectors. These three shift vectors in the case of threshold 1 are considered more accurate than the one shift vector in the case of threshold 2.

Figure 6 shows the number of clusters and their area as a function of the tested matching thresholds. Matching thresholds less than 0.55 result in few and very large clusters. A rapid increase in the number of objects is noted for thresholds between 0.6 and 0.75, while the total area of the matched objects decreases slowly. When a total interest value greater than 0.75 is required for the matching, both the number of clusters and their area decrease. In this paper a total interest value of 0.75 is used as a minimum requirement for the matching of two objects.

The year 2008 is chosen because it is included in the Year of Tropical Convection (YOTC) period. YOTC data explicitly contain diabatic forcing terms (Waliser and Moncrieff 2008), and follow-up studies that focus in more detail on the physical processes responsible for the forecast errors are possible. A 1-yr forecast error climatology was produced by comparing output from the IFS model at five different forecast lead times (24, 72, 120, 168, and 240 h) with the ERA-Interim reanalysis dataset.

**b. Missing and false forecast areas for the year 2008**

Figure 7 shows the area of missing and false objects in percent of the area of all objects in the reanalysis that overlap with the 2-PVU contour for five forecast lead times. For all the forecast lead times, the model errors are more frequently associated with missed areas.

---

**FIG. 5.** An idealized representation of the resulting clustered objects for two matching thresholds (threshold 1 > threshold 2). Threshold 1 results in three objects that can be shifted independently for the calculation of the shift vectors and threshold 2 results in one big object.

**FIG. 6.** Total area of the objects as a function of the matching thresholds (km²; solid line) and the mean number of clusters in a time step as a function of the matching thresholds (dashed line). The markers (circles and asterisks) represent the tested thresholds. Based on test runs during the 120-h forecast period (1 Jan–31 Dec 2008) for the verification domain over the Northern Hemisphere.
objects rather than with false objects. This can be explained by an underestimation of the intensity of the $\nabla_v$PV field in the forecast (Fig. 8). The percentage of missing and false objects increases with the forecast lead time.

c. Results of verification

The area fraction of the missing and false objects compared to the matched objects is very low and therefore verification of the matched objects is considered to be informative. As described in the previous section, the verification measures are the area errors and the shift vectors. The IFS model forecasts smaller waveguide objects than the reanalysis (Table 1); moreover, $\nabla_v$PV are weaker in the forecast than in the reanalysis. A reduction in the area of the forecast objects with forecast lead time is also evident.

Figure 9 shows how the forecast objects were shifted in order to ensure the greatest amount of overlap with the reanalysis objects. The number of forecast objects that were shifted south is greater than the number of forecast objects that were shifted north for all forecast lead times. For example, approximately 19% of the objects were shifted at least 1° south and approximately 9% of the objects were shifted north in the 120-h forecast. No differences of note are found in the number of objects that were shifted either to the west or to the east. The majority of the objects were located in the correct position; for example, in the 120-h forecast approximately 70% of the objects were correctly located. We also found that shift and area errors do not vary much by season (not shown).

4. Discussion

The presented object-based Rossby waveguide verification tool is applicable to any coarse resolution numerical weather prediction or climate model dataset (horizontal resolution $> 0.5\degree$). Most likely, it is not suitable for high-resolution fields, as the objects are expected to be very complex. To compare waveguide errors among different forecast lead times, it is essential to take into consideration that the number of the matched objects decreases with lead time (see also Fig. 7).

To apply the tool, three thresholds need to be defined subjectively. The first identifies the objects, the second removes small structures that are not part of the waveguide, and the third defines the matching objects.

The ERA-Interim reanalysis dataset was used as verification data. Although reanalysis is considered the best estimate, noise may be introduced through observation or calculation errors. The PV gradient requires the calculation of three derivatives starting from the wind field. Therefore, there is a possibility that occasionally a forecast could be closer to reality than the reanalysis. In general, the strength of the gradients was weaker in the forecast than in the reanalysis (for all the lead times) and systematically decreased with lead time. Moreover, an underestimation of the areas of the enhanced PV gradients for the year 2008 was found in the IFS model in comparison with the reanalysis dataset. Weaker gradients in the forecast imply spatial and temporal errors in the representation of wave breaking events and of wave amplification. Additionally, according to Gray et al. (2014), an
underestimation of the PV gradient from the forecast can be accompanied by an underestimation of the humidity gradient, which leads to an underestimation of the radiative cooling.

Overall, the IFS model captures the positions of the waveguides, and most of the errors are associated with a northward shift in the forecast objects. This may be due to a systematic shift of the waveguides in the reanalysis or an amplitude error in the waveguides. Test runs propose that, in cases where ECMWF analysis data were used instead of the ERA-Interim reanalysis, there would be no differences in the shift vectors but the area errors would be smaller. The presented tool is able to highlight forecast errors in the representation of Rossby waves and could be combined with PV inversion tools to study the downstream behavior of the errors and the linked dynamical processes. A next step in the application of the tool is to compare it with other novel verification tools.

FIG. 8. Probability density functions of ERA-Interim in comparison with the (a) 24-, (b) 72-, (c) 120-, (d) 168-, and (e) 240-h forecast lead times. Only PV gradients > 14 PVU 1000 km$^{-1}$ are shown. For small values of the PV gradients, the probability density function is larger in the forecast than in the reanalysis (not shown). For the period 1 Jan–31 Dec 2008, the verification domain is over the Northern Hemisphere.
5. Summary

An object-based forecast verification tool for synoptic-scale Rossby waveguides based on the MODE method is presented. The aim of the verification tool is to analyze whether the waveguides have the same location and magnitude in the forecast as compared to the verification data. In this paper, the application is demonstrated using the IFS forecasts from ECMWF and the ERA-Interim reanalysis dataset.

The main steps in the Rossby waveguide verification tool are 1) the definition and automated identification of the waveguide objects, 2) the automated pairing of objects and the merging of objects, and 3) the calculation of object-based verification measures.

In the second part of this paper, the object-based forecast verification methodology has been applied to the IFS model for the year 2008 using five different forecast lead times. Results show that the model generally underestimates the area and the strength of the waveguides. This is in agreement with previous studies, such as that of Gray et al. (2014), who found a systematic underestimation of the PV gradient. Further on, the waveguide objects are generally in the correct position; however, more objects are located too far north compared with the reanalysis than too far south.

### TABLE 1. Area difference between the matched objects (forecasts – reanalysis) normalized by the area of the reanalysis objects.

<table>
<thead>
<tr>
<th></th>
<th>24-h forecast (%)</th>
<th>72-h forecast (%)</th>
<th>120-h forecast (%)</th>
<th>168-h forecast (%)</th>
<th>240-h forecast (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(&lt;−0.8)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>[−0.8, −0.6)</td>
<td>1</td>
<td>3</td>
<td>7</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>[−0.6, −0.4)</td>
<td>4</td>
<td>12</td>
<td>19</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>[−0.4, −0.2)</td>
<td>23</td>
<td>40</td>
<td>33</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>[−0.2, 0)</td>
<td>57</td>
<td>31</td>
<td>24</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>(0, 0.2]</td>
<td>12</td>
<td>9</td>
<td>8</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>(0.2, 0.4]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>(&gt;0.4)</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

### FIG. 9. Percentages of the shifted objects for all the forecast lead times. The numbers along the horizontal axis show the percentage of forecast objects that have to be shifted to the west or to the east. Numbers along the vertical axis show the percentage of forecast objects that were shifted south or north. The percentages in the four quadrants indicate the fractions of objects that need to be shifted west or east and north or south. The range of the shift errors increases with forecast lead time (not shown).
Studying long-term forecast errors is very helpful for identifying systematic errors that can be used to improve forecasting predictability. However, studying physical processes that lead to a misrepresentation of the synoptic-scale Rossby waveguides is also very important. The results of the waveguide verification tool provide the basis for the subsequent analysis of these processes by pinpointing time periods and areas in which the forecast was particularly poor.
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