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#### Abstract

We consider families of non-self-adjoint perturbations of the selfadjoint Schrödinger operators with single-well potentials. The norms of spectral projections of these operators are found to grow at intermediate rates from arbitrarily slowly to exponentially rapidly.


## 1. Introduction

We consider operators $T$ on separable Hilbert spaces $H$; in particular, the operators studied are unbounded, densely defined, and have compact resolvents. In this case, the spectrum of $T$ consists of at most a countable number of isolated eigenvalues accumulating at infinity. For an eigenvalue $\lambda$, we may take an $\varepsilon>0$ smaller than the distance from $\lambda$ to any other eigenvalue, and we define the spectral projection $P_{\lambda}$ via the Cauchy integral formula

$$
\begin{equation*}
P_{\lambda}=\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=\varepsilon}(\zeta-T)^{-1} d \zeta \tag{1.1}
\end{equation*}
$$

See, for instance, [10, Thm. VII.3.18, VII.4.5]. The range of $P_{\lambda}$ is a finite-dimensional space consisting of root vectors of $T$ corresponding to $\lambda$.

We follow [8, Sec. 3.3] in distinguishing between collections of vectors $\left\{f_{j}\right\}_{j=0}^{\infty}$ in a Hilbert space $\mathcal{H}$ which are complete, minimal complete, or bases. A set is complete if the closure of its linear span is all of $\mathcal{H}$; a minimal complete set is a complete set which is no longer complete if any one of the vectors is removed; and a basis is one where each $f \in \mathcal{H}$ admits a unique sequence of scalars $\left\{\alpha_{j}\right\}_{j=0}^{\infty}$ with

$$
f=\lim _{n \rightarrow \infty} \sum_{j=0}^{n} \alpha_{j} f_{j}
$$

In constrast with the case where $T$ is normal, the spectral projections of a nonnormal operator $T$ are not, in general, orthogonal. We study simple differential operators on the real line which admit minimal complete systems of eigenvectors $\left\{u_{k}\right\}_{k=0}^{\infty}$ which are not bases. If an operator has a family of spectral projections with norms going to infinity, its eigenvectors cannot form a basis; see for instance [8, Lem. 3.3.3]. For more detailed information, we consider the question of asymptotics

[^0]for the norms of spectral projections. Our operators act on the Hilbert space of functions $L^{2}(\mathbb{R})$, with norm
$$
\|f\|_{L^{2}}=\left(\int_{-\infty}^{\infty}|f(x)|^{2} d x\right)^{1 / 2}
$$

Rapid growth of norms of spectral projections for non-self-adjoint differential operators is well-known. In [7, Thm. 6, 10], Davies shows growth more rapid than any power of $k$ for the norms of spectral projections $\left\{P_{k}\right\}_{k=0}^{\infty}$ for the operators

$$
T=-\frac{d^{2}}{d x^{2}}+c|x|^{m}
$$

acting on $L^{2}(\mathbb{R})$, with $m>0, c \in \mathbb{C} \backslash \mathbb{R}$, and $|\arg c|<C(m)$ some positive $m$ dependent constant. The exact exponential rate of spectral projection growth for the complex harmonic oscillators

$$
T=-\frac{d^{2}}{d x^{2}}+z^{4} x^{2}=-\frac{d^{2}}{d x^{2}}+x^{2}+\left(z^{4}-1\right) x^{2}, \quad|\arg z|<\pi / 4
$$

also acting on $L^{2}(\mathbb{R})$, was computed by Davies and Kuijlaars in 9 . Exponential rates of growth for a wider variety of operators in one dimension were computed by Henry in 14 and [15, including

$$
-\frac{d^{2}}{d x^{2}}+e^{i \theta} x^{m}
$$

where either $m=1$ or $m$ is an even integer with $m \geq 2$, and where $\theta$ obeys

$$
|\theta|<\min \left\{\frac{(m+2) \pi}{4}, \frac{(m+2) \pi}{2 m}\right\} .
$$

In these cases, the eigenvalues of the operators are simple and have modulus tending towards $\infty$; write $\left\{\lambda_{k}\right\}_{k=0}^{\infty}$ for the eigenvalues ordered by increasing modulus and $P_{k}$ for the corresponding spectral projections. The results in 9 and [14) give exponential growth in $k$ of the $L^{2}(\mathbb{R})$ operator norms of the projections $P_{k}$, which is of the form

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} \log \left\|P_{k}\right\|=c \tag{1.2}
\end{equation*}
$$

for some $c \in(0, \infty)$.
Our focus here is to demonstrate the existence of natural classes of operators for which

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k^{\sigma}} \log \left\|P_{k}\right\|=c \tag{1.3}
\end{equation*}
$$

with $c \in(0, \infty)$ and where $\sigma$ can take any value in $(0,1)$. This can be found in Theorem 3.11. Slower rates of growth, such as polynomial, may be obtained as well; see Theorems 3.8 and 3.11 and Corollaries 3.9 and 3.13 . On the other hand, we have no examples demonstrating more rapid growth than (1.2).

These operators arise as non-symmetric perturbations $B$ of self-adjoint Schrödinger operators $T$. The perturbations are relatively bounded with respect to the selfadjoint operator, meaning that

$$
\begin{align*}
& \operatorname{Dom}(T) \subset \operatorname{Dom}(B), \\
& \forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq a\|f\|+b\|T f\|, \quad a, b \geq 0 . \tag{1.4}
\end{align*}
$$

The infimum of all possible $b$ is called the $T$-bound; see [16, Sec. IV.1.1]. The perturbations considered in Sections 2 obey the stronger condition that they are $s$-subordinated to $T$, which is to say that

$$
\begin{align*}
& \operatorname{Dom}(T) \subset \operatorname{Dom}(B) \\
& \forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq C\|T f\|^{s}\|f\|^{1-s}, \quad 0 \leq s<1, \quad C>0 \tag{1.5}
\end{align*}
$$

see [17, Sec. 1.5, 1.9]. Note that this property implies that $B$ is $T$-bounded with $T$-bound zero.

The relative boundedness of $B$ with respect to $T$ is important in several steps of our analysis, including showing that $L=T+B$, like the unperturbed operator $T$, has a compact resolvent and a complete system of root vectors, which we explicitly describe. In the applications to anharmonic oscillators, such as those given by the potentials $q(x)=|x|^{\beta}, \beta>2$, and specially chosen $B$, we even have $s$-subordination of $B$; see Remark 3.3. For these operators, we have growth of spectral projection norms which is slower than the growths found in [9] and [14], where the skewadjoint parts of the operators are not $s$-subordinated to the self-adjoint parts for any $0 \leq s<1$. Finally, if the perturbations satisfy certain local subordination conditions, then the norms of spectral projections are bounded and the eigensystem of $L$ contains a Riesz basis; see Section 4.3 for more details.

The plan of this paper is follows. In Section 20 we consider first-order perturbations of the harmonic oscillator which arise naturally and may be understood via elementary applications of the Fourier transform and various facts about the Hermite functions. This section is less technical and could be read independently. Afterwards, in Section 3, we introduce a family of perturbations of Schrödinger operators with single-well potentials growing more rapidly than $x^{2}$ as $x \rightarrow \infty$. These perturbations are crafted to give a new family of eigenfunctions which are multiples of the eigenfunctions of the Schrödinger operators, and asymptotics for these eigenfunctions give quite varied rates of growth. Finally, in Section 4 we indicate further generalizations, examples, and related results.
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## 2. Perturbations of the harmonic oscillator

2.1. Definition of the operators. Our first object of study is the harmonic oscillator in dimension one,

$$
\begin{equation*}
T=-\frac{d^{2}}{d x^{2}}+x^{2}, \quad \operatorname{Dom}(T)=\left\{f \in W^{2,2}(\mathbb{R}): x^{2} f \in L^{2}(\mathbb{R})\right\} \tag{2.1}
\end{equation*}
$$

and the non-self-adjoint operator

$$
\begin{equation*}
L=T+B \tag{2.2}
\end{equation*}
$$

with the skew-adjoint perturbation

$$
\begin{align*}
B & =2 \text { iax, } \quad a \in \mathbb{R} \backslash\{0\} \\
\operatorname{Dom}(B) & =\left\{f \in L^{2}(\mathbb{R}): x f \in L^{2}(\mathbb{R})\right\} \tag{2.3}
\end{align*}
$$

See [6, Sec. 3.7] for a discussion of the Sobolev spaces $W^{n, 2}(\mathbb{R})$. Despite the $s$ subordination of $B$ to $T$, significant effects from the nonnormality of $L$ appear. Specifically, we show that the spectral projections of $L$ satisfy (1.3) with $\sigma=1 / 2$.
2.2. Elementary facts. The harmonic oscillator (2.1) is a well-studied operator which plays a fundamental role in physics as the model for a Schrödinger operator near a minimum of the potential. Its spectrum is the set of all positive odd integers,

$$
\operatorname{Spec}(T)=\{2 k+1: k=0,1,2, \ldots\}
$$

with each point in the spectrum being an eigenvalue of multiplicity one. The eigenfunctions are also very well understood. The Hermite polynomials,

$$
\begin{equation*}
H_{k}(x)=e^{x^{2} / 2}\left(x-\frac{d}{d x}\right)^{k} e^{-x^{2} / 2}, \quad k=0,1,2, \ldots \tag{2.4}
\end{equation*}
$$

are polynomials of degree $k$. Furthermore, each $H_{k}$ is either an odd or even function, depending on whether $k$ is odd or even. An orthonormal basis for $L^{2}(\mathbb{R})$ consisting of eigenfunctions of $T$ is given by the Hermite functions,

$$
\begin{equation*}
h_{k}(x)=\frac{1}{\sqrt{2^{k} k!\sqrt{\pi}}} H_{k}(x) e^{-x^{2} / 2}, \quad k=0,1,2, \ldots, \tag{2.5}
\end{equation*}
$$

which obey

$$
T h_{k}=(2 k+1) h_{k}, \quad k=0,1,2, \ldots
$$

As $|x| \rightarrow \infty$, the Gaussian factor $e^{-x^{2} / 2}$ gives very rapid decay to each fixed Hermite function, uniformly in any strip

$$
\{z \in \mathbb{C}:|\Im z| \leq A\}, \quad A>0
$$

In more detail, if $|a| \leq A$, then

$$
\begin{equation*}
\left|h_{k}(x+i a)\right| \leq e^{-\left(x^{2}-A^{2}\right) / 2}\left|H_{k}(x+i a)\right| \leq C(\varepsilon, k) e^{-\left((1-\varepsilon) x^{2}-A^{2}\right) / 2} \tag{2.6}
\end{equation*}
$$

where $\varepsilon>0$ can be taken arbitrarily small and $C(\varepsilon, k)>0$.
We also consider the action of the Fourier transform,

$$
\mathcal{F} f(\xi)=\hat{f}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i x \xi} f(x) d x
$$

The Gaussian $G(x)=e^{-x^{2} / 2}$ is invariant under the Fourier transform, $\hat{G}(\xi)=G(\xi)$, and conjugation with the Fourier transform interchanges multiplication by $x$ with $i \frac{d}{d \xi}$ and $-i \frac{d}{d x}$ with multiplication by $\xi$. Taking all this with (2.4) and (2.5) gives

$$
\begin{equation*}
\hat{h}_{k}(\xi)=(-i)^{k} h_{k}(\xi) \tag{2.7}
\end{equation*}
$$

Moreover, the operator $L$ is unitarily equivalent to

$$
\begin{equation*}
\tilde{L}=T+\tilde{B}, \quad \tilde{B}=2 a \frac{d}{d x} \tag{2.8}
\end{equation*}
$$

2.3. Definition of the perturbed operator. We show that the perturbation $B$ is $s$-subordinated to $T$ as in (1.5) in Lemma 2.3 below. (A more general statement is given in [1, Prop. 7, Cor. 8].) To begin, let us prove a fact about the graph norm of $T$. This equivalence is quite standard, and may be found in, for instance, [5, Ex. 7.2.4].

Lemma 2.1. There exist positive constants $k_{1}, k_{2}$ such that, for all $f \in \operatorname{Dom}(T)$,

$$
\begin{align*}
k_{1}\left(\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}+\|f\|^{2}\right) & \leq\|T f\|^{2}+\|f\|^{2}  \tag{2.9}\\
& \leq k_{2}\left(\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}+\|f\|^{2}\right)
\end{align*}
$$

Remark 2.2. As a consequence of Lemma 2.1 we see that we can equivalently write

$$
\operatorname{Dom}(T)=\left\{f \in L^{2}(\mathbb{R}): T f \in L^{2}(\mathbb{R})\right\}
$$

Proof. We directly compute that

$$
\|T f\|^{2}=\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}-2 \Re\left\langle f^{\prime \prime}, x^{2} f\right\rangle
$$

By the Cauchy-Schwarz inequality, we immediately have the right-hand side inequality in (2.9) with $k_{2}=2$. Using integration by parts,
$\|T f\|^{2}=\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}+2\left\|x f^{\prime}\right\|^{2}+4 \Re\left\langle f^{\prime}, x f\right\rangle \geq\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}-2\left\|f^{\prime}\right\|^{2}-2\|x f\|^{2}$.
Completing the square shows that

$$
\left\|x^{2} f\right\|^{2}-4\|x f\|^{2}=\left\|\left(x^{2}-2\right) f\right\|^{2}-4\|f\|^{2} \geq-4\|f\|^{2}
$$

and using the Fourier transform gives the corresponding fact that, when $f \in$ $W^{2,2}(\mathbb{R})$,

$$
\left\|f^{\prime \prime}\right\|^{2}-4\left\|f^{\prime}\right\|^{2}=\left\|\xi^{2} \hat{f}\right\|^{2}-4\|\xi \hat{f}\|^{2} \geq-4\|f\|^{2}
$$

Therefore, for all $f \in \operatorname{Dom}(T)$,

$$
\begin{aligned}
\|T f\|^{2} & +\|f\|^{2} \geq \frac{2}{9}\|T f\|^{2}+\|f\|^{2} \\
& \geq \frac{1}{9}\left(\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}\right)+\frac{1}{9}\left(\left\|x^{2} f\right\|^{2}-4\|x f\|^{2}+\left\|f^{\prime \prime}\right\|^{2}-4\left\|f^{\prime}\right\|^{2}\right)+\|f\|^{2} \\
& \geq \frac{1}{9}\left(\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}+\|f\|^{2}\right)
\end{aligned}
$$

proving the left-hand side inequality in (2.9) with $k_{1}=1 / 9$.
Lemma 2.3. Let $T$ and $B$ be the operators defined in (2.1) and (2.3). Then $B$ is $s$-subordinated to $T+1$ for $s=1 / 2$; that is, there exists $C>0$ such that

$$
\begin{equation*}
\forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq C\|(T+1) f\|^{1 / 2}\|f\|^{1 / 2} \tag{2.10}
\end{equation*}
$$

Proof. We note that, since $T$ is clearly a positive-definite operator, we have

$$
\|(T+1) f\|^{2}=\|T f\|^{2}+\|f\|^{2}+2\langle T f, f\rangle \geq\|T f\|^{2}+\|f\|^{2} .
$$

Therefore, using the equivalence of norms (2.9),

$$
\begin{aligned}
\|x f\| & \leq\left\|x^{2} f\right\|^{1 / 2}\|f\|^{1 / 2} \leq\left(\left\|f^{\prime \prime}\right\|^{2}+\left\|x^{2} f\right\|^{2}+\|f\|^{2}\right)^{1 / 4}\|f\|^{1 / 2} \\
& \leq C\|(T+1) f\|^{1 / 2}\|f\|^{1 / 2}
\end{aligned}
$$

It follows immediately from Lemma 2.3 that $B$ is also relatively bounded with respect to $T$ with $T$-bound equal to zero, that is, for every $\varepsilon>0$ there exists a positive constant $C(\varepsilon)$ such that

$$
\forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq \varepsilon\|T f\|+C(\varepsilon)\|f\|
$$

Hence, the operator sum

$$
\begin{equation*}
L=T+B, \quad \operatorname{Dom}(L)=\operatorname{Dom}(T) \tag{2.11}
\end{equation*}
$$

is a closed operator; see [16, Thm. IV.1.1]. It also follows easily that $L$ has a compact resolvent, by recalling that the resolvent of $T$ is compact and applying [16, Thm. IV.1.16] considering $L+r$ as a perturbation of $T+r$ for $r>0$ sufficiently large.

It is also easy to see that the adjoint of $L$ may be written

$$
\begin{equation*}
L^{*}=-\frac{d^{2}}{d x^{2}}+x^{2}-2 i a x, \quad \operatorname{Dom}\left(L^{*}\right) \quad=\operatorname{Dom}(T) \tag{2.12}
\end{equation*}
$$

### 2.4. Characterization of the eigenfunctions. Define

$$
\begin{equation*}
f_{k}(x)=h_{k}(x+i a), \quad g_{k}(x)=h_{k}(x-i a) \tag{2.13}
\end{equation*}
$$

using the fact that the Hermite functions $h_{k}(x)$ are entire functions.
Lemma 2.4. The functions $f_{k}, g_{k}$ defined in (2.13) belong to

$$
\operatorname{Dom}(L)=\operatorname{Dom}\left(L^{*}\right)=\operatorname{Dom}(T)
$$

defined in (2.1), and satisfy the eigenfunction relations

$$
\begin{align*}
L f_{k} & =\left(2 k+1+a^{2}\right) f_{k} \\
L^{*} g_{k} & =\left(2 k+1+a^{2}\right) g_{k} \tag{2.14}
\end{align*}
$$

Furthermore,

$$
\begin{equation*}
\left\|f_{k}\right\|=\left\|g_{k}\right\|=\left\|e^{a x} h_{k}\right\| \tag{2.15}
\end{equation*}
$$

Proof. The first claim follows from simple calculations and estimates like (2.6). We note that

$$
L=-\frac{d^{2}}{d x^{2}}+x^{2}+2 i a x=-\frac{d^{2}}{d x^{2}}+(x+i a)^{2}+a^{2}
$$

and similarly for $L^{*}$, hence (2.14) follows.
The norm characterization (2.15) follows from taking the Fourier transform. We are allowed to make a complex change of variables given the decay estimate (2.6) and that $h_{k}$ is holomorphic on all of $\mathbb{C}$. Therefore
$\hat{f}_{k}(\xi)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i x \xi} h_{k}(x+i a) d x=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{-i(x-i a) \xi} h_{k}(x) d x=e^{-a \xi} \hat{h}_{k}(\xi)$.
Each $h_{k}$ is either odd or even, and by (2.7), we obtain (2.15) for $f_{k}$. The same statement for $g_{k}$ follows from replacing $a$ with $-a$.

Lemma 2.5. The collections $\left\{f_{k}\right\}$ and $\left\{g_{k}\right\}$ defined in (2.13) are complete. For $L$ defined in (2.11),

$$
\operatorname{Spec}(L)=\operatorname{Spec}\left(L^{*}\right)=\left\{2 k+1+a^{2}: k=0,1,2, \ldots\right\},
$$

each point being a simple eigenvalue, and thus every root vector of $L$ is a multiple of an $f_{k}$ and every root vector of $L^{*}$ is a multiple of a $g_{k}$.

Proof. Interchanging $a$ with $-a$ interchanges $L$ and $L^{*}$, so we need only consider the claim about $L$ and the system $\left\{f_{k}\right\}$. Let us prove that $\left(\left\{f_{k}\right\}_{k=0}^{\infty}\right)^{\perp}=\{0\}$. Consider $v \in\left(\left\{f_{k}\right\}_{k=0}^{\infty}\right)^{\perp}$, meaning that, for each $k$,

$$
0=\left\langle f_{k}, v\right\rangle=\left\langle\hat{f}_{k}, \hat{v}\right\rangle=(-i)^{k} \int_{-\infty}^{\infty} H_{k}(\xi) e^{-\xi^{2} / 2-a \xi} \overline{\hat{v}(\xi)} d \xi
$$

The linear span of the Hermite polynomials $\left\{H_{k}\right\}$ defined in (2.4) forms the set of all polynomials. Therefore, for every $k \geq 0$,

$$
\begin{equation*}
\int_{-\infty}^{\infty} \overline{\hat{v}(\xi)} \xi^{k} e^{-a \xi-\xi^{2} / 2} d \xi=0 \tag{2.16}
\end{equation*}
$$

Since the function

$$
\hat{w}(\xi)=\overline{\hat{v}(\xi)} e^{-a \xi-\xi^{2} / 2}
$$

decays rapidly near infinity in any strip $\{|\Im \xi| \leq A\}$, its inverse Fourier transform

$$
\mathcal{F}^{-1} \hat{w}(x)=w(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} e^{i x \xi} \hat{w}(\xi) d \xi
$$

may be extended to a holomorphic function on all of $\mathbb{C}$. But (2.16) shows that

$$
\frac{d^{k} w}{d x^{k}}(0)=0, \quad k=0,1,2, \ldots
$$

Since $w(x)$ is everywhere equal to its Taylor series, $w=0$ on all of $\mathbb{R}$. We conclude that $v=0$, as claimed.

We next show that the completeness of $\left\{f_{k}\right\}_{k=0}^{\infty}$ implies that there can be no other root vectors of $L$. Let $P_{k}$ denote the spectral projection associated with the eigenvalue $2 k+1+a^{2}$, so

$$
P_{k} f_{k}=f_{k}
$$

Assume that there exists some $\mu \in \operatorname{Spec}(L) \backslash\left\{2 k+1+a^{2}: k=0,1,2, \ldots\right\}$, and write $Q$ for the associated spectral projection. Then $Q P_{k}=0$ and $Q f_{k}=Q P_{k} f_{k}=0$ for each $k$, and so by completeness of $\left\{f_{k}\right\}$ we see that $Q=0$, a contradiction.

We may show similarly that the algebraic multiplicity of each eigenvalue is one, since if $\operatorname{dim} \operatorname{Ran} P_{k}>1$ and $g \in \operatorname{Ran} P_{k} \backslash\{0\}$ is orthogonal to $f_{k}$, the continuous linear functional $w \mapsto\left\langle P_{k} w, g\right\rangle$ is zero on the linear span of $\left\{f_{k}\right\}_{k=0}^{\infty}$ which is dense in $L^{2}(\mathbb{R})$. Therefore $g=0$, a contradiction.
2.5. Computation of spectral projection norms. We now compute the norms of the spectral projections of $L$. It is obvious that $\left\langle f_{j}, g_{k}\right\rangle=\delta_{j k}$, using the Kronecker delta. By Lemma 2.5 the spectral projection $P_{k}$ for $L$ defined in (2.11) associated with $\lambda_{k}$ has the representation

$$
\begin{equation*}
P_{k} u=\left\langle u, g_{k}\right\rangle f_{k} \tag{2.17}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left\|P_{k}\right\|=\left\|f_{k}\right\|\left\|g_{k}\right\| \tag{2.18}
\end{equation*}
$$

Theorem 2.6. Let $P_{k}$ denote the spectral projection for $L$, defined in (2.11) with $T$ from (2.1) and $B$ from (2.3), for the eigenvalue $\lambda_{k}=2 k+1+a^{2}$. Then we have the asymptotic formula

$$
\begin{equation*}
\left\|P_{k}\right\|=\frac{1}{2(2 k)^{1 / 4} \sqrt{|a| \pi}} \exp \left(2^{3 / 2}|a| \sqrt{k}\right)\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right), \quad k \rightarrow \infty \tag{2.19}
\end{equation*}
$$

from which

$$
\lim _{k \rightarrow \infty} \frac{1}{\sqrt{k}} \log \left\|P_{k}\right\|=2^{3 / 2}|a|
$$

All these statements are also true for $\tilde{L}=T+\tilde{B}$, with $\tilde{B}$ defined in (2.8).
Remark 2.7. We may perform a very similar analysis when replacing $a \in \mathbb{R}$ with $a+i b \in \mathbb{C}$, with the sole change being that the eigenfunctions are

$$
f_{k}(x)=h_{k}(x+i(a+i b)), \quad g_{k}(x)=h_{k}(x-i(a+i b))
$$

and the eigenvalues are $\left\{2 k+1+(a+i b)^{2}, k \geq 0\right\}$. Since $\left\|e^{(a+i b) x} h_{k}(x)\right\|_{L^{2}}=$ $\left\|e^{a x} h_{k}(x)\right\|_{L^{2}}$, we have the same asymptotics for the spectral projection growth at eigenvalues $1+2 k+(a+i b)^{2}$ depending only on the real part, $a$.

As discussed in greater generality in Section 4.1. this also may be seen directly from conjugation on the Fourier transform side with a unitary multiplication operator, $e^{i b \xi}$. That is, if we had

$$
\tilde{L}=-\frac{d^{2}}{d \xi^{2}}+\xi^{2}+2(a+i b) \frac{d}{d \xi}
$$

then, for any $u \in L^{2}$,

$$
e^{i b \xi} \tilde{L} e^{-i b \xi} u(\xi)=-\frac{d^{2}}{d \xi^{2}} u(\xi)+\xi^{2} u(\xi)+2 a \frac{d}{d \xi} u(\xi)+2 i a b-b^{2}
$$

The aforementioned asymptotics (depending only on $a$ ) follow from Theorem 2.6 and the observation that $(a+i b)^{2}=a^{2}+2 i a b-b^{2}$, confirming the identification of the spectrum.

Proof. From Lemma 2.4 and (2.18), we have that

$$
\left\|P_{k}\right\|=\int_{-\infty}^{\infty} e^{2 a x} h_{k}(x)^{2} d x
$$

One measure of correlation between Hermite polynomials is given in [13, Formula 7.374.7]: for $n \geq m$,

$$
\int_{-\infty}^{\infty} e^{-(x-y)^{2}} H_{m}(x) H_{n}(x) d x=2^{n} \sqrt{\pi} m!y^{n-m} L_{m}^{n-m}\left(-2 y^{2}\right)
$$

Here, $L_{m}^{n}$ are the Laguerre polynomials [26, Chap. V]. This effectively tests the portion of $H_{m}(x) H_{n}(x)$ localized, by a Gaussian, to a neighborhood of $y$. We choose $n=m=k$ and note that

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{2 a x} h_{k}(x)^{2} d x=\frac{e^{a^{2}}}{2^{k} k!\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-(x-a)^{2}} H_{k}(x)^{2} d x=e^{a^{2}} L_{k}^{0}\left(-2 a^{2}\right) \tag{2.20}
\end{equation*}
$$

Asymptotics for the Laguerre polynomials may be found in [26. Thm. 8.22.3],

$$
\begin{equation*}
\forall x \in \mathbb{C} \backslash \mathbb{R}_{+}, \quad L_{k}^{0}(x)=\frac{e^{x / 2} e^{2(-k x)^{1 / 2}}}{2 \sqrt{\pi}(-x)^{1 / 4} k^{1 / 4}}\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right) \tag{2.21}
\end{equation*}
$$

where the bound may be taken uniform on compact subsets of $\mathbb{C} \backslash \mathbb{R}_{+}$. The conclusion (2.19) follows immediately from (2.20) and (2.21).

## 3. Perturbations of Schrödinger operators with single-well POTENTIALS

In Section 2 we relied on readily available asymptotics of Hermite and Laguerre functions. In a more general setting, with perturbations more complicated than multiplication by $x$, we need to enter into the details of finding asymptotics for eigenfunctions of Schrödinger operators following Titchmarsh [27, 28].
3.1. Definition of operators and basic facts. We now broaden our class of Schrödinger operators with potentials $q$ and introduce perturbations determined by a function $p$.

Assumption I. Let $q \geq 0$ be a real-valued, non-negative, even function satisfying
i) $q \in C^{2}(\mathbb{R}) \cap C^{3}(\mathbb{R} \backslash[-a, a])$ for some $a \geq 0$,
ii) $q^{\prime \prime}(x)>0$ for $x \in(0, \infty)$,
iii) as $x \rightarrow+\infty$

$$
\begin{equation*}
\frac{q^{\prime}(x)}{q(x)}=\mathcal{O}\left(\frac{1}{x}\right), \quad \frac{q^{\prime \prime}(x)}{q^{\prime}(x)}=\mathcal{O}\left(\frac{1}{x}\right), \quad \frac{q^{\prime \prime \prime}(x)}{q^{\prime \prime}(x)}=\mathcal{O}\left(\frac{1}{x}\right) \tag{3.1}
\end{equation*}
$$

iv) $q^{-1 / 2} \in L^{1}((a, \infty))$ for some $a \geq 0$, and
v) there exists some $\delta>0$ and $a \geq 0$ for which $q(x) \geq \delta x^{2}$ for all $x \geq a$.

Note that we implicitly assume that the potential $q$ is of single-well type: since $q$ is even, $q^{\prime}(0)=0$, and the assumption that $q^{\prime \prime}(x)>0$ for all $x>0$ implies that $q^{\prime}(x)>0$ when $x>0$ as well. We remark also that under reasonable additional hypotheses such as $q(0)=0$, the first and second parts of (3.1) follow from the third.

Define the Schrödinger operator

$$
\begin{equation*}
T=-\frac{d^{2}}{d x^{2}}+q, \quad \operatorname{Dom}(T)=\left\{f \in W^{2,2}(\mathbb{R}): q f \in L^{2}(\mathbb{R})\right\} \tag{3.2}
\end{equation*}
$$

where $q$ will denote either a function on $\mathbb{R}$ or the corresponding multiplication operator.

Standard examples of $T$ to which our results apply are anharmonic oscillators with $q(x)=|x|^{\beta}, \beta>2$. The operator $T$ is self-adjoint, bounded from below and has a compact resolvent. The self-adjointness of $T$, with the domain given in (3.2), follows from the essential self-adjointness of $T$ equipped with the domain $C_{0}^{\infty}(\mathbb{R})$, see for instance [22, Thm. X.28], and the graph norm inequality in Lemma 3.1 below. For compactness of resolvent, see for instance [23, Thm. XII.67].

The spectrum of $T$ is discrete and contains only simple eigenvalues, so we write

$$
\begin{equation*}
\operatorname{Spec}(T)=\left\{\lambda_{0}<\lambda_{1}<\lambda_{2}<\ldots\right\} \subset \mathbb{R}_{+} \tag{3.3}
\end{equation*}
$$

The simplicity of eigenvalues can be shown using the Wronskian: if $f, g \in \operatorname{Dom}(T)$ are eigenfunctions of $T$ corresponding to the same eigenvalue, their Wronskian $f^{\prime} g-g^{\prime} f$ must be constant. By the Cauchy-Schwarz inequality we can see that the Wronskian must be integrable and is therefore zero, meaning that $f$ and $g$ are linearly dependent. Note also that our assumption that $q(x)$ is even means that $T f(x)=\lambda f(x)$ if and only if $T f(-x)=\lambda f(-x)$, so by simplicity of eigenvalues $f(x)$ and $f(-x)$ are linearly dependent. This is only possible if $f$ is an odd or an even function.

Given $\lambda \in q(\mathbb{R})$, we define $x_{\lambda}$, the positive turning point

$$
\begin{equation*}
q\left(x_{\lambda}\right)=\lambda, \quad x_{\lambda}>0 \tag{3.4}
\end{equation*}
$$

From [27. Eq. (1.2)], we know that eigenvalues of $T$ obey the estimate

$$
\begin{equation*}
\int_{-x_{\lambda_{k}}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{1 / 2} d x=\left(k+\frac{1}{2}\right) \pi+o(1) \tag{3.5}
\end{equation*}
$$

For the special choice of $q(x)=|x|^{\beta}$, it follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} k^{-1} \lambda_{k}^{\frac{2+\beta}{2 \beta}}=\frac{\pi}{2 \Omega_{\beta}}, \quad \text { with } \quad \Omega_{\beta}=\int_{0}^{1}\left(1-x^{\beta}\right)^{1 / 2} d x \tag{3.6}
\end{equation*}
$$

Lemma A. 2 in the Appendix gives solutions $\left\{y_{k}\right\}_{k=0}^{\infty}$, on the interval $(0, \infty)$, to the equations

$$
\begin{equation*}
T y_{k}=\lambda_{k} y_{k} \tag{3.7}
\end{equation*}
$$

of the form

$$
\begin{equation*}
y_{k}(x)=u_{k}(x)\left(1+\mathcal{O}\left(x_{\lambda_{k}}^{-1} \lambda_{k}^{-1 / 2}\right)\right), \quad x>0 \tag{3.8}
\end{equation*}
$$

where the function $u_{k}$ is defined in (A.1) in the Appendix. By a Wronskian argument, these coincide with the eigenfunctions: Assumption $\square$ gives that there exists $C_{0}>0$ for which $q^{\prime}(x) \leq C_{0} q(x) / x$ for all $x>C_{0}$, and by Grönwall's inequality, for all $x>C_{0}$,

$$
\begin{equation*}
q(x) \leq q\left(C_{0}\right) \exp \left(\int_{C_{0}}^{x} \frac{C_{0}}{t} d t\right) \leq q\left(C_{0}\right) e^{C_{0} \ln x} \tag{3.9}
\end{equation*}
$$

Therefore there exists some $C \geq 2$ where

$$
\begin{equation*}
\frac{1}{C} x^{2} \leq q(x) \leq C x^{C}, \quad x>C \tag{3.10}
\end{equation*}
$$

so $y_{k}$ is integrable on $(0, \infty)$ by Lemma A.3. Writing

$$
\begin{equation*}
y_{k}^{\prime}(x)=-\int_{x}^{\infty} y_{k}^{\prime \prime}(t) d t=-\int_{x}^{\infty}\left(\lambda_{k}-q(t)\right) y_{k}(t) d t \tag{3.11}
\end{equation*}
$$

the same estimates in Lemma A. 3 give that $y_{k}^{\prime}$ is integrable as well. The same argument which provides the simplicity of eigenvalues above then shows that, when $T v=\lambda_{k} v$, then $v$ must be a multiple of $y_{k}$ on $(0, \infty)$.

We will therefore choose the eigenfunctions $\left\{y_{k}\right\}_{k=0}^{\infty}$ in the form (3.8); for $x<0$, we will simply rely on the fact that the eigenfunctions are either odd or even.

In order to compute asymptotics of multiples of the eigenfunctions $y_{k}$, we present asymptotics for the functions $u_{k}$ in the Appendix. Roughly, the eigenfunctions are exponentially small for $|x| \geq x_{\lambda_{k}}$ and are rapidly oscillating with amplitude $\left(\lambda_{k}-q(x)\right)^{-1 / 4}$ when $|x| \leq x_{\lambda_{k}}$. (In a small neighborhood of the turning points $x_{\lambda_{k}}$, we only give rough upper and lower bounds of the $L^{2}$ mass of the $y_{k}$.) This parallels the Wentzel-Kramers-Brillouin (WKB) approximation where the $y_{k}$ would be approximated by

$$
a(x) e^{i \zeta(x)}
$$

with $\zeta(x)=\zeta\left(x, \lambda_{k}\right)=\int_{x}^{x_{\lambda}} \sqrt{\lambda_{k}-q(s)} d s$ solving the eikonal equation

$$
\left(\zeta^{\prime}(x)\right)^{2}+q(x)-\lambda_{k}=0
$$

and $a(x)=a\left(x, \lambda_{k}\right)=\left(\lambda_{k}-q(x)\right)^{-1 / 4}$ solving the transport equation

$$
\zeta^{\prime \prime}(x) a(x)-2 \zeta^{\prime}(x) a^{\prime}(x)=0
$$

Our situation is essentially different, however, in that we are not studying a semiclassical Schrödinger operator $h^{2} D^{2}+q(x)$ as the small parameter $h$ tends to zero.
3.2. Definition of perturbed operators. We look for perturbations of $T$ which give nice properties like those exploited in Section 2. We wish to have

$$
\begin{equation*}
f_{k}(x)=e^{p(x)} y_{k}(x), \quad g_{k}(x)=e^{-p(x)} y_{k}(x) \tag{3.12}
\end{equation*}
$$

as eigenfunctions of our perturbed operator and its adjoint. This leads us to the following formal conjugation of $T$ with a multiplication operator $e^{p(x)}$ :

$$
\begin{equation*}
e^{p(x)} T e^{-p(x)}=T-e^{p(x)}\left[\frac{d^{2}}{d x^{2}}, e^{-p(x)}\right]=T+p^{\prime \prime}(x)-\left(p^{\prime}(x)\right)^{2}+2 p^{\prime}(x) \frac{d}{d x} \tag{3.13}
\end{equation*}
$$

In order to have good properties of the perturbed operator and asymptotics for its eigenfunctions, we impose the following conditions on $p$.

Assumption II. Let $p \in C^{2}(\mathbb{R})$ be an odd function which is non-negative and increasing on $(0, \infty)$. Assume furthermore that $\lim _{x \rightarrow \infty} p(x)=\infty$ and that, as $x \rightarrow \infty, p$ obeys the estimates

$$
\begin{equation*}
p(x)=o\left(x q(x)^{\frac{1}{2}}\right), \quad \frac{p^{\prime}(x)}{p(x)}=\mathcal{O}\left(\frac{1}{x}\right), \quad\left|p^{\prime \prime}(x)\right|=o\left(q(x)^{\frac{1}{2}}\right) \tag{3.14}
\end{equation*}
$$

Thus the new operator in (3.13) is a sum of $T$ and the first order differential operator

$$
\begin{equation*}
B=B(p)=2 p^{\prime}(x) \frac{d}{d x}+p^{\prime \prime}(x)-\left(p^{\prime}(x)\right)^{2}, \quad \operatorname{Dom}(B)=\operatorname{Dom}(T) \tag{3.15}
\end{equation*}
$$

We show that $B$ is a relatively bounded perturbation of $T$ with $T$-bound 0 (see Lemma (3.2), and we define the perturbed operator as

$$
\begin{equation*}
L=T+B, \quad \operatorname{Dom}(L)=\operatorname{Dom}(T) \tag{3.16}
\end{equation*}
$$

Using the standard perturbation results [16, Thm. IV.1.1, IV.1.16], it follows that $L$ is closed with compact resolvent. Consequently, the operator family

$$
\begin{equation*}
L_{t}=T+B(t p)=T+t B(p)+t(1-t)\left(p^{\prime}(x)\right)^{2}, \quad \operatorname{Dom}\left(L_{t}\right)=\operatorname{Dom}(T) \tag{3.17}
\end{equation*}
$$

is a holomorphic family of type (A); see [16, Sec. VII.2] and in particular [16, Thm. VII.2.6]. Notice also that $L=L_{1}$ and $L^{*}=L_{-1}$.

We give and use analogues of Lemmas 2.1 and 2.3. Notice that the inequality $\|T f\|^{2}+\|f\|^{2} \leq 2\left(\left\|f^{\prime \prime}\right\|^{2}+\|q f\|^{2}+\|f\|^{2}\right)$ for all $f \in \operatorname{Dom}(T)$ is straightforward from the Cauchy-Schwarz inequality.

Lemma 3.1. Let $q$ satisfy parts i) iii) of Assumption I, and let $T$ be the operator defined in (3.2). Then, for every $\delta>0$, there exists $k(\delta)>0$ such that for all $f \in \operatorname{Dom}(T)$

$$
\begin{equation*}
\left\|f^{\prime \prime}\right\|^{2}+(1-\delta)\|q f\|^{2}-k(\delta)\|f\|^{2} \leq\|T f\|^{2}+\|f\|^{2} \tag{3.18}
\end{equation*}
$$

Proof. For $f \in \operatorname{Dom}(T)$,

$$
\begin{aligned}
\|T f\|^{2} & =\left\|f^{\prime \prime}\right\|^{2}+\|q f\|^{2}-2 \Re\left\langle f^{\prime \prime}, q f\right\rangle \\
& =\left\|f^{\prime \prime}\right\|^{2}+\|q f\|^{2}+2 \Re\left(\left\|q^{1 / 2} f^{\prime}\right\|^{2}+\left\langle f^{\prime}, q^{\prime} f\right\rangle\right)
\end{aligned}
$$

Then, again using integration by parts

$$
\left\langle f^{\prime}, q^{\prime} f\right\rangle=-\left\|\left(q^{\prime \prime}\right)^{1 / 2} f\right\|^{2}-\left\langle f, q^{\prime} f^{\prime}\right\rangle
$$

we get that

$$
2 \Re\left\langle f^{\prime}, q^{\prime} f\right\rangle=-\left\|\left(q^{\prime \prime}\right)^{1 / 2} f\right\|^{2}
$$

so

$$
\begin{equation*}
\|T f\|^{2}=\left\|f^{\prime \prime}\right\|^{2}+\|q f\|^{2}+2\left\|q^{1 / 2} f^{\prime}\right\|^{2}-\left\|\left(q^{\prime \prime}\right)^{1 / 2} f\right\|^{2} \tag{3.19}
\end{equation*}
$$

Since $q$ satisfies (3.1), we obtain for a sufficiently large $N \geq 1$

$$
\begin{align*}
\left\|\left(q^{\prime \prime}\right)^{1 / 2} f\right\|^{2} & \leq M_{1}\|f\|^{2}+\int_{\mathbb{R} \backslash[-N, N]} \frac{q^{\prime \prime}(x)}{q^{\prime}(x)} \frac{q^{\prime}(x)}{q(x)} q(x)|f(x)|^{2} d x \\
& \leq M_{1}\|f\|^{2}+M_{2} \int_{\mathbb{R} \backslash[-1,1]} \frac{q(x)}{x^{2}}|f(x)|^{2} d x  \tag{3.20}\\
& \leq M_{1}\|f\|^{2}+M_{2} \int_{\mathbb{R}} q(x)|f(x)||f(x)| d x
\end{align*}
$$

where $M_{1}, M_{2}>0$. Thus the Cauchy-Schwarz inequality gives for any $\delta>0$

$$
\begin{equation*}
\left\|\left(q^{\prime \prime}\right)^{1 / 2} f\right\|^{2} \leq \delta\|q f\|^{2}+\left(M_{1}+\frac{M_{2}^{2}}{2 \delta}\right)\|f\|^{2} \tag{3.21}
\end{equation*}
$$

Hence we deduce the inequality (3.18) by combining (3.19) and (3.21).
Lemma 3.2. Let q satisfy parts i) iii) of Assumption $\square$ and let $p$ satisfy Assumption III, and let $T$ and $B$ be the operators defined in (3.2) and (3.15). Then $B$ is relatively bounded with respect to $T$ with the $T$-bound 0 , i.e. for any $\varepsilon>0$ there exists $C(\varepsilon)>0$ such that

$$
\begin{equation*}
\forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq \varepsilon\|T f\|+C(\varepsilon)\|f\| \tag{3.22}
\end{equation*}
$$

Proof. It is sufficient to derive (3.22) for $f \in C_{0}^{\infty}(\mathbb{R})$, since this set is a core for $T$; see for instance [22, Thm. X.28].

To estimate $\|B f\|$, we begin with the triangle inequality:

$$
\begin{equation*}
\|B f\| \leq 2\left\|p^{\prime} f^{\prime}\right\|+\left\|p^{\prime \prime} f\right\|+\left\|\left(p^{\prime}\right)^{2} f\right\| \tag{3.23}
\end{equation*}
$$

We wish to separate multiplication and differentiation in the mixed term $\left\|p^{\prime} f^{\prime}\right\|$, so we write

$$
\begin{align*}
\left\|p^{\prime} f^{\prime}\right\| & =\left(-\left\langle 2 p^{\prime} p^{\prime \prime} f, f^{\prime}\right\rangle-\left\langle\left(p^{\prime}\right)^{2} f, f^{\prime \prime}\right\rangle\right)^{1 / 2}  \tag{3.24}\\
& \leq\left\|2 p^{\prime} p^{\prime \prime} f\right\|^{1 / 2}\left\|f^{\prime}\right\|^{1 / 2}+\left\|\left(p^{\prime}\right)^{2} f\right\|^{1 / 2}\left\|f^{\prime \prime}\right\|^{1 / 2}
\end{align*}
$$

From our Assumption $\Pi$ and the Cauchy-Schwarz inequality, it is then straightforward to bound the four quantities

$$
\begin{align*}
\left\|\left(p^{\prime}\right)^{2} f\right\| & \leq \tilde{\varepsilon}\|q f\|+C(\tilde{\varepsilon})\|f\|, \\
\left\|p^{\prime \prime} f\right\| & \leq \tilde{\varepsilon}\|q f\|+C(\tilde{\varepsilon})\|f\|, \\
\left\|p^{\prime} p^{\prime \prime} f\right\|^{1 / 2}\left\|f^{\prime}\right\|^{1 / 2} & \leq\left(\tilde{\varepsilon}\|q f\|+C_{1}(\tilde{\varepsilon})\|f\|\right)^{1 / 2}\left(\tilde{\varepsilon}\left\|f^{\prime \prime}\right\|+C_{2}(\tilde{\varepsilon})\|f\|\right)^{1 / 2}  \tag{3.25}\\
& \leq \tilde{\varepsilon}\left\|f^{\prime \prime}\right\|+\tilde{\varepsilon}\|q f\|+C(\tilde{\varepsilon})\|f\|, \\
\left\|\left(p^{\prime}\right)^{2} f\right\|^{1 / 2}\left\|f^{\prime \prime}\right\|^{1 / 2} & \leq\left(\tilde{\varepsilon}\|q f\|+C_{3}(\tilde{\varepsilon})\|f\|\right)^{1 / 2}\left\|f^{\prime \prime}\right\|^{1 / 2} \\
& \leq \tilde{\varepsilon}\left\|f^{\prime \prime}\right\|+\tilde{\varepsilon}\|q f\|+C(\tilde{\varepsilon})\|f\|,
\end{align*}
$$

with arbitrary $\tilde{\varepsilon}>0$ and some $C(\tilde{\varepsilon}), C_{i}(\tilde{\varepsilon})>0, i=1,2,3$. Hence the combination of (3.18), (3.25) and the Cauchy-Schwarz inequality yields (3.22).

Remark 3.3. In the special case of $q(x)=|x|^{\beta}, \beta \geq 2$, and

$$
\begin{equation*}
\left|p^{(k)}(x)\right| \leq C\left(1+x^{2}\right)^{\frac{\alpha-k}{2}}, \quad k=0,1,2, \quad \alpha<\beta / 2+1 \tag{3.26}
\end{equation*}
$$

we obtain that $B$ is $s$-subordinated to $T+1$ for

$$
\begin{equation*}
s=\frac{1}{2}+\max \left\{\frac{\alpha-1}{\beta}, 0\right\}<1 \tag{3.27}
\end{equation*}
$$

that is to say, there exists a $C>0$ such that

$$
\begin{equation*}
\forall f \in \operatorname{Dom}(T), \quad\|B f\| \leq C\|(T+1) f\|^{s}\|f\|^{1-s} \tag{3.28}
\end{equation*}
$$

This can be seen by estimating the four quantities on the left-hand side of (3.25) using a simple consequence of Hölder's inequality

$$
\left\|x^{\delta} f\right\| \leq\left\|x^{\beta} f\right\|^{\delta / \beta}\|f\|^{1-\delta / \beta}
$$

for $0 \leq \delta \leq \beta$, its analogue applied on the Fourier transform side and the estimate of the graph norm (3.18).

### 3.3. Characterization of eigenfunctions.

Lemma 3.4. Let q satisfy parts in) of Assumption $\square$ and let $p$ satisfy Assumption II, and let $L$ be the operator in (3.16). Then the functions $f_{k}$ and $g_{k}$, defined in (3.12), belong to $\operatorname{Dom}(L)=\operatorname{Dom}\left(L^{*}\right)=\operatorname{Dom}(T)$ and satisfy the eigenfunction relations

$$
\begin{align*}
L f_{k} & =\lambda_{k} f_{k} \\
L^{*} g_{k} & =\lambda_{k} g_{k} \tag{3.29}
\end{align*}
$$

Moreover,

$$
\operatorname{Spec}(L)=\operatorname{Spec}\left(L^{*}\right)=\operatorname{Spec}(T),
$$

All eigenvalues of $L$ and $L^{*}$ have algebraic multiplicity one; therefore $\left\{f_{k}\right\}_{k=0}^{\infty}$ forms the set of all eigenvectors of $L$ and $\left\{g_{k}\right\}_{k=0}^{\infty}$ forms the set of all eigenvectors of $L^{*}$.

Proof. We follow Theorem A.1, which is reproduced from [21, Chap. 6, Thm. 2.1], in describing the solutions of the ordinary differential equation of second order

$$
T w(x)=\mu w(x) .
$$

In the notation of Theorem A.1 we use $f(x)=q(x)$ and $g(x)=\mu$ to arrive at the error-control function

$$
\begin{aligned}
F(x) & =\int^{x}\left(q(t)^{-1 / 4} \frac{d^{2}}{d t^{2}} q(t)^{-1 / 4}-\mu q(t)^{-1 / 2}\right) d t \\
& =\int^{x}\left(\frac{5}{16} \frac{q^{\prime}(t)^{2}}{q(t)^{5 / 2}}-\frac{1}{4} \frac{q^{\prime \prime}(t)}{q(t)^{3 / 2}}-\frac{\mu}{q(t)^{1 / 2}}\right) d t
\end{aligned}
$$

We then have two linearly independent solutions given as

$$
\begin{equation*}
\forall x \geq R, \quad w_{ \pm}(x)=q(x)^{-1 / 4} \exp \left( \pm \int q(x)^{1 / 2} d x\right)\left(1+r_{ \pm}(x)\right) \tag{3.30}
\end{equation*}
$$

The remainders are bounded by a quantity involving the variation of $F$ on $[R, \infty)$ :

$$
\begin{align*}
& \left|r_{ \pm}(x)\right| \leq \exp \left(\frac{1}{2} \mathcal{V}_{R, x}(F)\right)-1=\exp \left(\frac{1}{2} \int_{R}^{\infty}\left|F^{\prime}(t)\right| d t\right)-1  \tag{3.31}\\
& \left|r_{ \pm}^{\prime}(x)\right| \leq 2 q(x)^{1 / 2}\left(\exp \left(\frac{1}{2} \int_{R}^{\infty}\left|F^{\prime}(t)\right| d t\right)-1\right)
\end{align*}
$$

From Assumption [I $F^{\prime}$ is easily seen to be integrable on $[R, \infty)$ when $R>0$ is sufficiently large. If we select $R$ so large that

$$
\int_{R}^{\infty}\left|F^{\prime}(t)\right| d t \leq \frac{1}{2}
$$

then

$$
\begin{equation*}
\left|r_{ \pm}(x)\right| \leq \frac{1}{2}, \quad\left|r_{ \pm}^{\prime}(x)\right| \leq q(x)^{1 / 2} \tag{3.32}
\end{equation*}
$$

A similar analysis shows that, on $(-\infty,-R]$, one has two $C^{2}$ solutions $W_{ \pm}$ satisfying

$$
T W_{ \pm}(x)=\mu W_{ \pm}(x), \quad x \leq-R
$$

with a similar expression and error bounds on $(-\infty,-R]$ as $R \rightarrow \infty$.
We now turn to a solution of the differential equation

$$
\begin{equation*}
L f(x)=\mu f(x) \tag{3.33}
\end{equation*}
$$

It is evident that $y=e^{-p} f$ solves an ordinary differential equation

$$
\begin{equation*}
T y(x)=\mu y(x) \tag{3.34}
\end{equation*}
$$

Similarly, if $y$ solves (3.34), then $f=e^{p} y$ solves (3.33).
For $R>0$, any solution $y$ of (3.34) satisfies

$$
\begin{equation*}
y(x)=b_{+} w_{+}(x)+b_{-} w_{-}(x), \quad x \geq R \tag{3.35}
\end{equation*}
$$

for $b_{ \pm} \in \mathbb{C}$ and $w_{ \pm}$from (3.30) and similarly in $(-\infty,-R]$. Thanks to (3.30) we see that

$$
\begin{align*}
e^{p(x)} w_{ \pm}(x)= & q(x)^{-1 / 4} \exp \left( \pm \int_{R}^{x} q(t)^{1 / 2}\left(1+\frac{p^{\prime}(t)}{q(t)^{1 / 2}}\right) d t \mp q(R)^{1 / 2}\right)  \tag{3.36}\\
& \times\left(1+r_{ \pm}(x)\right)
\end{align*}
$$

and $p^{\prime}(t) q(t)^{-1 / 2}=\left(p^{\prime}(t) / p(t)\right)\left(p(t) / q(t)^{-1 / 2}\right)=o(1)$ as $t \rightarrow \infty$ by Assumption II and (3.14). Moreover using (3.1), we obtain (with some $c>0$ )

$$
\begin{equation*}
\int_{R}^{x} q(t)^{1 / 2} d t \geq \frac{1}{q^{\prime}(x)} \int_{R}^{x} q^{\prime}(t) q(t)^{1 / 2} d t \geq c x q(x)^{1 / 2} \tag{3.37}
\end{equation*}
$$

thus $e^{p} w_{+} \notin L^{2}((R, \infty))$ and $e^{p} w_{-} \in L^{2}((R, \infty))$, see Assumption I Analogous claims hold also for $e^{p} W_{ \pm}$in $(-\infty,-R]$. Hence we have from (3.30) (3.37) that if $y=e^{-p} f$ and $y$ solves (3.34), then $y \in L^{2}(\mathbb{R})$ if and only if $f \in L^{2}(\mathbb{R})$. Moreover by similar reasoning, $q y \in L^{2}(\mathbb{R})$ if and only if $q f \in L^{2}(\mathbb{R})$ and, using estimates for $\left|r_{ \pm}^{\prime}\right|$ in (3.31)-(3.32), $y^{\prime} \in L^{2}(\mathbb{R})$ if and only if $f^{\prime} \in L^{2}(\mathbb{R})$. In summary, $y$ solves (3.34) and $y \in \operatorname{Dom}(T)$ if and only if $f=e^{-p} y$ solves (3.33) and $f \in \operatorname{Dom}(L)=\operatorname{Dom}(T)$. Thus $\operatorname{Spec}(T)=\operatorname{Spec}(L)$.

Finally, we consider the family $L_{t}, t \in[-1,1]$, as in (3.17). The reasoning above gives that all $L_{t}$ have identical spectrum, in particular $\operatorname{Spec}\left(L^{*}\right)=\operatorname{Spec}\left(L_{-1}\right)=$ $\operatorname{Spec}(T)$. In order to obtain agreement of the algebraic multiplicities, defined as the dimensions of the spaces of root vectors, fix an eigenvalue $\lambda \in \operatorname{Spec}(T)$ and an
$\varepsilon>0$ smaller than the distance from $\lambda$ to any other eigenvalue. Using [16, Thm. VII.1.3], we have that the trace of the spectral projection,

$$
\operatorname{Tr}\left(\frac{1}{2 \pi i} \int_{|\zeta-\lambda|=\varepsilon}\left(\zeta-L_{t}\right)^{-1} d \zeta\right)
$$

is a continuous function of $t$. This trace gives the dimension of the space of root vectors associated with the eigenvalue $\lambda$, and therefore the algebraic multiplicity of each eigenvalue matches that of $T=L_{0}$, which is one.

Remark 3.5. The growth condition in Assumption iv) is important for analyzing a more general class of potentials. It allows to use simple asymptotic approximations for solutions of (3.34), see Theorem A.1 in Appendix. In the special case $q(x)=x^{2}$, we may obtain similar asymptotics due to the very sharp asymptotics readily available for the Hermite functions. In particular, the characterization (2.5) allows us to establish the claim of Lemma 3.4 for $q(x)=x^{2}$ when $p$ satisfies Assumption II Moreover, observe that without part iv) of Assumption Lemma A. 2 and Proposition A.4 justify that if $y$ is an eigenfunction of $T$, then $f=e^{p} y$ satisfies (3.33), $f \in L^{2}(\mathbb{R})$ and $q f \in L^{2}(\mathbb{R})$; however, to conclude that $f \in \operatorname{Dom}(L)$, a suitable estimate on $y^{\prime}$ is needed.

Lemma 3.6. Let $q$ satisfy Assumption I let $p$ satisfy Assumption II, and let $L$ be the perturbed operator in (3.16). Then the sequences of functions $\left\{f_{k}\right\}_{k=0}^{\infty}$ and $\left\{g_{k}\right\}_{k=0}^{\infty}$ defined in (3.12) are each complete in $L^{2}(\mathbb{R})$.

Proof. We need only consider the claim about $L$ and the $\left\{f_{k}\right\}_{k}$. We have already showed that all eigenvalues of $L$ are simple and $\left\{f_{k}\right\}_{k}$ are all eigenvectors. To show that the eigensystem of $L$ is complete, we use [12, Thm. X.3.1]. Thus we have to verify that, for some $z_{0} \in \mathbb{R}$, the resolvent $\left(L-z_{0}\right)^{-1}$ belongs to the Schatten class $\mathfrak{S}_{r}$ with $r \geq 1$ and that $\operatorname{Num}\left(L-z_{0}\right)$ lies in a closed sector with vertex at zero and opening $\frac{\pi}{r}$.

To this end, we take $z_{0}<0$ and $\left|z_{0}\right|$ sufficiently large and estimate $s$-numbers of $\left(L-z_{0}\right)^{-1}$. By [12, Prop. VI.1.3] with the representation of the resolvent

$$
\left(L-z_{0}\right)^{-1}=\left(T-z_{0}\right)^{-1}\left(I+B\left(T-z_{0}\right)^{-1}\right)^{-1}
$$

one arrives at the estimate (with some $C>0$ )

$$
s_{j}\left(\left(L-z_{0}\right)^{-1}\right) \leq C s_{j}\left(\left(T-z_{0}\right)^{-1}\right)
$$

Since $T$ is positive definite, the $s$-numbers of $\left(T-z_{0}\right)^{-1}$ coincide with the eigenvalues of $\left(T-z_{0}\right)^{-1}$. Since $q(x) \geq \delta x^{2}$ for $x$ sufficiently large, we get from the min-max principle, see e.g. [23, Thm. XIII. 1 and Problem 1], that $\lambda_{j} \geq \delta^{-1 / 2}(2 j+1)+C$, $j \in \mathbb{N}_{0}$, hence $\left(L-z_{0}\right)^{-1} \in \mathfrak{S}_{r}$ for any $r>1$.

Secondly, we prove that $\operatorname{Num}\left(L-z_{0}\right)$ is contained in a sector whose opening can be made arbitrarily small while keeping the vertex at zero (by taking $\left|z_{0}\right|$ large). We take $f \in \operatorname{Dom}(L)$ and simplify the expression for the quadratic form of $B$ by integration by parts,

$$
\begin{equation*}
\langle B f, f\rangle=\left\langle p^{\prime \prime} f-p^{\prime 2} f+2 p^{\prime} f^{\prime}, f\right\rangle=-\left\|p^{\prime} f\right\|^{2}+2 i \Im\left\langle f^{\prime}, p^{\prime} f\right\rangle . \tag{3.38}
\end{equation*}
$$

As in (3.25), using Assumption II and the Cauchy-Schwarz inequality, we estimate $\Im\langle B f, f\rangle$ and $\Re\langle B f, f\rangle$,

$$
\begin{align*}
|\Im\langle B f, f\rangle| & \leq 2\left|\left\langle f^{\prime}, p^{\prime} f\right\rangle\right| \leq\left\|f^{\prime}\right\|\left\|p^{\prime} f\right\| \leq\left\|f^{\prime}\right\|\left(\varepsilon\left\|q^{1 / 2} f\right\|+C_{1}(\varepsilon)\|f\|\right) \\
& \left.\leq \varepsilon\left(\left\|f^{\prime}\right\|^{2}+\left\|q^{1 / 2} f\right\|^{2}\right)+C_{2}(\varepsilon)\|f\|^{2}\right)  \tag{3.39}\\
|\Re\langle B f, f\rangle| & =\left\|p^{\prime} f\right\|^{2} \leq \varepsilon\left\|q^{1 / 2} f\right\|^{2}+C_{3}(\varepsilon)\|f\|^{2}
\end{align*}
$$

where $\varepsilon>0$ is arbitrary and $C_{i}(\varepsilon)>0, i=1,2,3$. Hence using integration by parts again and (3.39), we obtain

$$
\begin{align*}
\Re\left\langle\left(L-z_{0}\right) f, f\right\rangle & =\left\|f^{\prime}\right\|^{2}+\left\|q^{1 / 2} f\right\|^{2}-\left\|p^{\prime} f\right\|^{2}+\left|z_{0}\right|\|f\|^{2} \\
& \geq(1-\varepsilon)\left(\left\|f^{\prime}\right\|^{2}+\left\|q^{1 / 2} f\right\|^{2}+\left(\left|z_{0}\right|-C_{3}(\varepsilon)\right)\|f\|^{2}\right) \tag{3.40}
\end{align*}
$$

For any $\varepsilon>0$, we can take $\left|z_{0}\right|$ so large that $C_{2}(\varepsilon) \leq\left|z_{0}\right|-C_{3}(\varepsilon)$, hence it follows from (3.39) and (3.40) that

$$
\left|\Im\left\langle\left(L-z_{0}\right) f, f\right\rangle\right| \leq \frac{\varepsilon}{1-\varepsilon} \Re\left\langle\left(L-z_{0}\right) f, f\right\rangle .
$$

Remark 3.7. As in Remark 3.5, the additional conditions on $q$ in Lemma 3.6 in particular that $q(x) \geq \delta x^{2}$, for $x$ sufficiently large, only simplify the proof. This condition was used to estimate eigenvalues of $T$ from below using the min-max principle and get that $\left(L-z_{0}\right)^{-1} \in \mathfrak{S}_{r}$ with any $r>1$. For other potentials $q$, one could use instead the asymptotic formula (3.5). Notice in particular that the claims of Lemmas 3.4 and 3.6 are valid for $q(x)=x^{2}$ and $p$ satisfying Assumption II.
3.4. Computation of spectral projection norms. Under the assumptions of Lemma 3.6 the sequence $\left\{f_{k}\right\}_{k=0}^{\infty}$ is complete. Since $\left\langle f_{k}, g_{j}\right\rangle=\delta_{j k}\left\|y_{k}\right\|^{2}$, the spectral projection $P_{k}$ of $L$ associated with $\lambda_{k}$ has the representation

$$
\begin{equation*}
P_{k} u=\frac{1}{\left\|y_{k}\right\|^{2}}\left\langle u, g_{k}\right\rangle f_{k} \tag{3.41}
\end{equation*}
$$

It is easy to see that its norm satisfies

$$
\begin{equation*}
\left\|P_{k}\right\|=\frac{\left\|f_{k}\right\|\left\|g_{k}\right\|}{\left\|y_{k}\right\|^{2}} \tag{3.42}
\end{equation*}
$$

Theorem 3.8. Let q satisfy Assumption I, let $x_{\lambda}$ be defined by (3.4), let $p$ satisfy Assumption II, and let $L$ be defined as in (3.16). Finally, let $P_{k}$ denote the spectral projection of $L$ at the eigenvalue $\lambda_{k}$. Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)}=2 \tag{3.43}
\end{equation*}
$$

Proof. Within the proof, $C$ denotes a positive, sufficiently large constant that can vary in every step. We allow $C$ to depend on $p$ and $q$ but not on $\varepsilon$; if the constant depends on $\varepsilon$, then we write $C_{\varepsilon}$.

Let $\left\{y_{k}\right\}_{k=0}^{\infty}$ be as in (3.8). Since $y_{k}(x)^{2}$ is always an even function and appealing to (A.8),

$$
\begin{align*}
\left\|y_{k}\right\|^{2} & =2\left(1+\mathcal{O}\left(x_{\lambda_{k}}^{-1} \lambda_{k}^{-1 / 2}\right)\right) \int_{0}^{\infty} u_{k}(x)^{2} d x \\
& =2\left(1+\mathcal{O}\left(x_{\lambda_{k}}^{-1 / 3} \lambda_{k}^{-1 / 6}\right)\right) \int_{0}^{x_{\lambda_{k}}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}} \tag{3.44}
\end{align*}
$$

Using also (3.12) and the fact that $p(x)$ is odd, a change of variables shows that (3.45)
$\left\|f_{k}\right\|\left\|g_{k}\right\|=\int_{-\infty}^{\infty} e^{2 p(x)} y_{k}(x)^{2} d x=2\left(1+\mathcal{O}\left(x_{\lambda_{k}}^{-1} \lambda_{k}^{-1 / 2}\right) \int_{0}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x\right.$.
Using (3.42), the first equality in (3.44), and (3.45), we obtain

$$
\begin{equation*}
\log \left\|P_{k}\right\|=\log \int_{0}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x-\log \int_{0}^{\infty} u_{k}(x)^{2} d x+o(1), \tag{3.46}
\end{equation*}
$$

as $k \rightarrow \infty$.
Fix $\varepsilon \in(0,1)$. Denote by $b_{k}^{ \pm}=q^{-1}\left((1+\varepsilon) \lambda_{k}\right)$ the numbers $b^{ \pm}$from Lemma A. 3 (ii) corresponding to $\lambda=\lambda_{k}$; note that $b_{k}^{ \pm} \rightarrow \infty$ as $k \rightarrow \infty$. Then, by Proposition A.4 (3.14), and the fact that $q^{\prime}(x) / q(x)=\mathcal{O}(1 / x)$ as $x \rightarrow+\infty$, for $k$ sufficiently large depending on $\varepsilon$ we have

$$
\begin{align*}
\int_{b_{k}^{+}}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x & \leq C_{\varepsilon} \int_{b_{k}^{+}}^{\infty} e^{-\frac{1}{C_{\varepsilon}} \frac{q(x) 3^{3} / 2}{q(x)}+2 p(x)-\frac{1}{4} \log q(x)} d x \\
& \leq C_{\varepsilon} \int_{b_{k}^{+}}^{\infty} e^{-\frac{1}{C_{\varepsilon}} x q(x)^{1 / 2}} d x  \tag{3.47}\\
& \leq C_{\varepsilon} \int_{b_{k}^{+}}^{\infty} e^{-\frac{1}{C_{\varepsilon}} \sqrt{\lambda_{k}} x} d x \\
& \leq C_{\varepsilon} e^{-\frac{1}{C_{\varepsilon}} \sqrt{\lambda_{k}} \lambda_{\lambda_{k}}} .
\end{align*}
$$

We observe that, since $p$ is increasing for $x>0$,

$$
\begin{equation*}
\int_{0}^{b_{k}^{+}} \cosh (2 p(x)) u_{k}(x)^{2} d x \leq \cosh \left(2 p\left(b_{k}^{+}\right)\right) \int_{0}^{\infty} u_{k}(x)^{2} d x \tag{3.48}
\end{equation*}
$$

In order to show that that, as $k \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x \leq\left(\frac{1}{2}+o(1)\right) e^{2 p\left(b_{k}^{+}\right)} \int_{0}^{\infty} u_{k}(x)^{2} d x, \tag{3.49}
\end{equation*}
$$

it suffices to show that the contribution from $\left[b_{k}^{+}, \infty\right)$ in (3.47) is neglible. Because $q^{\prime}(x)$ is increasing,

$$
\begin{equation*}
\int_{b_{k}^{-}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x=\int_{b_{k}^{-}}^{x_{\lambda_{k}}} \frac{q^{\prime}(x)}{q^{\prime}(x) \sqrt{\lambda_{k}-q(x)}} d x \geq \frac{1}{q^{\prime}\left(x_{\lambda_{k}}\right)}\left(2 \sqrt{\varepsilon \lambda_{k}}\right) . \tag{3.50}
\end{equation*}
$$

Using that $q(x) / q^{\prime}(x) \geq x / C$ and (3.10), we see that

$$
\begin{equation*}
\frac{2 \sqrt{\varepsilon \lambda_{k}}}{q^{\prime}\left(x_{\lambda_{k}}\right)}=\frac{2 \sqrt{\varepsilon} q\left(x_{\lambda_{k}}\right)}{q^{\prime}\left(x_{\lambda_{k}}\right) \sqrt{q\left(x_{\lambda_{k}}\right)}} \geq \frac{1}{C_{\varepsilon}} x_{\lambda_{k}}^{-C} . \tag{3.51}
\end{equation*}
$$

Since the contribution from $\left[b_{k}^{+}, \infty\right)$ in (3.47) is exponentially small in $x_{\lambda_{k}}$ and since $e^{2 p\left(b_{k}^{+}\right)} \geq 1$, we obtain (3.49).

Inserting this into (3.46) gives, for $k$ sufficiently large depending on $\varepsilon$,

$$
\begin{equation*}
\log \left\|P_{k}\right\| \leq 2 p\left(b_{k}^{+}\right)+C_{\varepsilon} . \tag{3.52}
\end{equation*}
$$

Knowing that $p\left(b_{k}^{+}\right) \rightarrow \infty$ as $k \rightarrow \infty$, we conclude that

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)} \leq 2 \limsup _{k \rightarrow \infty} \frac{p\left(b_{k}^{+}\right)}{p\left(x_{\lambda_{k}}\right)} . \tag{3.53}
\end{equation*}
$$

Our goal now is to show that, for $\varepsilon>0$ sufficiently small,

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{p\left(b_{k}^{+}\right)}{p\left(x_{\lambda_{k}}\right)} \leq 1+C \varepsilon \tag{3.54}
\end{equation*}
$$

The derivative of the inverse of $q$ gives

$$
\frac{d}{d \lambda} q^{-1}(\lambda)=\frac{1}{q^{\prime}\left(q^{-1}(\lambda)\right)}
$$

which is decreasing for $\lambda>0$. Therefore

$$
\begin{equation*}
b_{k}^{+}-x_{\lambda_{k}}=q^{-1}\left((1+\varepsilon) \lambda_{k}\right)-q^{-1}\left(\lambda_{k}\right) \leq \frac{\varepsilon \lambda_{k}}{q^{\prime}\left(q^{-1}\left(\lambda_{k}\right)\right)}=\frac{\varepsilon q\left(x_{\lambda_{k}}\right)}{q^{\prime}\left(x_{\lambda_{k}}\right)} \tag{3.55}
\end{equation*}
$$

Since $q^{\prime}$ is non-decreasing for $x>0$, we see that $q(x) \leq q(0)+x q^{\prime}(x)$ for all $x>0$. Therefore, for all $k>k_{0}$ with $k_{0}$ independent of $\varepsilon$,

$$
\begin{equation*}
\frac{b_{k}^{+}-x_{\lambda_{k}}}{x_{\lambda_{k}}} \leq \frac{\varepsilon q\left(x_{\lambda_{k}}\right)}{x_{\lambda_{k}} q^{\prime}\left(x_{\lambda_{k}}\right)} \leq \varepsilon\left(1+\frac{q(0)}{x_{\lambda_{k}} q^{\prime}\left(x_{\lambda_{k}}\right)}\right) \leq 2 \varepsilon \tag{3.56}
\end{equation*}
$$

Using that $p$ is increasing, $p^{\prime}(x) / p(x)=\mathcal{O}(1 / x)$ as $x \rightarrow \infty$ and the mean value theorem, we obtain for some $\xi \in\left(x_{\lambda_{k}}, b_{k}^{+}\right)$that

$$
\begin{align*}
\frac{p\left(b_{k}^{+}\right)}{p\left(x_{\lambda_{k}}\right)} & =1+\frac{p\left(b_{k}^{+}\right)-p\left(x_{\lambda_{k}}\right)}{p\left(x_{\lambda_{k}}\right)}=1+\frac{p^{\prime}(\xi)\left(b_{k}^{+}-x_{\lambda_{k}}\right)}{p\left(x_{\lambda_{k}}\right)}  \tag{3.57}\\
& \leq 1+C \frac{p\left(b_{k}^{+}\right)}{p\left(x_{\lambda_{k}}\right)} \frac{b_{k}^{+}-x_{\lambda_{k}}}{x_{\lambda_{k}}} \leq 1+2 C \varepsilon \frac{p\left(b_{k}^{+}\right)}{p\left(x_{\lambda_{k}}\right)} .
\end{align*}
$$

Rearranging terms gives (3.54), and taking $\varepsilon \rightarrow 0$ in (3.53) gives

$$
\begin{equation*}
\limsup _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)} \leq 2 \tag{3.58}
\end{equation*}
$$

In the second step, starting from (3.46), using (A.8) and Corollary A.6 we obtain

$$
\begin{align*}
\log \left\|P_{k}\right\| & \geq \log \int_{b_{k}^{-}}^{b_{k}^{+}} \cosh (2 p(x)) u_{k}(x)^{2} d x-\log \int_{0}^{\infty} u_{k}(x)^{2} d x-C \\
& \geq \log \cosh \left(2 p\left(b_{k}^{-}\right)\right)-\log \frac{\int_{0}^{\infty} u_{k}(x)^{2} d x}{\int_{b_{k}^{-}}^{b_{k}^{+}} u_{k}(x)^{2} d x}-C  \tag{3.59}\\
& \geq 2 p\left(b_{k}^{-}\right)-\log \frac{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{b_{k}^{-}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}-C
\end{align*}
$$

as $k \rightarrow \infty$. We aim to estimate the fraction in the second term,

$$
\begin{equation*}
\frac{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{b_{k}^{-}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}=1+\frac{\int_{0}^{b_{k}^{-}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{b_{k}^{-}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x} . \tag{3.60}
\end{equation*}
$$

Because $q(x)$ is increasing,

$$
\begin{equation*}
\int_{0}^{b_{k}^{-}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x \leq b_{k}^{-}\left(\lambda_{k}-q\left(b_{k}^{-}\right)\right)^{-1 / 2}=\frac{b_{k}^{-}}{\sqrt{\varepsilon \lambda_{k}}} \tag{3.61}
\end{equation*}
$$

and a lower bound on the denominator comes from (3.50). Using that $\lambda_{k}=q\left(x_{\lambda_{k}}\right)$, that $q^{\prime}(x) / q(x) \leq C / x$, and that $b_{k}^{-} \leq x_{\lambda_{k}}$, we continue from (3.60) to obtain

$$
\begin{equation*}
\frac{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{b_{k}^{-}}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x} \leq 1+\frac{b_{k}^{-} q^{\prime}\left(x_{\lambda_{k}}\right)}{2 \varepsilon \lambda_{k}} \leq 1+C \frac{b_{k}^{-}}{\varepsilon x_{\lambda_{k}}} \leq 1+\frac{C}{\varepsilon} \tag{3.62}
\end{equation*}
$$

Along with (3.59), this gives as $k \rightarrow \infty$

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)} \geq \liminf _{k \rightarrow \infty} \frac{2 p\left(b_{k}^{-}\right)-C_{\varepsilon}}{p\left(b_{k}^{-}\right)} \geq 2 \liminf _{k \rightarrow \infty} \frac{p\left(b_{k}^{-}\right)}{p\left(x_{\lambda_{k}}\right)} \tag{3.63}
\end{equation*}
$$

To complete the proof, we note that the relation between $b_{k}^{+}$and $x_{\lambda_{k}}$ is similar to the relation between $x_{\lambda_{k}}$ and $b_{k}^{-}$: that is, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
x_{\lambda_{k}}=q^{-1}\left((1+\delta) q\left(b_{k}^{-}\right)\right), \quad \delta=\frac{\varepsilon}{1-\varepsilon}=\mathcal{O}(\varepsilon), \quad \text { as } \varepsilon \rightarrow 0 . \tag{3.64}
\end{equation*}
$$

The reciprocal of (3.54) therefore gives, as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \frac{p\left(b_{k}^{-}\right)}{p\left(x_{\lambda_{k}}\right)} \geq 1-C \varepsilon \tag{3.65}
\end{equation*}
$$

allowing us to conclude that

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)} \geq 2 \tag{3.66}
\end{equation*}
$$

Taken with (3.58), this completes the proof of the theorem.
Next, we formulate a corollary for $q(x)=|x|^{\beta}$ and special choices of $p$ to get a range of exponential growth rates for $\left\|P_{k}\right\|$. In this case, if $x_{\lambda_{k}}$ is as in (3.4) for $\lambda_{k}$ the eigenvalues of $T=-\frac{d^{2}}{d x^{2}}+q(x)$ and with $\Omega_{\beta}$ as in (3.6), we compute that

$$
\begin{equation*}
x_{\lambda_{k}}=(1+o(1))\left(\frac{\pi}{2 \Omega_{\beta}} k\right)^{\frac{2}{2+\beta}}, \quad \text { as } k \rightarrow \infty \tag{3.67}
\end{equation*}
$$

Where $p(x)$ is only specified for $x$ sufficiently large, $p$ may be extended to an odd smooth increasing function satisfying Assumption IIIvia a smooth partition of unity.
Corollary 3.9. Let $q(x)=|x|^{\beta}, \beta \geq 2$, let $p$ be extended to satisfy Assumption II, let $L$ be defined as (3.16), let $\left\{P_{k}\right\}_{k}$ be its spectral projections and let $\Omega_{\beta}$ be as in (3.6).
i) For any $0<\sigma<1$, let $\alpha=\frac{2+\beta}{2} \sigma$ and let

$$
\begin{equation*}
p(x)=\frac{1}{2} x^{\alpha}, \quad \forall x>1 . \tag{3.68}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{k^{\sigma}}=\left(\frac{\pi}{2 \Omega_{\beta}}\right)^{\sigma} \tag{3.69}
\end{equation*}
$$

ii) For $\gamma>0$, let

$$
\begin{equation*}
p(x)=\frac{x^{\frac{2+\beta}{2}}}{2(\log x)^{\gamma}}, \quad \forall x>2 \tag{3.70}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{k /(\log k)^{\gamma}}=\frac{\pi}{2 \Omega_{\beta}}\left(\frac{\beta+2}{2}\right)^{\gamma} \tag{3.71}
\end{equation*}
$$

iii) Let

$$
\begin{equation*}
p(x)=\frac{1}{2} \log x \quad \forall x>2 \tag{3.72}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{\log k}=\frac{2}{2+\beta} \tag{3.73}
\end{equation*}
$$

iv) Let

$$
\begin{equation*}
p(x)=\frac{1}{2} \log \log x \quad \forall x>e^{2} \tag{3.74}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\log \left\|P_{k}\right\|}{\log \log k}=1 \tag{3.75}
\end{equation*}
$$

Proof. As an example, we perform the first computation where $p(x)=\frac{1}{2} x^{\alpha}$. By (3.67), for $k$ sufficiently large we have

$$
\begin{equation*}
p\left(x_{\lambda_{k}}\right)=\frac{1}{2} x_{\lambda_{k}}^{\alpha}=\frac{1}{2}\left(\frac{\pi}{2 \Omega_{\beta}} k\right)^{\frac{2}{2+\beta} \alpha}(1+o(1)) \tag{3.76}
\end{equation*}
$$

Since $\frac{2}{2+\beta} \alpha=\sigma$,

$$
\begin{equation*}
\frac{\log \left\|P_{k}\right\|}{k^{\sigma}}=\frac{1}{2}(1+o(1))\left(\frac{\pi}{2 \Omega_{\beta}}\right)^{\sigma} \frac{\log \left\|P_{k}\right\|}{p\left(x_{\lambda_{k}}\right)} \rightarrow\left(\frac{\pi}{2 \Omega_{\beta}}\right)^{\sigma}, \quad \text { as } k \rightarrow \infty \tag{3.77}
\end{equation*}
$$

by Theorem 3.8.
The other computations are similar, and more precise asymptotics for iii) and iv) can be found in Corollary 3.13.

Remark 3.10. Notice that we have included $\beta=2$ in Corollary 3.9. This is because Theorem 3.8 can indeed be applied, since the claims of both Lemmas 3.4 and 3.6 can be deduced in this case from asymptotics for the Hermite functions, as discussed in Remark 3.7.

For rapidly-growing $p$, a large portion of the mass of $e^{p(x)} y_{k}(x)$ is found near the turning point $x_{\lambda_{k}}$. Since we do not attempt a detailed analysis of $y_{k}$ near the turning point $x_{\lambda}$, we only obtain information on $\log \left\|P_{k}\right\|$ which is approximately $2 p\left(x_{\lambda_{k}}\right)$. On the other hand, if $p$ grows slowly, the majority of the mass of $e^{p(x)} y_{k}(x)$ is spread out over the interval $\left[-x_{\lambda_{k}}, x_{\lambda_{k}}\right]$, which allows us to show the following more precise asymptotics for $\left\|P_{k}\right\|$. As a corollary for $q(x)=|x|^{\beta}$, we find sharp polynomial rates of spectral projection growth.

Theorem 3.11. Let q satisfy Assumption let $x_{\lambda}$ be defined by (3.4), let $p$ satisfy Assumption $\amalg$ and in addition, as $x \rightarrow+\infty$,

$$
\begin{equation*}
p^{\prime}(x)=\mathcal{O}\left(\frac{1}{x}\right) \tag{3.78}
\end{equation*}
$$

let $L$ be defined as in (3.16), and denote by $P_{k}$ the spectral projection for $L$ at the eigenvalue $\lambda_{k}$. Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|P_{k}\right\| \frac{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{0}^{x_{\lambda_{k}}} e^{2 p(x)}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}=\frac{1}{2} \tag{3.79}
\end{equation*}
$$

Proof. Following the beginning of the proof of Theorem 3.8, from (3.42), (3.44), and (3.45), we have

$$
\begin{equation*}
\left\|P_{k}\right\|=\frac{\int_{0}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x}{\int_{0}^{x \lambda_{k}} \pi\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}(1+o(1)), \quad k \rightarrow \infty \tag{3.80}
\end{equation*}
$$

Fix $\varepsilon \in(0,1 / 3)$ and let $b_{k}^{ \pm}$be as in Lemma A.3 (ii) corresponding to $\lambda=\lambda_{k}$; note again that $b_{k}^{ \pm} \rightarrow \infty$ as $k \rightarrow \infty$. We again use $C$ for a sufficiently large constant which may vary from line to line, and $C_{\varepsilon}$ when this constant may depend on $\varepsilon$. We will show that

$$
\begin{equation*}
\int_{0}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x=(1+o(1)+\mathcal{O}(\sqrt{\varepsilon})) \int_{0}^{x_{\lambda_{k}}} \frac{\pi \cosh (2 p(x)) d x}{\sqrt{\lambda_{k}-q(x)}}, \quad k \rightarrow \infty \tag{3.81}
\end{equation*}
$$

then that

$$
\begin{equation*}
\int_{0}^{x_{\lambda_{k}}} \frac{\cosh (2 p(x)) d x}{\sqrt{\lambda_{k}-q(x)}}=(1+o(1)) \int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p(x)} d x}{2 \sqrt{\lambda_{k}-q(x)}}, \quad k \rightarrow \infty \tag{3.82}
\end{equation*}
$$

This suffices to establish the theorem since (3.80), (3.81), and (3.82) combined give

$$
\begin{equation*}
\lim _{\substack{\varepsilon \rightarrow 0 \\ \varepsilon>0}} \limsup _{k \rightarrow \infty}\left|\left\|P_{k}\right\| \frac{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{0}^{x_{\lambda_{k}}} e^{2 p(x)}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}-\frac{1}{2}\right|=0 \tag{3.83}
\end{equation*}
$$

Our goal is to show that errors may be dominated by the integral on the righthand side of (3.81) over the interval from $x_{\lambda_{k} / 3}=q^{-1}\left(\lambda_{k} / 3\right)$ to $b_{k}^{-}$. We therefore follow the strategy of (3.50) and obtain

$$
\begin{align*}
D:=\int_{x_{\lambda_{k} / 3}}^{b_{k}^{-}} \frac{\pi \cosh (2 p(x)) d x}{\sqrt{\lambda_{k}-q(x)}} & =\int_{x_{\lambda_{k} / 3}}^{b_{k}^{-}} \frac{q^{\prime}(x) \pi \cosh (2 p(x)) d x}{q^{\prime}(x) \sqrt{\lambda_{k}-q(x)}} \\
& \geq \frac{\pi \cosh \left(2 p\left(x_{\lambda_{k} / 3}\right)\right)}{q^{\prime}\left(b_{k}^{-}\right)}\left(\sqrt{\frac{2}{3}}-\sqrt{\varepsilon}\right) \sqrt{\lambda_{k}}  \tag{3.84}\\
& \geq \frac{1}{C} \frac{\sqrt{\lambda_{k}} \cosh \left(2 p\left(x_{\lambda_{k} / 3}\right)\right)}{q^{\prime}\left(b_{k}^{-}\right)}
\end{align*}
$$

Using that $q^{\prime}(x) / q(x)=\mathcal{O}(1 / x)$, we also have that

$$
\begin{equation*}
D \geq \frac{1}{C} \frac{q\left(b_{k}^{-}\right) \cosh \left(2 p\left(x_{\lambda_{k} / 3}\right)\right)}{(1-\varepsilon) \sqrt{\lambda_{k}} q^{\prime}\left(b_{k}^{-}\right)} \geq \frac{1}{C} \lambda_{k}^{-1 / 2} b_{k}^{-} \cosh \left(2 p\left(x_{\lambda_{k} / 3}\right)\right) \tag{3.85}
\end{equation*}
$$

We also use that, following (3.55) and (3.56), for $k$ sufficiently large,

$$
\begin{equation*}
\frac{b_{k}^{+}-x_{\lambda_{k} / 3}}{x_{\lambda_{k} / 3}} \leq \frac{3\left(1+\varepsilon-\frac{1}{3}\right) q\left(x_{\lambda_{k} / 3}\right)}{x_{\lambda_{k} / 3} q^{\prime}\left(x_{\lambda_{k} / 3}\right)} \leq C \tag{3.86}
\end{equation*}
$$

so our hypothesis (3.78) implies that

$$
\begin{equation*}
\frac{\cosh \left(2 p\left(b_{k}^{+}\right)\right)}{\cosh \left(2 p\left(x_{\lambda_{k} / 3}\right)\right)} \leq 2 e^{2 p\left(b_{k}^{+}\right)-2 p\left(x_{\lambda_{k} / 3}\right)}(1+o(1)) \leq C e^{C \frac{b_{k}^{+}-x_{\lambda_{k} / 3}}{x_{\lambda_{k} / 3}}} \leq C \tag{3.87}
\end{equation*}
$$

From (3.47) and (3.85), we have

$$
\begin{equation*}
\int_{b_{k}^{+}}^{\infty} \cosh (2 p(x)) u_{k}(x)^{2} d x \leq C_{\varepsilon} e^{-\frac{1}{C_{\varepsilon}} \sqrt{\lambda_{k}} x_{\lambda_{k}}}=o(D), \quad k \rightarrow \infty \tag{3.88}
\end{equation*}
$$

For the interval $\left[b_{k}^{-}, b_{k}^{+}\right.$), we use Corollary A. 6 and follow 3.50). Taking into account (3.84) and (3.87), we see that

$$
\begin{align*}
& \int_{b_{k}^{-}}^{b_{k}^{+}} \cosh (2 p(x)) u_{k}(x)^{2} d x \leq C \cosh \left(2 p\left(b_{k}^{+}\right)\right) \int_{b_{k}^{-}}^{x_{\lambda}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}}  \tag{3.89}\\
& \leq \frac{C \sqrt{\varepsilon \lambda_{k}}}{q^{\prime}\left(b_{k}^{-}\right)} \cosh \left(2 p\left(b_{k}^{+}\right)\right) \leq C \sqrt{\varepsilon} D
\end{align*}
$$

To replace $u(x)^{2}$ with $\left(\lambda_{k}-q(x)\right)^{-1 / 2}$ on the interval $\left[0, b_{k}^{-}\right)$, we apply Proposition A. 5 with $v(x)=\cosh (2 p(x))$; note that $v^{\prime}$ is then positive on $\left[0, b_{k}^{-}\right)$and so

$$
\begin{equation*}
\left\|v^{\prime}\right\|_{L^{1}\left(\left(0, b_{k}^{-}\right)\right)}=v\left(b_{k}^{-}\right)-v(0)=\cosh \left(2 p\left(b_{k}^{-}\right)\right)-1 \tag{3.90}
\end{equation*}
$$

Using that $p\left(b_{k}^{-}\right) \rightarrow \infty$ as $k \rightarrow \infty$, as well as (3.85) and (3.87) with $p\left(b_{k}^{-}\right) \leq p\left(b_{k}^{+}\right)$, we see that

$$
\begin{align*}
& \left|\int_{0}^{b_{k}^{-}} \cosh (2 p(x)) u(x)^{2} d x-\int_{0}^{b_{k}^{-}} \frac{\pi \cosh (2 p(x)) d x}{\sqrt{\lambda_{k}-q(x)}}\right|  \tag{3.91}\\
& \quad \leq \frac{C(1+|\log \varepsilon|)}{\varepsilon \lambda_{k}} \cosh \left(2 p\left(b_{k}^{-}\right)\right) \leq C \frac{(1+|\log \varepsilon|)}{\varepsilon b_{k}^{-} \sqrt{\lambda_{k}}} D=o(D), \quad k \rightarrow \infty
\end{align*}
$$

Taking (3.88), (3.89), and (3.91) together proves (3.81).
The final step is to establish (3.82). We have

$$
\begin{align*}
\int_{0}^{x_{\lambda_{k}}} \frac{e^{-2 p(x)}}{\sqrt{\lambda_{k}-q(x)}} d x & \leq \sqrt{\frac{2}{\lambda_{k}}} \int_{0}^{x_{\lambda_{k} / 2}} e^{-2 p(x)} d x+e^{-2 p\left(x_{\lambda_{k} / 2}\right)} \int_{x_{\lambda_{k} / 2}}^{x_{\lambda_{k}}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}}  \tag{3.92}\\
& \leq \sqrt{\frac{2}{\lambda_{k}}} x_{\lambda_{k} / 2}+e^{-2 p\left(x_{\lambda_{k} / 2}\right)} \int_{x_{\lambda_{k}} / 2}^{x_{\lambda_{k}}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
\int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p(x)}}{\sqrt{\lambda_{k}-q(x)}} d x \geq e^{2 p\left(x_{\lambda_{k} / 2}\right)} \int_{x_{\lambda_{k} / 2}}^{x_{\lambda_{k}}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}} \tag{3.93}
\end{equation*}
$$

This clearly dominates the second term of (3.92). Following (3.50) and (3.51),

$$
\begin{align*}
\sqrt{\frac{2}{\lambda_{k}}} x_{\lambda_{k} / 2}\left(e^{2 p\left(x_{\lambda_{k} / 2}\right)} \int_{x_{\lambda_{k} / 2}}^{x_{\lambda_{k}}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}}\right)^{-1} & \leq \sqrt{\frac{2}{\lambda_{k}}} x_{\lambda_{k} / 2}\left(e^{2 p\left(x_{\lambda_{k} / 2}\right)} \frac{\sqrt{2 \lambda_{k}}}{q^{\prime}\left(x_{\lambda_{k}}\right)}\right)^{-1}  \tag{3.94}\\
& =\frac{q^{\prime}\left(x_{\lambda_{k}}\right) x_{\lambda_{k} / 2}}{e^{2 p\left(x_{\lambda_{k} / 2} \lambda_{k}\right.}} \\
& \leq \frac{C x_{\lambda_{k} / 2}}{x_{\lambda_{k}} e^{2 p\left(x_{\lambda_{k} / 2}\right)}} \rightarrow 0, \quad k \rightarrow \infty
\end{align*}
$$

The estimates in (3.93) and (3.94), taken with (3.92), allow us to establish that

$$
\begin{equation*}
\int_{0}^{x_{\lambda_{k}}} \frac{e^{-2 p(x)} d x}{\sqrt{\lambda_{k}-q(x)}}=o\left(\int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p(x)} d x}{\sqrt{\lambda_{k}-q(x)}}\right) . \tag{3.95}
\end{equation*}
$$

As a consequence, (3.82) holds, and the proof of the theorem is complete.

Remark 3.12. We can modify (3.92) (3.94) to show that the quotient in (3.79) only depends on the limiting behavior of $p(x)$ in the following sense.

Let $\lambda_{k}$ and $x_{\lambda_{k}}$ be the eigenvalues and turning points of $T$ as in Theorem 3.11 and let both $p_{1}$ and $p_{2}$ satisfy Assumption II and

$$
\begin{equation*}
p_{1}(x)-p_{2}(x)=o(1), \quad x \rightarrow \infty \tag{3.96}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\int_{0}^{x_{\lambda_{k}}} e^{2 p_{1}(x)}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{0}^{x_{\lambda_{k}}} e^{2 p_{2}(x)}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}=1 \tag{3.97}
\end{equation*}
$$

For a sequence $\left\{c_{k}\right\}_{k \in \mathbb{N}}$ with $0 \leq c_{k} \leq x_{\lambda_{k} / 2}$ to be determined, write

$$
\begin{align*}
& \quad \int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p_{1}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x=\int_{0}^{c_{k}} \frac{e^{2 p_{1}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x+\int_{c_{k}}^{x_{\lambda_{k}}} \frac{e^{2 p_{1}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x  \tag{3.98}\\
& \leq e^{2 p_{1}\left(c_{k}\right)} \int_{0}^{c_{k}} \frac{d x}{\sqrt{\lambda_{k}-q(x)}}+e^{2 \sup _{x \geq c_{k}}\left(p_{1}(x)-p_{2}(x)\right)} \int_{c_{k}}^{x_{\lambda_{k}}} \frac{e^{2 p_{2}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x
\end{align*}
$$

Since $\left(\lambda_{k}-q(x)\right)^{-1 / 2} \leq\left(\lambda_{k} / 2\right)^{-1 / 2}$ for $x \in\left[0, c_{k}\right] \subset\left[0, x_{\lambda_{k} / 2}\right]$,

$$
\begin{equation*}
\frac{\int_{0}^{c_{k}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x}{\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x} \leq \frac{c_{k}\left(\lambda_{k} / 2\right)^{-1 / 2}}{x_{\lambda_{k}} \lambda_{k}^{-1 / 2}}=\frac{\sqrt{2} c_{k}}{x_{\lambda_{k}}} \tag{3.99}
\end{equation*}
$$

Inserting this into (3.98) and using $p_{2}(x) \geq 0$, so

$$
\begin{equation*}
\int_{0}^{x_{\lambda_{k}}}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x \leq \int_{0}^{x_{\lambda_{k}}} e^{2 p_{2}(x)}\left(\lambda_{k}-q(x)\right)^{-1 / 2} d x \tag{3.100}
\end{equation*}
$$

we see that

$$
\begin{align*}
& \int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p_{1}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x  \tag{3.101}\\
& \quad \leq\left(\frac{\sqrt{2} c_{k} e^{2 p_{1}\left(c_{k}\right)}}{x_{\lambda_{k}}}+e^{2 \sup _{x \geq c_{k}}\left(p_{1}(x)-p_{2}(x)\right)}\right) \int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p_{2}(x)}}{\sqrt{\lambda_{k}-q(x)}} d x
\end{align*}
$$

Because $x_{\lambda_{k} / 2}, x_{\lambda_{k}} \rightarrow \infty$ as $k \rightarrow \infty$ we may choose $c_{k} \rightarrow \infty$ sufficiently small so that $\frac{\sqrt{2} c_{k} e^{2 p_{1}\left(c_{k}\right)}}{x_{\lambda_{k}}} \rightarrow 0$, and since $p_{1}(x)-p_{2}(x)=o(1)$, we have for this choice of $c_{k}$ that

$$
\begin{equation*}
e^{2 \sup _{x \geq c_{k}}\left(p_{1}(x)-p_{2}(x)\right)}+\frac{\sqrt{2} c_{k} e^{2 p_{1}\left(c_{k}\right)}}{x_{\lambda_{k}}}=1+o(1), \quad k \rightarrow \infty . \tag{3.102}
\end{equation*}
$$

Putting this in (3.101) and reversing the roles of $p_{1}$ and $p_{2}$ gives (3.97).
Therefore, if $p_{1}$ and $p_{2}$ satisfy (3.96) and the hypotheses of Theorem 3.11 then the asymptotics for the norms of the corresponding spectral projections are the same, that is, their ratio tends to 1.
Corollary 3.13. Let $q(x)=|x|^{\beta}, \beta \geq 2$, let $p$ satisfy Assumption II, let $L$ be defined as (3.16), let $\left\{P_{k}\right\}_{k}$ be its spectral projections, let $\Omega_{\beta}$ be as in (3.6) and let

$$
\begin{equation*}
B(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} \tag{3.103}
\end{equation*}
$$

be the beta function.
i) For $\gamma>0$, let

$$
\begin{equation*}
p(x)=\frac{1}{2} \gamma \log x, \quad \forall x>2 \tag{3.104}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left\|P_{k}\right\|}{k^{\frac{2}{2+\beta} \gamma}}=\frac{1}{2}\left(\frac{\pi}{2 \Omega_{\beta}}\right)^{\frac{2}{2+\beta} \gamma} \frac{B\left(\frac{\gamma+1}{\beta}, \frac{1}{2}\right)}{B\left(\frac{1}{\beta}, \frac{1}{2}\right)} . \tag{3.105}
\end{equation*}
$$

ii) For $\gamma>0$, let

$$
\begin{equation*}
p(x)=\frac{1}{2} \gamma \log \log x \quad \forall x>e^{2} \tag{3.106}
\end{equation*}
$$

Then

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left\|P_{k}\right\|}{(\log k)^{\gamma}}=\frac{1}{2}\left(\frac{2}{2+\beta}\right)^{\gamma} \tag{3.107}
\end{equation*}
$$

Proof. Following Remark 3.12, modifying $p(x)$ on a bounded set does not change the asymptotics in Theorem 3.11. For $p(x)=\frac{1}{2} \gamma \log x$, we change variables twice to compute

$$
\begin{align*}
\int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p(x)} d x}{\sqrt{\lambda_{k}-q(x)}} & =\int_{0}^{x_{\lambda_{k}}} x^{\gamma}\left(x_{\lambda_{k}}^{\beta}-x^{\beta}\right)^{-1 / 2} d x \\
& =x_{\lambda_{k}}^{1+\gamma-\frac{\beta}{2}} \int_{0}^{1} x^{\gamma}\left(1-x^{\beta}\right)^{-1 / 2} d x  \tag{3.108}\\
& =\beta x_{\lambda_{k}}^{1+\gamma-\frac{\beta}{2}} B\left(\frac{1+\gamma}{\beta}, \frac{1}{2}\right)
\end{align*}
$$

Combining with the case $\gamma=0$, along with Theorem 3.11 gives us that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|P_{k}\right\| \frac{B\left(\frac{1}{\beta}, \frac{1}{2}\right)}{B\left(\frac{1+\gamma}{\beta}, \frac{1}{2}\right) x_{\lambda_{k}}^{\gamma}}=\frac{1}{2} \tag{3.109}
\end{equation*}
$$

The result (3.105) then comes from the asymptotics (3.67) for $x_{\lambda_{k}}$.
For the second computation, when $p(x)=\frac{1}{2} \gamma \log \log x$, we compute

$$
\begin{align*}
\int_{0}^{x_{\lambda_{k}}} \frac{e^{2 p(x)} d x}{\sqrt{\lambda_{k}-q(x)}} & =\int_{0}^{x_{\lambda_{k}}}(\log x)^{\gamma}\left(x_{\lambda_{k}}^{\beta}-x^{\beta}\right)^{-1 / 2} d x \\
& =x_{\lambda_{k}}^{1-\frac{\beta}{2}} \int_{0}^{1}\left(\log x_{\lambda_{k}}+\log x\right)^{\gamma}\left(1-x^{\beta}\right)^{-1 / 2} d x  \tag{3.110}\\
& =\left(\log x_{\lambda_{k}}\right)^{\gamma}(1+o(1)) \int \frac{d x}{\sqrt{\lambda_{k}-q(x)}}, \quad k \rightarrow \infty
\end{align*}
$$

The result follows from Theorem 3.11 and (3.67).

## 4. Additional remarks

4.1. When $p$ is complex-valued, non-odd, or non-smooth. We begin by noting that the analysis in Section 3 is completely insensitive to an imaginary part of $p$. Recalling the conjugation (3.13), we can write

$$
\begin{equation*}
T+B(p+i r)=W(T+B(p)) W^{*} \tag{4.1}
\end{equation*}
$$

for the unitary operator on $L^{2}(\mathbb{R})$

$$
\begin{equation*}
W u(x)=e^{i r(x)} u(x) \tag{4.2}
\end{equation*}
$$

Therefore so long as $r \in C^{2}(\mathbb{R})$ is a real-valued function, we can define the operator $T+B(p+i r)$ via (4.1) and (4.2) and note that its spectral properties are determined entirely by the real part $p$.

We also note that the assumption that $p$ is odd in most of Sections 2 and 3 was not essential. Without it, $\left\|f_{k}\right\| \neq\left\|g_{k}\right\|$, but one can still find $\left\|f_{k}\right\|$ and $\left\|g_{k}\right\|$ separately and compute the spectral projection norms via (3.42).

To illustrate the different asymptotic regimes which appear, we present an example where $q(x)=x^{2}$ and $p(x)$ is even and $p(x) \rightarrow+\infty$ as $|x| \rightarrow \infty$. The principal contribution to $\left\|g_{k}\right\|$ therefore comes from $x$ small compared with $x_{\lambda_{k}}=\sqrt{2 k+1}$.

Therefore, let $T$ be the harmonic oscillator as in Section 2 let

$$
\begin{equation*}
p(x)=a \sqrt{1+x^{2}}, \quad a>0 \tag{4.3}
\end{equation*}
$$

and let the perturbation $B(p)$ be defined by formula (3.15). We remark that equally sharp asymptotics could be found assuming only that $p \in C^{2}(\mathbb{R})$, that $p^{\prime}$ and $p^{\prime \prime}$ are bounded, and that $p(x)=a_{ \pm} x+\mathcal{O}\left(|x|^{-1}\right)$ as $x \rightarrow \pm \infty$ with $a_{ \pm} \neq 0$.
Proposition 4.1. Let $P_{k}$ denote the spectral projection for $L$, defined in (3.16) with $p$ as in (4.3), for the eigenvalue $\lambda_{k}=2 k+1$. Then we have the asymptotic formula

$$
\begin{equation*}
\left\|P_{k}\right\|=\frac{\left\|e^{-p(x)}\right\|}{\pi^{3 / 4}(2 k)^{3 / 8} a^{1 / 4}} \exp (a \sqrt{2 k})\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right) \tag{4.4}
\end{equation*}
$$

Proof. In order to analyze $\left\|f_{k}\right\|=\left\|e^{p} h_{k}\right\|$, begin by introducing

$$
\begin{equation*}
\Psi_{a}:=\int_{-\infty}^{\infty} e^{2 a|x|}\left|h_{k}(x)\right|^{2} d x \tag{4.5}
\end{equation*}
$$

Using that $\left|h_{k}(x)\right|^{2}$ is even, we have that

$$
\Psi_{a}=2 \int_{0}^{\infty} e^{2 a x}\left|h_{k}(x)\right|^{2} d x=2 \int_{-\infty}^{\infty} e^{2 a x}\left|h_{k}(x)\right|^{2} d x-2 \int_{-\infty}^{0} e^{2 a x}\left|h_{k}(x)\right|^{2} d x
$$

Recall that $a>0$ and that the $h_{k}$ are normalized in $L^{2}(\mathbb{R})$, and therefore the third integral is bounded by 1. Asymptotics for the second integral are computed in Theorem 2.6 where the integral appears as $\left\|P_{k}\right\|$, and so we conclude that

$$
\begin{equation*}
\Psi_{a}=\frac{1}{(2 k)^{1 / 4} \sqrt{a \pi}} \exp \left(2^{3 / 2} a \sqrt{k}\right)\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right) \tag{4.6}
\end{equation*}
$$

Then

$$
\left\|f_{k}\right\|^{2}=\Psi_{a}+2 \int_{0}^{\infty} e^{2 a|x|}\left(e^{2(p(x)-a|x|)}-1\right)\left|h_{k}(x)\right|^{2} d x
$$

It is easy to use the Taylor series to show that

$$
e^{2(p(x)-a|x|)}-1=\frac{a}{x}+\mathcal{O}\left(x^{-2}\right), \quad x \rightarrow+\infty
$$

For an upper bound for the error $\left\|f_{k}\right\|^{2}-\Psi_{a}$, we only need to note that the contribution when $|x| \leq \sqrt{k}$ is negligible compared with $\Psi_{a}$ since, using that $2^{3 / 2}$ $2>0.8$,

$$
2 \int_{0}^{\sqrt{k}} e^{2 a|x|}\left(e^{2(p(x)-a|x|)}-1\right)\left|h_{k}(x)\right|^{2} d x \leq 2 e^{2 a \sqrt{1+k}}\left\|h_{k}\right\|^{2} \ll e^{-0.8 a \sqrt{k}} \Psi_{a}
$$

The same reasoning shows that $\Psi_{a}$ as defined in (4.5) is determined by the integral over $\{|x| \geq \sqrt{k}\}$ with exponentially small relative error. Therefore

$$
\begin{aligned}
2 \int_{0}^{\infty} e^{2 a|x|} & \left(e^{2(p(x)-a|x|)}-1\right)\left|h_{k}(x)\right|^{2} d x \\
& =2 \int_{\sqrt{k}}^{\infty} e^{2 a|x|}\left(e^{2(p(x)-a|x|)}-1\right)\left|h_{k}(x)\right|^{2} d x+\mathcal{O}\left(e^{-0.8 a \sqrt{k}} \Psi_{a}\right) \\
& \leq 2 \int_{\sqrt{k}}^{\infty} e^{2 a|x|}\left(\frac{a}{\sqrt{k}}+\mathcal{O}\left(k^{-1}\right)\right)\left|h_{k}(x)\right|^{2} d x+\mathcal{O}\left(e^{-0.8 a \sqrt{k}} \Psi_{a}\right) \\
& \leq \mathcal{O}\left(k^{-1 / 2} \Psi_{a}\right)
\end{aligned}
$$

We conclude that

$$
\begin{equation*}
\left\|f_{k}\right\|^{2}=\Psi_{a}\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right) \tag{4.7}
\end{equation*}
$$

We turn to analysis of $g_{k}(x)=e^{-p(x)} h_{k}(x)$. From Propositions A.4 A.5 Corollary A. 6 and the fact that $e^{-2 p(x)}$ is exponentially small on $\left\{|x| \geq x_{\lambda_{k}}^{1 / 2}\right\}$ it is clear that

$$
\left\|g_{k}\right\|^{2}=\int_{0}^{b_{k}^{-}} \frac{e^{-2 p(x)} d x}{\pi \sqrt{\lambda_{k}-x^{2}}}+\mathcal{O}\left(k^{-1}\right)=\int_{0}^{x_{\lambda_{k}}^{1 / 2}} \frac{e^{-2 p(x)} d x}{\pi \sqrt{\lambda_{k}-x^{2}}}+\mathcal{O}\left(k^{-1}\right)
$$

notice that, since the $h_{k}$ are normalized, the equivalent of Proposition A.5 reads

$$
\begin{align*}
& \left|\int_{0}^{b_{k}^{-}} v(x) h_{k}(x)^{2} d x-\int_{0}^{b_{k}^{-}} \frac{v(x) d x}{\pi \sqrt{\lambda_{k}-x^{2}}}\right|  \tag{4.8}\\
& \quad \leq \frac{1}{\varepsilon \lambda_{k}}\left(\left(C_{2}+\frac{3}{4}|\log \varepsilon|\right)\|v\|_{L^{\infty}\left(\left(0, b_{k}^{-}\right)\right)}+\left\|v^{\prime}\right\|_{L^{1}\left(\left(0, b_{k}^{-}\right)\right)}\right)
\end{align*}
$$

On the interval $\left[0, x_{\lambda_{k}}^{1 / 2}\right]$, we have

$$
\frac{1}{\sqrt{\lambda_{k}-x^{2}}}=\frac{1}{x_{\lambda_{k}}}\left(1-\left(x / x_{\lambda_{k}}\right)^{2}\right)^{-1 / 2}=\frac{1}{\sqrt{2 k}}\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right)
$$

Therefore, using the rapid decay of $e^{-2 p(x)}$,

$$
\begin{align*}
\left\|g_{k}\right\|^{2} & =\int_{0}^{x_{\lambda_{k}}^{1 / 2}} \frac{e^{-2 p(x)} d x}{\pi \sqrt{\lambda_{k}-x^{2}}}=\left(\frac{1}{\pi \sqrt{2 k}} \int_{0}^{x_{\lambda_{k}}^{1 / 2}} e^{-2 p(x)} d x\right)\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right)  \tag{4.9}\\
& =\frac{1}{\pi \sqrt{2 k}}\left\|e^{-p}\right\|^{2}\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right)
\end{align*}
$$

Taking a square root and multiplying by (4.7), along with the definition (4.5) and value (4.6) of $\Psi_{a}$, proves the proposition.

It is natural to study an even perturbation for which $\left\|e^{-p}\right\|$ is easy to compute, such as

$$
\begin{equation*}
p(x)=a|x|, \quad a>0 \tag{4.10}
\end{equation*}
$$

but complications arise upon calculating that the operator $B$ as in (3.15) would involve a delta function coming from the second derivative of $p$.

It is convenient to define $L$ via forms instead. We start by defining a form $l$ as a sum of the forms $t$ and $b$ associated with $T$ and a perturbation. Specifically,

$$
\begin{aligned}
l & =t+b \\
t(f, g) & =\left\langle f^{\prime}, g^{\prime}\right\rangle+\langle x f, x g\rangle \\
b(f, g) & =a^{2}\langle f, g\rangle+i\left(\left\langle D f, p^{\prime} g\right\rangle+\left\langle p^{\prime} f, D g\right\rangle\right), \\
\operatorname{Dom}(l) & =\operatorname{Dom}(b)=\operatorname{Dom}(t)=\left\{f \in W^{1,2}(\mathbb{R}): x f \in L^{2}(\mathbb{R})\right\} .
\end{aligned}
$$

Notice that integration by parts gives

$$
b(f, g)=2 a f(0) \overline{g(0)}-a^{2}\langle f, g\rangle+2 i\left\langle p^{\prime} D f, g\right\rangle
$$

where the first term corresponds to $2 a \delta(x)$. The form $t$ is symmetric, bounded from below, and closed. Since

$$
|b(f, f)| \leq a\left(2\left\|f^{\prime}\right\|+a\|f\|\right)\|f\| \leq C\left(t(f, f)+\|f\|^{2}\right)^{1 / 2}\|f\|
$$

we see that $b$ is $s$-subordinated, in the sense of forms, to $t$ with $s=1 / 2$. The form $b$ is therefore relatively bounded with respect to $t$ with bound 0 , just as in the operator case. It follows from [16, Thm. VI.3.4] that $l$ is a sectorial closed form on $\operatorname{Dom}(l)=\operatorname{Dom}(t)$ and it uniquely determines, via the first representation theorem [16, Thm. VI.2.1], an $m$-sectorial operator $L$ with compact resolvent. The action and the domain of $L$ can be obtained explicitly following the lines of 16 , Ex. VI.2.16, Sec. VI.4.1]; they are

$$
\begin{align*}
L= & -\frac{d^{2}}{d x^{2}}+x^{2}-a^{2}+2 i a \operatorname{sgn}(x) D \\
\operatorname{Dom}(L)= & \left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}): x^{2} f \in L^{2}(\mathbb{R}),\right.  \tag{4.11}\\
& \left.f(0+)=f(0-), f^{\prime}(0+)-f^{\prime}(0-)=2 a f(0)\right\}
\end{align*}
$$

Notice that any $f \in \operatorname{Dom}(L)$ has a continuous extension in $W^{1,2}(\mathbb{R})$. We can check that the functions $f_{k}(x)=e^{a|x|} h_{k}(x)$ belong to $\operatorname{Dom}(L)$, and they are in fact eigenfunctions corresponding to eigenvalues $2 k+1$ as expected. Moreover, the arguments used to prove Lemma 2.5 show that the set $\left\{f_{k}\right\}_{k=0}^{\infty}$ is complete in $L^{2}(\mathbb{R})$.

The adjoint operator $L^{*}$ is associated with the adjoint form $l^{*}(f, g):=\overline{l(g, f)}$, and it can be verified using the above arguments that

$$
\begin{aligned}
L^{*}= & -\frac{d^{2}}{d x^{2}}+x^{2}-a^{2}-2 i a \operatorname{sgn}(x) D \\
\operatorname{Dom}\left(L^{*}\right)= & \left\{f \in W^{2,2}(\mathbb{R} \backslash\{0\}): x^{2} f \in L^{2}(\mathbb{R})\right. \\
& \left.f(0+)=f(0-), f^{\prime}(0+)-f^{\prime}(0-)=-2 a f(0)\right\}
\end{aligned}
$$

Then the functions $g_{k}=e^{-a|x|} h_{k}(x)$ are eigenfunctions of $L^{*}$, and they also form a complete set.

The same computations which proved Proposition 4.1 may then be applied to $L$ as in (4.11) with $a>0$, but here we can easily compute $\left\|e^{-p(x)}\right\|=1 / a$.

Proposition 4.2. Let $P_{k}$ denote the spectral projection for $L$, defined in (4.10) and (4.11), for the eigenvalue $\lambda_{k}=2 k+1$. Then we have the asymptotic formula

$$
\begin{equation*}
\left\|P_{k}\right\|=\frac{1}{(\pi a)^{3 / 4}(2 k)^{3 / 8}} \exp (a \sqrt{2 k})\left(1+\mathcal{O}\left(k^{-1 / 2}\right)\right) \tag{4.12}
\end{equation*}
$$

4.2. Existence of an Abel basis with brackets. Finally, we also compare our operators with $q(x)=|x|^{\beta}, \beta \geq 2$, and $p$ obeying (3.26) in Section 3 with the main theorem in [4, which provides sufficient conditions for an operator to admit various types of bases with brackets comprised of root vectors. For definitions, see [17, Sec. I.1.6]. Adding a constant $C_{0}>0$ sufficiently large, we may see that the imaginary part of $L+C_{0}$ is subordinated to the real part in the sense of quadratic forms, see [4. Eq. (1.6)] with $s$ in (3.27). We then may verify that

$$
\limsup _{j \rightarrow \infty} s_{j}\left(\Re\left(L+C_{0}\right)\right) j^{-h}>0
$$

if and only if $h \leq 2 \beta /(2+\beta)$; cf. [4, Eq. (1.7)].
We find ourselves in the situation of the main theorem [4, Eq. (1.8.c)] with

$$
p(1-q)=\frac{2 \beta}{2+\beta}\left(\frac{1}{2}-\max \left\{\frac{\alpha-1}{\beta}, 0\right\}\right) \leq \frac{\beta}{2+\beta}<1
$$

We may rephrase this in the following proposition.
Proposition 4.3. Consider the operator $L$ in (3.16) with $q(x)=|x|^{\beta}, \beta \geq 2$, and $p$ obeying (3.26). The collection of root vectors $\left\{f_{k}\right\}_{k=0}^{\infty}$ defined in (3.12) is an Abel basis with brackets of order $\gamma$ for any

$$
\gamma>\frac{1}{\beta}+\max \left\{\frac{\alpha-1}{\beta}, 0\right\}
$$

and the same holds for $\left\{g_{k}\right\}_{k=0}^{\infty}$.
Recall that the existence of a Riesz basis, instead of an Abel basis, is impossible when the spectral projections norms are unbounded. That the root vectors of an operator may fail to be a Riesz basis, or even an Abel basis, is typically connected with resolvent growth away from the eigenvalues of the operator; see [29] and the many references therein.
4.3. Existence of an embedded Riesz basis. Several recent papers study basis property and eigenvalue asymptotics of perturbations of operators resembling the harmonic and anharmonic oscillators. Namely, the unperturbed operator $T$ is selfadjoint and non-negative, the spectrum of $T$ is discrete, all eigenvalues $\left\{\mu_{k}\right\}_{k \in \mathbb{N}}$ are simple and

$$
\begin{equation*}
\lambda_{k+1}-\lambda_{k} \geq \kappa k^{\alpha-1} \tag{4.13}
\end{equation*}
$$

with $\kappa>0$ and $\alpha>1 / 2$. If the perturbation $B$ satisfies the so-called local subordination condition

$$
\begin{gather*}
\lim _{k \rightarrow \infty}\left\|B \psi_{k}\right\| \leq c_{k} k^{\alpha-1}  \tag{4.14a}\\
\lim _{k \rightarrow \infty} c_{k}=0 \tag{4.14b}
\end{gather*}
$$

where $\left\{\psi_{k}\right\}_{k \in \mathbb{N}},\left\|\psi_{k}\right\|=1$, are eigenfunctions of $T$ related to eigenvalues $\lambda_{k}$, then the eigensystem of $T+B$ contains a Riesz basis.

The conditions (4.14) with $\alpha=1$ appeared first in [2], where perturbations of the harmonic oscillator by multiplication by a complex-valued function were studied and it was proved that the eigensystem of $T+B$ contains a Riesz basis. In [24], it was proved in an abstract setting that if $\alpha=1$ and $B$ satisfies (4.14a) and, instead of 4.14b,$\left\{c_{k}\right\}_{k \in \mathbb{N}}$ is assumed to a bounded sequence, then the eigensystem of
$T+B$ contains a basis with brackets. Moreover, the asymptotics of the eigenvaluecounting function of $T+B$ was proved in [24] as well; see also [25] for further generalizations. The next step, in particular showing the existence of a Riesz basis for $\alpha>1 / 2$ and $B$ satisfying (4.14), was done in 3. Finally, a sesquilinear form version of (4.14) was used in [20] to deal with singular perturbations of the harmonic oscillator; eigenvalue asymptotics for the latter were further studied in [18, 19 .

For the harmonic oscillator and perturbations by potentials, it was showed in [2, 3, 20] that the eigensystem of $T+V$ contains a Riesz basis if $V \in L^{p}(\mathbb{R})$ with $1 \leq p<\infty$ or $\|V\|_{\infty}<1$. It is not known whether the condition $V \in L^{\infty}(\mathbb{R})$, without the assumption $\|V\|_{\infty}<1$, is sufficient to conclude that the eigensystem of $T+V$ contains a Riesz basis.

Notice that our Theorem 3.8 shows that the condition (4.14) does not hold for $T$ as in (3.2) and the perturbation $B(p)$ as in (3.15) with $q$ and $p$ satisfying Assumptions $\mathbb{\square}$ and respectively, since the norms of the spectral projections are unbounded. Nonetheless, our Theorem 3.11 and results summarized above enable us to analyse $T$ with $q(x)=|x|^{\beta}, \beta>2$, perturbed by certain unbounded complex potentials.

Proposition 4.4. Let $T$ be as in (3.2) with $q(x)=|x|^{\beta}, \beta>2$. If, for some $\varepsilon, C_{0}>0$,

$$
\begin{equation*}
|V(x)| \leq C_{0}\left(1+|x|^{\frac{\beta-2}{2}-\varepsilon}\right) \tag{4.15}
\end{equation*}
$$

then the eigensystem of $T+V$ contains a Riesz basis.
Proof. Without loss of generality, we may assume that $\beta-2-2 \varepsilon>0$, since when (4.15) holds, the same statement holds for any smaller $\tilde{\varepsilon} \in(0, \varepsilon)$. Let $\left\{y_{k}\right\}_{k=0}^{\infty}$ be the eigenfunctions of $T$ as in (3.8). In view of 4.14a) and 4.14b), our goal will be to show that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{\left\|V y_{k}\right\|}{\left\|y_{k}\right\|} k^{1-\alpha}=0 \tag{4.16}
\end{equation*}
$$

with $\alpha-1=\frac{\beta-2}{\beta+2}$ the spacing between eigenvalues of $T$ in (4.13); see e.g. [3, Eq. (8.10)]. Letting $C>0$ vary from instance to instance, we have that

$$
\begin{align*}
\left\|V y_{k}\right\|^{2} & \leq C \int_{0}^{\infty}\left(1+|x|^{\frac{\beta-2}{2}-\varepsilon}\right)^{2} y_{k}(x)^{2} d x  \tag{4.17}\\
& \leq C\left\|y_{k}\right\|^{2}+C \int_{1}^{\infty} \cosh \left(2\left(\frac{\beta-2}{2}-\varepsilon\right) \log x\right) y_{k}(x)^{2} d x
\end{align*}
$$

As in Corollary 3.13i), we may find some $p(x)$ satisfying Assumption $\Pi$ such that

$$
\begin{equation*}
p(x)=\frac{1}{2}(\beta-2-2 \varepsilon) \log x, \quad x>C . \tag{4.18}
\end{equation*}
$$

This is so that, when $L$ is defined as (3.16) and $\left\{P_{k}\right\}_{k}$ denote the spectral projections of $L$, by 3.13 i) and the reasoning leading to (3.80),

$$
\begin{equation*}
\left\|P_{k}\right\|=(1+o(1)) \frac{\left\|\cosh (2 p(x)) y_{k}(x)\right\|^{2}}{\left\|y_{k}\right\|^{2}} \leq C k^{\frac{2}{2+\beta}(\beta-2-2 \varepsilon)}, \quad k \geq 1 \tag{4.19}
\end{equation*}
$$

Taking square roots and using that $\beta-2-2 \varepsilon>0$,

$$
\begin{equation*}
\frac{\left\|V y_{k}\right\|}{\left\|y_{k}\right\|} \leq C+C(1+o(1)) \frac{\left\|\cosh (2 p) y_{k}\right\|}{\left\|y_{k}\right\|} \leq C k^{\frac{\beta-2-2 \varepsilon}{2+\beta}} \tag{4.20}
\end{equation*}
$$

The conclusion (4.16) follows since $k^{\frac{\beta-2-2 \varepsilon}{2+\beta}+1-\alpha}=k^{-\frac{2 \varepsilon}{2+\beta}}$, so condition (4.14) is satisfied. Hence the claim follows from [3, Thm. 6].

## Appendix A.

In order to discuss solutions to the second order ODE which may not be in $L^{2}(\mathbb{R})$, we first include a theorem from [21]. To state the theorem we use the variation of a function $f \in C^{1}(\mathbb{R})$ over the interval $(a, b)$ :

$$
\mathcal{V}_{a, b}(f)=\int_{a}^{b}\left|f^{\prime}(x)\right| d x
$$

Theorem A.1. [21, Chapter 6, Theorem 2.1] In a given finite or infinite interval $\left(a_{1}, a_{2}\right)$, let $f(x)$ be a positive, real, twice continuously differentiable function, $g(x)$ a continuous real or complex function, and

$$
F(x)=\int\left(\frac{1}{f^{1 / 4}} \frac{d^{2}}{d x^{2}}\left(\frac{1}{f^{1 / 4}}\right)-\frac{g}{f^{1 / 2}}\right) d x
$$

Then in this interval the differential equation

$$
d^{2} w / d x^{2}=(f(x)+g(x)) w
$$

has twice continuously differentiable solutions

$$
\begin{gathered}
w_{1}(x)=f^{-1 / 4}(x) \exp \left(\int f^{1 / 2}(x) d x\right)\left(1+\varepsilon_{1}(x)\right) \\
w_{2}(x)=f^{-1 / 4}(x) \exp \left(-\int f^{1 / 2}(x) d x\right)\left(1+\varepsilon_{2}(x)\right)
\end{gathered}
$$

such that

$$
\left|\varepsilon_{j}(x)\right|, \frac{1}{2} f^{-1 / 2}\left|\varepsilon_{j}^{\prime}(x)\right| \leq \exp \left(\frac{1}{2} \mathcal{V}_{a_{j}, x}(F)\right)-1, \quad j=1,2,
$$

provided that $\mathcal{V}_{a_{j}, x}(F)<\infty$. If $g(x)$ is real, then the solutions are real.
More precise estimates of eigenfunctions $\left\{y_{k}\right\}_{k}$ of the operator $T$ defined in (3.2) can be obtained by the method of Langer, see e.g. [28, §22.27]. We discuss asymptotics in two regimes: beyond the turning point $x_{\lambda}$ (defined by (3.4)) and strictly between the turning points $-x_{\lambda}$ and $x_{\lambda}$. Since $q$ is even, it suffices to work on $(0,+\infty)$. We follow the notations of [11]:

$$
\begin{align*}
q\left(x_{\lambda}\right) & =\lambda, \quad x_{\lambda}>0 \\
a_{\lambda} & =q^{\prime}\left(x_{\lambda}\right) \\
\zeta & =\zeta(x, \lambda)= \begin{cases}\int_{x}^{x_{\lambda}} \sqrt{\lambda-q(s)} d s, & \text { for } 0<x<x_{\lambda} \\
i \int_{x_{\lambda}}^{x} \sqrt{q(s)-\lambda} d s, & \text { for } x>x_{\lambda}\end{cases}  \tag{A.1}\\
u & =u(x, \lambda)=\left(\frac{\zeta}{\zeta^{\prime}}\right)^{1 / 2} K_{1 / 3}(-i \zeta), \quad x>0 \\
u_{k} & =u\left(x, \lambda_{k}\right), \quad x>0, \quad \lambda_{k} \in \operatorname{Spec}(T)
\end{align*}
$$

where $K_{1 / 3}$ is the modified Bessel function of order $1 / 3$. We also define the positive numbers $\delta$ and $\delta_{1}$ by

$$
\begin{equation*}
\zeta\left(x_{\lambda}-\delta\right)=-i \zeta\left(x_{\lambda}+\delta_{1}\right)=1 \tag{A.2}
\end{equation*}
$$

Lemma A. 2 ([28, §22.27]). Let $q$ satisfy Assumption [1, $x_{\lambda}$ be defined by (3.4) and $u$ be as in (A.1). Then there is a solution of $-y^{\prime \prime}+(q-\lambda) y=0$ on $(0,+\infty)$ such that

$$
\begin{equation*}
y(x)=u(x)\left(1+\mathcal{O}\left(x_{\lambda}^{-1} \lambda^{-1 / 2}\right)\right) \tag{A.3}
\end{equation*}
$$

uniformly with respect to $x$.
Lemma A.3. Let $q$ satisfy Assumption I, $x_{\lambda}$ be defined by (3.4) and $a_{\lambda}, \zeta, u, \delta, \delta_{1}$ be as in A.1 - A.2). Then
(i) $\delta$ and $\delta_{1}$ are both $\mathcal{O}\left(a_{\lambda}^{-1 / 3}\right)$ as $\lambda \rightarrow+\infty$,
(ii) for $\varepsilon \in(0,1)$, define the positive numbers $b^{ \pm}$by equation

$$
\begin{equation*}
q\left(b^{ \pm}\right)=(1 \pm \varepsilon) \lambda ; \tag{A.4}
\end{equation*}
$$

then there exists $\lambda_{\varepsilon}>0$ such that, for all $\lambda>\lambda_{\varepsilon}$,

$$
\begin{equation*}
b^{-} \leq x_{\lambda}-\delta \quad \text { and } \quad b^{+} \geq x_{\lambda}+\delta_{1} \tag{A.5}
\end{equation*}
$$

(iii) for $0 \leq x<x_{\lambda}-\delta$ and $\zeta>1$,

$$
\begin{equation*}
u^{2}=\frac{\pi}{\sqrt{\lambda-q}}\left(1+\sin 2 \zeta+R_{1}(\zeta)\right) \tag{A.6}
\end{equation*}
$$

where $\left|R_{1}(\zeta)\right|<1 /(2 \zeta)$,
(iv) there exists $C_{1}>0$ such that, for all $\lambda \in q(\mathbb{R})$,

$$
\begin{equation*}
|u(x)| \leq \frac{C_{1}}{(q(x)-\lambda)^{1 / 4}} \exp \left(-\int_{x_{\lambda}}^{x} \sqrt{q(s)-\lambda} d s\right), \quad x>x_{\lambda}+\delta_{1} \tag{A.7}
\end{equation*}
$$

(v) as $\lambda \rightarrow \infty$,

$$
\begin{align*}
\int_{0}^{\infty} u(x)^{2} d x & =\int_{0}^{x_{\lambda}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}+\mathcal{O}\left(x_{\lambda}^{2 / 3} \lambda^{-2 / 3}\right) \\
& =\int_{0}^{x_{\lambda}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}\left(1+\mathcal{O}\left(x_{\lambda}^{-1 / 3} \lambda^{-1 / 6}\right)\right) \tag{A.8}
\end{align*}
$$

Proof.

$$
\begin{equation*}
\int_{x_{\lambda}-\delta}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x=1 \tag{A.9}
\end{equation*}
$$

First we show that $\delta=o\left(x_{\lambda}\right)$ as $\lambda \rightarrow \infty$. We proceed by contradiction: let there exist $\varepsilon_{0} \in(0,1 / 2)$ such that $\delta \geq \varepsilon_{0} x_{\lambda}$ for all sufficiently large $\lambda$. Since $q^{\prime}$ is non-decreasing,

$$
\begin{aligned}
1 & =\int_{x_{\lambda}-\delta}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x \geq \int_{\left(1-\varepsilon_{0}\right) x_{\lambda}}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x \\
& \geq \sqrt{q^{\prime}\left(\left(1-\varepsilon_{0}\right) x_{\lambda}\right)} \int_{\left(1-\varepsilon_{0}\right) x_{\lambda}}^{x_{\lambda}} \sqrt{x_{\lambda}-x} d x \geq C\left(\varepsilon_{0} x_{\lambda}\right)^{3 / 2}
\end{aligned}
$$

which leads to the contradiction since $x_{\lambda} \rightarrow \infty$.
Using that $q^{\prime}$ is non-decreasing, Taylor polynomial (of the second degree) for $q\left(x_{\lambda}-\delta\right), q^{\prime \prime}(x) / q^{\prime}(x)=\mathcal{O}(1 / x)$ as $x \rightarrow \infty$ and $\delta=o\left(x_{\lambda}\right)$, we obtain

$$
\begin{align*}
& \text { (with } \xi \in\left(x_{\lambda}-\delta, x_{\lambda}\right) \text { ) } \\
& 1=\int_{x_{\lambda}-\delta}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x \\
& =\int_{x_{\lambda}-\delta}^{x_{\lambda}} \frac{q^{\prime}(x)}{q^{\prime}(x)} \sqrt{\lambda-q(x)} d x \geq \frac{2}{3 a_{\lambda}}\left(\lambda-q\left(x_{\lambda}-\delta\right)\right)^{3 / 2} \\
& \geq \frac{2}{3} \delta^{3 / 2} a_{\lambda}^{1 / 2}\left(1-\frac{1}{2}\left|\frac{q^{\prime \prime}(\xi)}{q^{\prime}(\xi)}\right|\left|\frac{q^{\prime}(\xi)}{q^{\prime}\left(x_{\lambda}\right)}\right| \delta\right)^{3 / 2}  \tag{A.11}\\
& \geq \frac{2}{3} \delta^{3 / 2} a_{\lambda}^{1 / 2}\left(1-\frac{M \delta}{x_{\lambda}-\delta}\right)^{3 / 2} \geq C \delta^{3 / 2} a_{\lambda}^{1 / 2},
\end{align*}
$$

from which the claim follows. The reasoning for $\delta_{1}$ is similar but shorter: the analogue of (A.10) is

$$
\begin{equation*}
1=\int_{x_{\lambda}}^{x_{\lambda}+\delta_{1}} \sqrt{\lambda-q(x)} d x \geq \sqrt{q^{\prime}\left(x_{\lambda}\right)} \int_{x_{\lambda}}^{x_{\lambda}+\delta_{1}} \sqrt{x_{\lambda}-x} d x \geq \frac{2}{3} \delta^{3 / 2} a_{\lambda}^{1 / 2} \tag{A.12}
\end{equation*}
$$

from which the claim follows.
(ii) We give the proof for $b^{+}$, the other case being analogous. Since $q$ is increasing, it suffices to show that $q\left(b^{+}\right)>q\left(x_{\lambda}+\delta_{1}\right)$, which, using the definition of $b^{+}$, can be rewritten as

$$
\begin{equation*}
\varepsilon>\frac{q\left(x_{\lambda}+\delta_{1}\right)-q\left(x_{\lambda}\right)}{q\left(x_{\lambda}\right)} \tag{A.13}
\end{equation*}
$$

Using the mean value theorem, the assumption that $q^{\prime}$ is non-decreasing and $q^{\prime}(x) / q(x)=\mathcal{O}(1 / x)$, we obtain (with $\xi \in\left(x_{\lambda}, x_{\lambda}+\delta_{1}\right)$ ),

$$
\begin{equation*}
\frac{q\left(x_{\lambda}+\delta_{1}\right)-q\left(x_{\lambda}\right)}{q\left(x_{\lambda}\right)}=\frac{q^{\prime}(\xi) \delta_{1}}{q\left(x_{\lambda}\right)}=\frac{q^{\prime}(\xi)}{q(\xi)} \frac{q(\xi) \delta_{1}}{q\left(x_{\lambda}\right)} \leq \frac{M}{x_{\lambda}} \frac{q\left(x_{\lambda}+\delta_{1}\right) \delta_{1}}{q\left(x_{\lambda}\right)} \tag{A.14}
\end{equation*}
$$

Using the mean value theorem and the properties of $q$ again, we get

$$
\begin{equation*}
\frac{q\left(x_{\lambda}+\delta_{1}\right)}{q\left(x_{\lambda}\right)} \leq 1+\frac{q^{\prime}\left(x_{\lambda}+\delta_{1}\right) \delta_{1}}{q\left(x_{\lambda}\right)} \leq 1+\frac{M}{x_{\lambda}} \frac{q\left(x_{\lambda}+\delta_{1}\right) \delta_{1}}{q\left(x_{\lambda}\right)} \tag{A.15}
\end{equation*}
$$

so

$$
\frac{q\left(x_{\lambda}+\delta_{1}\right)}{q\left(x_{\lambda}\right)} \leq \frac{1}{1-\frac{M \delta_{1}}{x_{\lambda}}}
$$

Since $\delta_{1}=\mathcal{O}\left(a_{\lambda}^{-1 / 3}\right)$, we receive

$$
\begin{equation*}
\frac{q\left(x_{\lambda}+\delta_{1}\right)-q\left(x_{\lambda}\right)}{q\left(x_{\lambda}\right)}=\mathcal{O}\left(a_{\lambda}^{-1 / 3} x_{\lambda}^{-1}\right) \tag{A.17}
\end{equation*}
$$

and the existence of the desired $\lambda_{\varepsilon}$ follows.
(iii) See the proof of [11, Lem. 5].
(iv) See [11, Eq. (14)].
(v) See [11, Lem. 5] and its proof.

Proposition A.4. Let q satisfy Assumption I $u$ be as in A.1), $\varepsilon \in(0,1), b^{+}$and $\lambda_{\varepsilon}$ be as in Lemma A.3(ii) and $C_{1}>0$ from Lemma A.3(iv). Then

$$
\begin{equation*}
|u(x)| \leq \frac{C_{1}\left(1+\frac{1}{\varepsilon}\right)^{1 / 4}}{q(x)^{1 / 4}} \exp \left(-\frac{2}{3}\left(\frac{\varepsilon}{1+\varepsilon}\right)^{3 / 2} \frac{q(x)^{3 / 2}}{q^{\prime}(x)}\right) \tag{A.18}
\end{equation*}
$$

holds for all $\lambda>\lambda_{\varepsilon}$ and $x>b^{+}$.
Proof. For every $\varepsilon \in(0,1)$, the bound (A.7) is valid for all $x>b^{+}$and $\lambda>\lambda_{\varepsilon}$, see Lemma A.3. Since $q^{\prime}$ is non-decreasing,

$$
\begin{equation*}
\int_{x_{\lambda}}^{x} \sqrt{q(s)-\lambda} d s \geq \frac{1}{q^{\prime}(x)} \int_{x_{\lambda}}^{x} q^{\prime}(s) \sqrt{q(s)-\lambda} d s=\frac{2}{3} \frac{(q(x)-\lambda)^{3 / 2}}{q^{\prime}(x)} \tag{A.19}
\end{equation*}
$$

The claim then follows from $\lambda<\frac{1}{1+\varepsilon} q(x)$, which is implied by $b^{+}<x$.
We turn to the analysis of $u$ before the turning point.
Proposition A.5. Let $q$ satisfy Assumption $u$ be as in A.1), $\varepsilon \in(0,1), b^{-}$ and $\lambda_{\varepsilon}$ as in Lemma A.3 (ii) and let $v \in W_{\mathrm{loc}}^{1,1}(\mathbb{R})$. Then there exists $C_{2}>0$, independent of $\varepsilon$, such that

$$
\begin{align*}
& \left|\int_{0}^{b^{-}} v(x) u(x)^{2} d x-\int_{0}^{b^{-}} \frac{\pi v(x) d x}{\sqrt{\lambda-q(x)}}\right|  \tag{A.20}\\
& \quad \leq \frac{1}{\varepsilon \lambda}\left(\left(C_{2}+\frac{3}{4}|\log \varepsilon|\right)\|v\|_{L^{\infty}\left(\left(0, b^{-}\right)\right)}+\left\|v^{\prime}\right\|_{L^{1}\left(\left(0, b^{-}\right)\right)}\right)
\end{align*}
$$

holds for all $\lambda>\lambda_{\varepsilon}$.
Proof. Regarding Lemma A. 3 (iii), we need to estimate

$$
\begin{equation*}
\int_{0}^{b^{-}} v(x) \frac{\sin 2 \zeta(x)+R_{1}(\zeta(x))}{-\zeta^{\prime}(x)} d x \tag{A.21}
\end{equation*}
$$

To simplify notations, norms $\|\cdot\|_{L^{\infty}\left(\left(0, b^{-}\right)\right)}$and $\|\cdot\|_{L^{1}\left(\left(0, b^{-}\right)\right)}$are denoted by $\|\cdot\|_{\infty}$, $\|\cdot\|_{1}$, respectively. First, integrating by parts and using that $\zeta^{\prime}$ is decreasing and $\zeta^{\prime}\left(b^{-}\right)^{2}=\lambda-q\left(b^{-}\right)=\varepsilon \lambda$, we obtain

$$
\begin{align*}
\left|\int_{0}^{b^{-}} v(x) \frac{\sin 2 \zeta(x)}{-\zeta^{\prime}(x)} d x\right| \leq & \frac{1}{2}\left(\left|\left[\frac{v(x)}{\zeta^{\prime}(x)^{2}} \cos 2 \zeta(x)\right]_{0}^{b^{-}}\right|\right.  \tag{A.22}\\
& \left.+\left|\int_{0}^{b^{-}} \cos 2 \zeta(x) \frac{v^{\prime}(x) \zeta^{\prime}(x)-2 v(x) \zeta^{\prime \prime}(x)}{\zeta^{\prime}(x)^{3}} d x\right|\right) \\
\leq & \frac{1}{2}\left(\frac{2\|v\|_{\infty}}{\varepsilon \lambda}+\frac{\left\|v^{\prime}\right\|_{1}}{\varepsilon \lambda}+\|v\|_{\infty}\left(\zeta^{\prime}\left(b^{-}\right)^{-2}-\zeta^{\prime}(0)^{-2}\right)\right) \\
\leq & \frac{3\|v\|_{\infty}}{2 \varepsilon \lambda}+\frac{\left\|v^{\prime}\right\|_{1}}{\varepsilon \lambda}
\end{align*}
$$

Concerning the second term in A.21), recall that $\left|R_{1}(\zeta)\right| \leq 1 /(2 \zeta)$, thus

$$
\begin{equation*}
\int_{0}^{b^{-}}|v(x)| \frac{\left|R_{1}(\zeta(x))\right|}{\left|\zeta^{\prime}(x)\right|} d x \leq \frac{\|v\|_{\infty}}{2} \int_{0}^{b^{-}} \frac{-\zeta^{\prime}(x) d x}{\zeta^{\prime}(x)^{2} \zeta(x)} \leq \frac{\|v\|_{\infty}}{2 \varepsilon \lambda} \log \frac{\zeta(0)}{\zeta\left(b^{-}\right)} \tag{A.23}
\end{equation*}
$$

Next,

$$
\begin{equation*}
\zeta(0)=\int_{0}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x \leq \sqrt{\lambda} x_{\lambda} \tag{A.24}
\end{equation*}
$$

and, using that $q^{\prime}$ is non-decreasing, $q^{\prime}(x) / q(x)=\mathcal{O}(1 / x)$ and $q\left(x_{\lambda}\right)=\lambda$,

$$
\begin{align*}
\zeta\left(b^{-}\right) & =\int_{b^{-}}^{x_{\lambda}} \sqrt{\lambda-q(x)} d x \geq \frac{1}{q^{\prime}\left(x_{\lambda}\right)} \int_{b^{-}}^{x_{\lambda}} q^{\prime}(x) \sqrt{\lambda-q(x)} d x=\frac{2}{3} \frac{(\lambda \varepsilon)^{3 / 2}}{q^{\prime}\left(x_{\lambda}\right)}  \tag{A.25}\\
& \geq M \sqrt{\lambda} x_{\lambda} \varepsilon^{3 / 2}
\end{align*}
$$

Hence, altogether we have

$$
\begin{equation*}
\int_{0}^{b^{-}}|v(x)| \frac{\left|R_{1}(\zeta(x))\right|}{\left|\zeta^{\prime}(x)\right|} d x \leq \frac{\|v\|_{\infty}}{2 \varepsilon \lambda} \log \frac{\zeta(0)}{\zeta\left(b^{-}\right)} \leq \frac{\|v\|_{\infty}}{2 \varepsilon \lambda} \log \frac{M}{\varepsilon^{3 / 2}} \tag{A.26}
\end{equation*}
$$

Combining this with (A.22) in A.21) gives the result.
Corollary A.6. Let q satisfy Assumption I, $u$ be as in A.1), $\varepsilon \in(0,1)$ and $b^{ \pm}$as in Lemma A.3 (ii). Then, as $\lambda \rightarrow+\infty$,

$$
\begin{equation*}
\int_{b^{-}}^{b^{+}} u(x)^{2} d x=\int_{b^{-}}^{x_{\lambda}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}\left(1+\mathcal{O}\left(x_{\lambda}^{-1 / 3} \lambda^{-1 / 6}\right)\right) \tag{A.27}
\end{equation*}
$$

Proof. From A.8) and A.18),

$$
\begin{align*}
\int_{b^{-}}^{b^{+}} u(x)^{2} d x= & \int_{0}^{\infty} u(x)^{2} d x-\int_{0}^{b^{-}} u(x)^{2} d x-\int_{b^{+}}^{\infty} u(x)^{2} d x \\
= & \int_{0}^{x_{\lambda}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}+\mathcal{O}\left(x_{\lambda}^{2 / 3} \lambda^{-2 / 3}\right)-\int_{0}^{b^{-}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}  \tag{A.28}\\
& +\int_{0}^{b^{-}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}-\int_{0}^{b^{-}} u(x)^{2} d x+\mathcal{O}\left(e^{-C \lambda^{1 / 2}}\right)
\end{align*}
$$

Next, by Proposition A. 5 with $v=1$,

$$
\begin{equation*}
\int_{b^{-}}^{b^{+}} u(x)^{2} d x=\int_{b^{-}}^{x_{\lambda}} \frac{\pi d x}{\sqrt{\lambda-q(x)}}+\mathcal{O}\left(x_{\lambda}^{2 / 3} \lambda^{-2 / 3}\right)+\mathcal{O}\left(\lambda^{-1}\right) \tag{A.29}
\end{equation*}
$$

Finally, since $q^{\prime}$ is non-decreasing and $q^{\prime}(x) / q(x)=\mathcal{O}(1 / x)$,

$$
\begin{equation*}
\int_{b^{-}}^{x_{\lambda}} \frac{d x}{\sqrt{\lambda-q(x)}}=\int_{b^{-}}^{x_{\lambda}} \frac{q^{\prime}(x) d x}{q^{\prime}(x) \sqrt{\lambda-q(x)}} \geq 2 \sqrt{\varepsilon} \frac{\sqrt{\lambda}}{q^{\prime}\left(x_{\lambda}\right)} \geq M \frac{x_{\lambda}}{\sqrt{\lambda}} \tag{A.30}
\end{equation*}
$$

hence the claim follows.
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