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Dirac-Krein systems on star graphs

V. Adamyan, H. Langer, C. Tretter and M. Winklmeier

Dedicated to Prof. Reinhard Mennicken on the occasion of his 80th birthday

Abstract. We study the spectrum of a self-adjoint Dirac-Krein operator
with potential on a compact star graph G with a finite number n of
edges. This operator is defined by a Dirac-Krein differential expression
with summable matrix potentials on each edge, by self-adjoint boundary
conditions at the outer vertices, and by a self-adjoint matching condition
at the common central vertex of G. Special attention is paid to Robin
matching conditions with parameter τ ∈ R∪{∞}. Choosing the decou-
pled operator with Dirichlet condition at the central vertex as a reference
operator, we derive Krein’s resolvent formula, introduce corresponding
Weyl–Titchmarsh functions, study the multiplicities, dependence on τ ,
and interlacing properties of the eigenvalues, and prove a trace formula.
Moreover, we show that, asymptotically for R → ∞, the difference of
the number of eigenvalues in the intervals [0, R) and [−R, 0) deviates
from some integer κ0, which we call dislocation index, at most by n+2.
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1. Introduction

While there exists a vast literature on Schrödinger operators on metric graphs
and their spectral properties (see e.g. [EKK+08], [BK13], and the numerous
lists of references therein), there are only a few papers on Dirac operators
on metric graphs so far (see e.g. [BT90], [BH03], [Har08], [Pos09], [YPH11],
[YH12], and [HW12]). This may be due to the fact that classical techniques
for semi-bounded operators do not apply to Dirac operators and so mostly
only special cases such as free Dirac operators or particular boundary and/or
matching conditions are treated.

On the other hand, interest in and need for mathematical results on
Dirac operators has rapidly grown in the last years due to novel applications
and experiments. They include models for electronic properties of graphene

http://arxiv.org/abs/1608.05865v1
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(see e.g. [Wol14]), propagation of electromagnetic waves in graphene-like pho-
tonic crystals (see e.g. [DKMOR15]), ultracold matter in optical lattices and
“proof-of-principle quantum simulation of the one-dimensional Dirac equa-
tion using a single trapped ion-set” to confirm amazing features of relativis-
tic quantum motion like Zitterbewegung and Klein paradox (see [WSK+11],
[GKZ+10]).

In this paper, we establish some fundamental spectral properties of
Dirac operators on star graphs. Since physically relevant vertex couplings are
of local nature, star graphs play a role in quantum computing and vibrations
of networks (see e.g. [Pou15], [PT15]) and may be viewed as building blocks
for more complicated graph geometries (see e.g. [Piv15]); the latter also ap-
pear as shrinking limits of thin branched manifolds (see e.g. [EM14], [EP13]).

Here we study Dirac-Krein operators with potential on a compact star
graph G with n edges ej defined by differential expressions

−
(
0 −1
1 0

)
d

dx
+

(
pj(x) qj(x)
qj(x) −pj(x)

)
, x ∈ ej , j = 1, 2, . . . , n,

on the edges with real-valued L1-functions pj , qj , arbitrary symmetric bound-
ary conditions at the outer vertices and a self-adjoint matching condition at
the common central vertex. The main results may be summarized as follows.
First we establish Krein’s resolvent formula describing the resolvents of all
self-adjoint extensions T of the corresponding minimal Dirac-Krein operator
on G with respect to the fixed decoupled extension T0 given by Dirichlet con-
ditions at the central vertex. The other two main results concern extensions
Tτ given by Robin matching conditions at the central vertex with parame-
ter τ ∈ R ∪ {∞}. We establish a trace formula and we prove that the set
of eigenvalues splits into two parts, simple eigenvalues that depend on the
Robin parameter τ monotonically and possibly non-simple eigenvalues that
are independent of τ . Moreover, we show that the eigenvalues for different
Robin parameters τ1 and τ2 interlace. Thirdly we prove that, asymptotically
for R → ∞, the difference dR(Tτ ) of the number of eigenvalues of Tτ in in-
tervals [0, R) and [−R, 0) differs from some fixed integer κ0, which we call
dislocation index, at most by n + 2; an even more precise estimate is given
in terms of the boundary coefficients at the outer vertices.

A short synopsis of the paper is as follows. In Section 2 we introduce the
L2-spaces for the graph G and its edges ej = [v, vj ], the boundary conditions
at the outer vertices vj , the general form of the matching condition at the
central vertex v, and the corresponding symmetric and self-adjoint operators.

The boundary conditions cosαj fj(vj)+sinαj f̂j(vj) = 0 at the outer vertices
are considered to be fixed in this paper, whereas the matching condition at v

is varied; here fj, f̂j are the two components of a vector function f j = (fj f̂j)
t

on an edge ej. Special attention is paid to matching condition of Robin type
with parameter τ ∈ R ∪ {∞}, i.e.

f1(v) = f2(v) = · · · = fn(v), f1(v) = τ
(
f̂1(v) + f̂2(v) + · · ·+ f̂n(v)

)
.

In Section 3 we summarize results for a Dirac-Krein operator Tj on
a single edge ej (i.e. on an interval). Here the Weyl–Titchmarsh function
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mj is introduced and it is shown that it is a Nevanlinna function, i.e. it is

holomorphic at least in C \ R, mj(z) = mj(z), and Immj(z)/Im z ≥ 0 for
z ∈ C \ R. In this section we also derive a trace formula, i.e. an analytic
expression for the trace of the resolvent difference (Tj − z1)

−1 − (Tj − z2)
−1

in two points z1, z2 ∈ ρ(Tj).
The first main result of the paper is Theorem 4.4 in Section 4 where

we describe the resolvents of the self-adjoint extensions TA,B of the minimal
operator S on G through M.G. Krein’s resolvent formula in terms of the

boundary matrices in A(fj(v))
n
1 + B(f̂j(v))n1 = 0. It is the starting point for

the study of the spectrum in the following sections. We also indicate how
the Fourier expansion and the spectral representation for the operator TA,B

follow (see Remark 4.6), but these questions are not considered in detail here.
Starting from Section 5, we concentrate on Robin matching conditions

at the central vertex. We show that the zeros of the Weyl-Titchmarsh function

mτ (z) :=
1

τ
+

n∑

j=1

mj(z), z ∈ C \ R,

give rise to the simple eigenvalues of Tτ , while possibly multiple eigenvalues
occur if at least two mj have a common pole. A corresponding result for
symmetric relations on star graphs, but with τ = ∞, was proved in [SW14].
We also study the monotonicity in τ of both types of eigenvalues, we prove
an interlacing principle for the eigenvalues of the self-adjoint operators Tτ
for two different values of τ , and we derive a formula for the trace of the
difference of the resolvents of the self-adjoint operators Tτ and T0, i.e. for the
perturbation determinant of Tτ with respect to T0.

While most of the results of Sections 2-5 remain valid - with slight
modifications - for more general canonical systems, this is not the case for
the main theorem of Section 6 where we study the difference dR(Tτ ) of the
number of eigenvalues of Tτ in intervals [0, R) and [−R, 0). We prove that
there exists a number κ0 ∈ N, the dislocation index, such that, for R > 0
sufficiently large, dR(Tτ ) differs from κ0 at most by n+ 2. More precisely,

−(n≥ + 2) ≤ dR(Tτ )− κ0 ≤ n≤ + 2

where n≥ and n≤ are the numbers of edges for which the parameters αj in
the boundary conditions at the outer vertices satisfy αj ≥ π

2 and αj ≤ π
2 ,

respectively. The proof is based on the asymptotic behavior of the eigenvalues
of Dirac-Krein operators on an interval established e.g. in [LM14a] (see also
[LM15]) and on the interlacing principle proved in Section 5. Finally, we
derive an analytic formula for the dislocation index κ0 of Tτ in Theorem 6.3
which is based on the trace formula for Tj in Section 3.

2. Symmetric vertex conditions

Consider a star graph G with central vertex v and edges e1, . . . , en whose
endpoints are denoted by v1, . . . , vn. On each edge ej we fix the direction to
be outgoing from the central vertex v, i.e. we identify ej with the interval
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[v, vj ]. We denote by L2(ej) = L2(ej ,C) ⊕ L2(ej ,C) the Hilbert space of

square-integrable 2-vector functions f j=
(
fj f̂j

)t
on ej with inner product

(f j , gj)L2(ej) :=(fj, gj)+(f̂j, ĝj), f j , gj ∈ L2(ej),

and corresponding norm ‖ · ‖L2(ej). Then the vector space H = L2(G) :=

L2(e1) ⊕ L2(e2) ⊕ · · · ⊕ L2(en) of functions f =
(
f1 f2 · · · fn

)t
=:
(
f j

)n
1

becomes a Hilbert space if we equip it with inner product given by

(f , g)L2(G) :=

n∑

j=1

(
(fj , gj)+(f̂j, ĝj)

)
, f , g ∈ L2(G),

and corresponding norm ‖ ·‖L2(G). The variables on ej are denoted by xj and
those on G by x=(xj)

n
1 , i.e. we identify f (x)=(f j(xj))

n
1 for x=(xj)

n
1 with

xj∈ej ; in the particular case xj = v, j = 1, 2, . . . , n, we simply write f(v).

For fixed j ∈ {1, 2, . . . , n}, we consider a so-called Dirac-Krein differen-
tial expression

Hj = −J d

dxj
+ Vj on ej = [v, vj ] (2.1)

where

J :=

(
0 −1
1 0

)
, Vj(xj) :=

(
pj(xj) qj(xj)
qj(xj) −pj(xj)

)
, xj ∈ ej , (2.2)

with pj , qj ∈ L1(ej ,R), j = 1, 2, . . . , n.

With the differential expression Hj in (2.1), which is regular at both

end-points, we associate various operators in L2(ej). At the outer endpoint
vj of ej we always fix the self-adjoint boundary condition

cosαj fj(vj) + sinαj f̂j(vj) = 0 with αj ∈ [0, π) (2.3)

and introduce the corresponding maximal domain

Dj := {f j ∈ L2(ej) : f j abs. cont., Hjf j ∈ L2(ej), f j satisfies (2.3)}.

The operators Sj and Tj in L2(ej) are defined by different boundary condi-
tions at the central vertex v,

domSj := {f j ∈ Dj : fj(v) = f̂j(v) = 0}, Sjf j := Hjf j ,

domTj := {f j ∈ Dj : fj(v) = 0}, Tjf j := Hjf j .
(2.4)

Then Sj is symmetric with defect index (1, 1) and adjoint

domS∗
j = Dj , S∗

j f j = Hjf j ,

and Tj is a self-adjoint extension of Sj ,

Sj ⊂ Tj = T ∗
j ⊂ S∗

j .
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For f j , gj ∈ domS∗
j , using J

∗ = −J we have

(S∗
j f j , gj)− (f j , S

∗
j gj)

=

∫

ej

((
−J
(
f ′
j(xj)

f̂ ′
j (xj)

)
,

(
gj(xj)

ĝj(xj)

))

C2

−
(
J

(
fj(xj)

f̂j(xj)

)
,

(
g′j(xj)

ĝj
′(xj)

))

C2

)
dxj

= −
(
f̂j(v)gj(v) − fj(v)ĝj(v)

)

=
(
Jf j(v), gj(v)

)
C2
.

On the graph G we study the self-adjoint extensions of the symmetric
operator

S := S1 ⊕ S2 ⊕ · · · ⊕ Sn (2.5)

in L2(G), i.e. the self-adjoint restrictions of the adjoint S∗=S∗
1⊕S∗

2⊕· · ·⊕S∗
n.

To this end, it is more advantageous to reorder the 2n components of L2(G).
Thus, for u=

(
u1 û1 u2 û2 · · · un ûn

)t∈C2n we define u♯∈C2n by

u♯ :=
(
u1 u2 · · · un û1 û2 · · · ûn

)t
= Pu, (2.6)

where P =
(
pij
)2n
i,j=1

∈M2n(C) is the permutation matrix given by

pij :=





1, j = 2i− 1,

0, j ∈ {1, 2, . . . , 2n}\{2i− 1}, i = 1, 2, . . . , n,

1, j = 2(i− n),

0, j ∈ {1, 2, . . . , 2n}\{2(i−n)}, i = n+1, n+2, . . . , 2n;

note that P−1 = P t. Correspondingly, for f ∈L2(G) we set

f ♯(x) :=f (x)♯, x∈G. (2.7)

Further, we denote the components of u♯ and f
♯ with respect to the decom-

positions C2n=Cn ⊕ Cn and L2(G)=L2(ej)
n ⊕L2(ej)

n, respectively, by

u♯=

(
u
♯
1

u
♯
2

)
:=

(
(ui)

n
1

(ûi)
n
1

)
, f ♯=

(
f
♯
1

f
♯
2

)
:=

(
(fi)

n
1

(f̂i)
n
1

)
. (2.8)

With this notation, for f = (f j)
n
1 , g = (gj)

n
1 ∈ domS∗ =

⊕n
1 domS∗

j ,
we obtain

(S∗f , g)−(f ,S∗g) =

n∑

j=1

(S∗
j f j , gj)−

n∑

j=1

(f j , S
∗
j gj)=

n∑

j=1

(
Jf j(v), gj(v)

)
C2

= −
(
(f ♯

2(v), g
♯
1(v))Cn − (f ♯

1(v), g
♯
2(v))Cn

)

=
(
J2nf

♯(v), g♯(v)
)
C2n

with

J2n :=

(
0n −In
In 0n

)
= P diag(J, . . . , J︸ ︷︷ ︸

n times

)P t,

where In, 0n ∈Mn(C) are the unit and zero matrix, respectively.
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It is well-known that the self-adjoint extensions T of S in L2(G) can
be described as follows (comp. [AG93, Appendix II.3])). If we denote ψ :

domS∗ → C2n, ψ(f ) := f ♯(v), then S ⊂ T = T ∗ ⊂ S∗ if and only if
ψ(dom T ) is a maximal J2n-neutral subspace of C

2n. Every such subspace is

of the form LA,B = {u♯ =
(
u
♯
1 u

♯
2

)t ∈ Cn ⊕Cn : Au
♯
1 +Bu♯

2 = 0} with a pair
of matrices A, B ∈Mn(C) such that

rank
(
A B

)
= n, AB∗ = BA∗, (2.9)

(see e.g. [KS99, Lemma 2.2]). This proves the following.

Proposition 2.1. The self-adjoint extensions of S in L2(G) are the restrictions
TA,B of S∗ by a vertex condition

Af
♯
1(v) + Bf♯

2(v) = 0 (2.10)

with A, B ∈Mn(C) satisfying (2.9).

Note that the case A = In, B = 0n corresponds to Dirichlet conditions

f
♯
1(v) = 0 at the central vertex and hence the corresponding self-adjoint

extension decouples,

T0 := TIn,0n = T1 ⊕ T2 ⊕ · · · ⊕ Tn. (2.11)

Particular attention will be paid to the self-adjoint extensions Tτ given
by Robin matching conditions at the central vertex v,

f1(v) = f2(v) = · · · = fn(v), (2.12)

f1(v) = τ
(
f̂1(v) + f̂2(v) + · · ·+ f̂n(v)

)
with τ ∈ R ∪ {±∞}. (2.13)

Here, for τ 6= ±∞, the matrices A, B may be chosen as

Aτ :=




1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...

...
...

...
...

0 0 0 · · · 1 −1
−1 0 0 · · · 0 0



, Bτ := τ




0 0 · · · 0
0 0 · · · 0
...

...
...

0 0 · · · 0
1 1 · · · 1



. (2.14)

Note that, in accordance with the notation in (2.11), τ = 0 amounts to

Dirichlet conditions f ♯
1(v) = 0 at v,

f1(v) = f2(v) = · · · = fn(v) = 0,

while τ = ∞ and τ = −∞ both amount to

f1(v) = f2(v) = · · · = fn(v), f̂1(v) + f̂2(v) + · · ·+ f̂n(v) = 0 (2.15)

with corresponding matrices A±∞, B±∞. We mention that, for Schrödinger

operators, conditions of the form (2.15) with f̂j replaced by f ′
j are called

standard matching or Kirchhoff conditions; here these names may be less
appropriate since the two components have equal roles and may be exchanged.

Later we need the following well-known lemma.



Dirac-Krein systems on star graphs 7

Lemma 2.2. Let A, B ∈Mn(C) be such that

rank (A B) = n, AB∗ − BA∗ = 0n. (2.16)

Then there exist C, D ∈Mn(C) such that

rank (C D) = n, CD∗ −DC∗ = 0n, (2.17)

and

BC∗ −AD∗ = In. (2.18)

Proof. If we set Q := AA∗ + BB∗, it is easy to check that all conditions are
satisfied e.g. for the matrices

C := Q−1B, D := −Q−1A. �

Clearly, the conditionsAB∗−BA∗= CD∗−DC∗= 0n and BC∗−AD∗= In
in Lemma 2.2 mean that(

C D
A B

)
J2n

(
C∗ A∗

D∗ B∗

)
= J2n,

which implies (
C∗ A∗

D∗ B∗

)
J2n

(
C D
A B

)
= J2n. (2.19)

We remark that neither the choice of the matrices A, B in (2.10) is
unique nor is the choice of C, D in Lemma 2.2 for given A, B. For example, it
is easy to check that for the matrices Aτ , Bτ in (2.14) for τ 6= ±∞, instead
of the matrices C, D in the proof of Lemma 2.2 one may also choose

Cτ :=




1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
...

...
...

...
...

0 0 0 · · · 1 −1
0 0 0 · · · 0 0



, Dτ :=




0 1 1 · · · 1 1
0 0 1 · · · 1 1
...

...
...

...
...

0 0 0 · · · 0 1
1 1 1 · · · 1 1



.

3. Regular Dirac-Krein systems on an interval

In this section we collect some basic results for Dirac–Krein systems on an
edge ej = [v, vj ] with j ∈ {1, 2, . . . , n} fixed; for simplicity, we write x for the
variable on ej here.

Assume pj , qj ∈ L1(ej ,R) and let J , Vj be as in (2.2). We consider the
regular problem

−Jf ′
j(x)+Vj(x)f j(x)−zf j(x) = gj(x), gj∈L

2(ej), x∈ej , z∈C, (3.1)

for f j =
(
fj f̂j

)t ∈ L2(ej)⊕L2(ej) subject to the boundary conditions

fj(v) = 0, cosαj fj(vj) + sinαj f̂j(vj) = 0 with αj ∈ [0, π). (3.2)

Using the self-adjoint operator Tj introduced in (2.4), the inhomogeneous
problem (3.1), (3.2) can be written as

(Tj − z)f j = gj , f j ∈ domTj.
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In the sequel we derive formulas for the resolvent of the self-adjoint operator
Tj in L2(ej) defined in (2.4), as well as a trace formula for Tj.

3.1.

Denote by Yj(·, z), z ∈ C, the fundamental matrix of (3.1) with initial value
I2 at v, i.e. the unique 2×2–matrix function solving the initial value problem

− JY ′
j (x, z) + Vj(x)Yj(x, z) = zYj(x, z), x ∈ ej , Yj(v, z) = I2. (3.3)

The function Yj(x, ·) is entire for each x ∈ ej , satisfies Yj(·, z) = Yj(·, z), and
has the property

J − Yj(x, ζ)
∗JYj(x, z) = (z − ζ)

∫ x

v

Yj(ξ, ζ)
∗Yj(ξ, z) dξ, z, ζ ∈ C; (3.4)

this follows easily from differentiating both sides and using (3.3). In particu-
lar, (3.4) for ζ = z shows that

J = Yj(x, z)
∗JYj(x, z) = Yj(x, z)JYj(x, z)

∗, x ∈ ej , z ∈ C. (3.5)

We introduce the Weyl–Titchmarsh function mj of the j-th edge, by
the equation

(
cosαj sinαj

)
Yj(vj , z)

(
−1
mj(z)

)
= 0, z ∈ C \ R. (3.6)

Then mj is meromorphic since, with Yj(·, z) =: (yj,kl(·, z))2k,l=1,

mj(z) =
yj,11(vj , z) cosαj + yj,21(vj , z) sinαj

yj,12(vj , z) cosαj + yj,22(vj , z) sinαj

=:
bj(z)

cj(z)
, z ∈ C \ R. (3.7)

The relation (3.6) can equivalently be written as

Yj(vj , z)

(
−1
mj(z)

)
=

(
− sinαj

cosαj

)
1

cj(z)
, z ∈ C \ R; (3.8)

in fact, by (3.7) and (3.5),

cj(z)Yj(vj , z)

(
−1

mj(z)

)

= Yj(vj , z)

(
−cj(z)
bj(z)

)
=

=J︷ ︸︸ ︷
Yj(vj , z)JYj(vj , z)

∗

(
cosαj

sinαj

)
=

(
− sinαj

cosαj

)
.

Proposition 3.1. For z ∈ C \R and arbitrary gj ∈ L
2(ej), the solution of the

inhomogeneous problem (3.1), (3.2), i.e. the resolvent (Tj − z)−1 is given by
(
(Tj−z)−1gj

)
(x) (3.9)

= Yj(x, z)

((
0 −1
0 mj(z)

)∫ x

v

Yj(ξ, z)
∗gj(ξ)dξ+

(
0 0
−1 mj(z)

)∫ vj

x

Yj(ξ, z)
∗gj(ξ)dξ

)

for x ∈ ej = [v, vj ].
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Proof. We sketch the proof for the convenience of the reader. A straightfor-
ward calculation using (3.3) and (3.5) shows that, for f j = (Tj − z)−1gj ,

−Jf ′
j(x)+Vj(x)f j(x)− zf j(x)

= −JYj(x, z)
((

0 −1
0 mj(z)

)
−
(

0 0
−1 mj(z)

))
Yj(x, z)

∗gj(x)

= −JYj(x, z)JYj(x, z)∗gj(x) = gj(x).

The boundary condition fj(v)= 0 is satisfied since the first integral in (3.9)
vanishes at x=v and the first component of the second term is 0. The bound-

ary condition cosαjfj(vj)+sinαj f̂j(vj)=0 is satisfied since, by (3.6), it is sa-
tisfied by the first term and the second integral in (3.9) vanishes at x=vj . �

In the following scalar- and matrix-valued Nevanlinna functions will play
an important role, so we recall the notion for convenience. An Mn(C)-valued
function M is a matrix Nevanlinna function, or Nevanlinna function if n = 1,
if it is defined and locally holomorphic at least on C \ R with

M(z) = M(z)∗,
ImM(z)

Im z
≥ 0, z ∈ C \ R; (3.10)

the maximal domain of M consists of C \ R together with all real points
into which M can be continued analytically. A matrix Nevanlinna function
admits an integral representation

M(z) = M0 +M1z +

∫

R

(
1

λ− z
− λ

1 + λ2

)
dΣ(λ), z ∈ C \ suppΣ,

where Σ is a non-decreasing function on R whose values are symmetric ma-

trices inMn(C) such that

∫

R

dΣ(λ)

1 + λ2
<∞, suppΣ denotes the set of points of

increase of Σ, and M0,M1 ∈ Mn(C) are symmetric matrices with M1 ≥ 0.
The matrix Nevanlinna functions appearing in this paper are all meromor-
phic, i.e. the integral above is in fact a sum, and all their singularities are
poles of first order with negative residue.

Further, we recall that a kernel N : D × D → C with D ⊂ C is called
positive definite if for all n ∈ N, zi ∈ D, wi ∈ C, i = 1, 2, . . . , n,

n∑

i,k=1

N(zi, zk)wiwk ≥ 0.

In order to show that mj in (3.7) is a Nevanlinna function, for points

z ∈ C where mj is holomorphic we define Γj,z : C → L2(ej) by

Γj,zc := Yj(·, z)
( −1

mj(z)

)
c, c ∈ C.

Lemma 3.2. The function mj has the property that

Nmj
(z, ζ) :=

mj(z)−mj(ζ)

z − ζ
= Γ∗

j,ζΓj,z, z, ζ ∈ C \ R, z 6= ζ. (3.11)
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Hence Nmj
is a positive definite kernel and mj is a Nevanlinna function with

Immj(z) > 0 for Im z > 0.

Proof. Using (3.8) and (3.4), we find

mj(z)−mj(ζ)

z − ζ
=

(
−1 mj(ζ)

)
J

(
−1
mj(z)

)

z − ζ

=
1

cj(ζ)

(
−sinαj cosαj

)Yj(vj , ζ)−∗JYj(vj , z)
−1

z − ζ

(
− sinαj

cosαj

)
1

cj(z)

=
1

cj(ζ)

(
−sinαj cosαj

)Yj(vj , ζ)−∗JYj(vj , z)
−1 − J

z − ζ

(
− sinαj

cosαj

)
1

cj(z)

=
(
−1 mj(ζ)

)J−Yj(vj , ζ)∗JYj(vj , z)
z − ζ

(
−1
mj(z)

)

=
(
−1 mj(ζ)

) ∫ vj

v

Yj(ξ, ζ)
∗Yj(ξ, z) dξ

(
−1
mj(z)

)

=Γ∗
j,ζΓj,z.

Further, for all n ∈ N, zi ∈ C \ R, wi ∈ C, i = 1, 2, . . . , n,

n∑

i,k=1

Γ∗
j,zk

Γj,ziwiwk =

( n∑

i=1

Γj,ziwi,

n∑

i=1

Γj,ziwi

)

L
2(ej)

≥ 0.

Since Γj,z 6= 0, the last claim follows from (3.11). �

3.2.

The resolvent (Tj − z)−1, z ∈ ρ(Tj), is a Hilbert–Schmidt operator since it is
an integral operator with square integrable kernel on ej × ej ,

(
(Tj−z)−1gj

)
(x) =

∫ vj

v

Gj(x, ξ; z)gj(ξ) dξ, gj ∈ L2(ej), x ∈ ej ,

with Green’s function

Gj(x, ξ; z) :=





Yj(x, z)

(
0 −1

0 mj(z)

)
Yj(ξ, z)

∗, v ≤ ξ < x ≤ vj ,

Yj(x, z)

(
0 0

−1 mj(z)

)
Yj(ξ, z)

∗, v ≤ x < ξ ≤ vj .

(3.12)

Consequently, for z1, z2 ∈ ρ(Tj), the difference

(Tj − z1)
−1 − (Tj − z2)

−1 = (z1 − z2)(Tj − z1)
−1(Tj − z2)

−1 (3.13)

is a trace class operator. Since, by (3.12) and (3.5),

Gj(x, x+0; z)−Gj(x, x−0; z) = Yj(x, z)(−J)Yj(x, z)∗ = −J, x ∈ ej , (3.14)
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the resolvent difference in (3.13) is an integral operator with continuous ker-
nel. Hence its trace can be calculated as (see e.g. [GK69])

tr
(
(Tj−z1)−1−(Tj−z2)−1

)
= tr

∫ vj

v

(
Gj(x, x+0; z1)−Gj(x, x+0; z2)

)
dx. (3.15)

Proposition 3.3. For z ∈ ρ(Tj), let Yj(·, z) = (yj,kl(·, z))2k,l=1 and let

cj(z) = yj,12(vj , z) cosαj + yj,22(vj , z) sinαj

be the denominator in the Weyl–Titchmarsh function mj in (3.7). Then

tr
(
(Tj − z1)

−1 − (Tj − z2)
−1
)
= − ċj(z1)

cj(z1)
+
ċj(z2)

cj(z2)
, z1, z2 ∈ ρ(Tj). (3.16)

In the proof of Proposition 3.3 we use the following lemma.

Lemma 3.4. If we set Ẏj(x, z) :=
∂Yj(x, z)

∂z
, then

∫ vj

v

Yj(x, z)
∗Yj(x, z) dx = −Yj(vj , z)∗JẎj(vj , z), z ∈ C.

Proof. Taking partial derivatives with respect to z in (3.3) for Yj(x, z), we

find that, for z ∈ C, the function Ẏj(x, z) satisfies the initial problem

−JẎ ′
j (x, z) + Vj(x)Ẏj(x, z)− zẎj(x, z) = Yj(x, z), x ∈ ej , Ẏj(v, z) = 0.

A straightforward computation shows that

Yj(x, z)
∗Yj(x, z) = − d

dx

(
Yj(x, z)

∗JẎj(x, z)
)
,

and integration from v to vj yields the claim. �

Proof of Proposition 3.3. Let z ∈ ρ(Tj). Because of (3.15), we first consider

tr

∫ vj

v

Gj(x, x+ 0; z) dx = tr

∫ vj

v

Yj(x, z)

(
0 0
−1 mj(z)

)
Yj(x, z)

∗ dx

=

∫ vj

v

tr
(
Yj(x, z)

(
0 0
−1 mj(z)

)
Yj(x, z)

∗
)
dx

=

∫ vj

v

tr

(
Yj(x, z)

∗Yj(x, z)

(
0 0
−1 mj(z)

))
dx

= tr

∫ vj

v

Yj(x, z)
∗Yj(x, z)

(
0 0
−1 mj(z)

)
dx

= tr

((∫ vj

v

Yj(x, z)
∗Yj(x, z) dx

)(
0 0
−1 mj(z)

))
.
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By Lemma 3.4, (3.8), and the definition of cj in (3.7), we conclude that

tr

∫ vj

v

Gj(x, x+ 0; z) dx = −tr

(
Yj(vj , z)

∗JẎj(vj , z)

(
0 0
−1 mj(z)

))

= −tr

((
0 0
−1 mj(z)

)
Yj(vj , z)

∗JẎj(vj , z)

)

= − 1

cj(z)
tr

((
0 0

− sinαj cosαj

)
JẎj(vj , z)

)

= − ċj(z)
cj(z)

.

Now the claim follows from (3.15). �

Remark 3.5. The trace formula (3.16) can be used to find a formula for a
“regularized trace” of (Tj − z)−1. In fact, since Tj(T

2
j + I)−1 = 1

2 (Tj + i)−1+
1
2 (Tj − i)−1 and Yj(·,−i) = Yj(·, i), we have

tr
(
(Tj − z)−1 − Tj(T

2
j + I)−1

)
= − ċj(z)

cj(z)
+ Re

ċj(i)

cj(i)
.

If we denote the eigenvalues of Tj , which are all simple, by µj,k, k ∈ Z, this
relation becomes

∞∑

k=−∞

(
1

µj,k − z
− µj,k

1 + µ2
j,k

)
= − ċj(z)

cj(z)
+ Re

ċj(i)

cj(i)
;

note that the right hand side is a Nevanlinna function since so is the left
hand side.

4. Dirac-Krein systems on a star graph

In this section we study the Dirac–Krein systems on a star graph G introduced
in Section 2. We prove a resolvent formula describing all canonical self-adjoint
extensions of the symmetric operator S = S1 ⊕ S2 ⊕ · · · ⊕ Sn with respect to
the self-adjoint extension T0 = TIn,0n = T1 ⊕ T2 ⊕ · · · ⊕Tn given by Dirichlet

conditions f ♯
1(v) = 0 at the central vertex.

Since the operator T0 decouples into independent operators on the edges,
so does its resolvent (T0−z)−1 = (T1−z)−1⊕ (T2−z)−1⊕ · · · ⊕ (Tn−z)−1.
The corresponding fundamental matrix Y (·, z) with Y (v, z) = I2n is block-
diagonal,

Y (·, z) := diag
(
Y1(·, z), Y2(·, z), . . . , Yn(·, z)

)
, z ∈ C. (4.1)

For the extensions TA,B with boundary condition Af
♯
1(v)+Bf♯

2(v) = 0 at v,
it is more convenient to reorder the components of Y , using the notation
(2.6), (2.7).

In the following the matrix function M given by

M(z) := diag
(
m1(z),m2(z), . . . ,mn(z)

)
, z ∈ C \ R,
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plays a crucial role. Clearly, M is a matrix Nevanlinna function (see (3.10))
since all mj are Nevanlinna functions by Lemma 3.2. The properties (2.9) of
A, B and the fact that ImM(z) is strictly positive for Im z > 0 imply that
BM(z)−A is invertible for all z ∈ C \ R.

Proposition 4.1. Define Y (·, z)♯ := PY (·, z)P t. Then, for z ∈ C \ R and

arbitrary g = (gj)
n
1 ∈ L

2(G), the resolvent (T0 − z)−1 satisfies

(
(T0−z)−1g

)♯
(x)=Y (x, z)♯

((
0n −In
0n M(z)

)(∫ xj

v

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

♯

+

(
0n 0n
−In M(z)

)(∫ vj

xj

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

♯


(4.2)

for x=(xj)
n
1 , xj∈ej=[v, vj ], while the resolvent (TA,B − z)−1 satisfies

(
(TA,B−z)−1g

)♯
(x) =

(
(T0−z)−1g

)♯
(x)− Y (x, z)♯·

·
(

−In
M(z)

)(
BM(z)−A

)−1B
(
−In M(z)

)(∫ vj

v

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

♯

.
(4.3)

Proof. The formula for (T0 − z)−1 follows if we take the direct sum of the
formulas for (Tj − z)−1 in (3.9), apply the permutation matrix P from the

left, insert P tP = P−1P = In as a factor everywhere in between, and use
that e.g.

P diag

((
0 −1
0 m1(z)

)
, . . . ,

(
0 −1
0 mn(z)

))
P t =

(
0n −In
0n M(z)

)
. (4.4)

To prove the claim for (TA,B − z)−1, we denote the right hand side of

(4.3) by f ♯ = (f ♯
1 f

♯
2)

t, f ♯
1 = (fj)

n
1 , f

♯
2 = (f̂j)

n
1 (see (2.8)). Since Y (·, z)

solves the homogeneous differential equation on G and (T0 − z)−1g satisfies
the inhomogeneous differential equation, so does f .

At each vertex vj the function f ♯ satisfies the boundary condition

cosαj fj(vj) + sinαj f̂j(vj) = 0 since, by (3.6), it is satisfied by the first

term of
(
(T0−z)−1g

)♯
(x) in (4.2) as well as by the last term in (4.3), and the

last integral in (4.2) vanishes at xj = vj .
At the central vertex v the boundary condition is satisfied since the first

integral in (4.2) vanishes at xj = v, Y (v, z) = I2n, and hence

Af
♯
1(v) + Bf♯

2(v)

=

((
−B BM(z)

)
−(BM(z)−A)(BM(z)−A)−1B

(
−In M(z)

))
I(g, z)♯=0,

where we have set

I(g, z) :=
(∫ vj

v

Yj(ξj , z)
∗gj(ξj)dξj

)n
1
, g ∈ L2(G), (4.5)

and hence f ∈ domTA,B. �
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The following alternative formula for the resolvent (TA,B−z)−1 gathers
all singularities in one term; it is an immediate consequence of (4.3) if we
multiply by P−1 = P t from the left and use P tY (·, λ)♯ = Y (·, λ)P t.

Corollary 4.2. For z ∈ C \ R, g ∈ L
2(G), x=(xj)

n
1 , xj ∈ej=[v, vj ], we have

(
(TA,B−z)−1g

)
(x) = Y (x, z)P t

((
0n −In
0n 0n

)
P

(∫ xj

v

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

+

(
0n 0n
−In 0n

)
P

(∫ vj

xj

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

)

+Y (x, z)P tP(z)P

(∫ vj

v

Yj(ξj , z)
∗gj(ξj)dξj

)n

1

where P is the meromorphic 2n× 2n-matrix function given by

P(z) :=

(
0n 0n
0n M(z)

)
−
(
−In
M(z)

)(
BM(z)−A

)−1B
(
−In M(z)

)
. (4.6)

Lemma 4.3. For z, ζ ∈ C \ R, z 6= ζ,

P(z)− P(ζ)∗

z − ζ

=

( B∗

−A∗

)(
M(ζ)∗B∗−A∗

)−1M(z)−M(ζ)∗

z − ζ

(
BM(z)−A

)−1(B −A
)
.

Proof. First we note that for any X ∈Mn(C) such that BX−A is invertible,
by (2.9),

(BX −A)−1B = B∗(XB∗ −A∗)−1. (4.7)

Let z, ζ ∈C\R, z 6= ζ. The equality of the left upper entries in the claimed
matrix identity follows since, by (4.7),

− (BM(z)−A)−1B + B∗(M(ζ)∗B∗ −A∗)−1

= −B∗(M(z)B∗ −A∗)−1 + B∗(M(ζ)∗B∗ −A∗)−1

= B∗(M(ζ)∗B∗ −A∗)−1
(
M(z)−M(ζ)∗

)
B∗(M(z)B∗ −A∗)−1

= B∗(M(ζ)∗B∗ −A∗)−1
(
M(z)−M(ζ)∗

)
(BM(z)−A)−1B.

The equality of the right lower entries follows since, again by (4.7),

M(z)−M(z)(BM(z)−A)−1BM(z)

−M(ζ)∗ +M(ζ)∗B∗(M(ζ)∗B∗−A∗)−1M(ζ)∗

= −M(z)(BM(z)−A)−1A+M(ζ)∗(BM(ζ)∗ −A)−1A
=
(
−M(z)+M(ζ)∗(BM(ζ)∗−A)−1(BM(z)−A)

)
(BM(z)−A)−1A

=
(
− I +M(ζ)∗(BM(ζ)∗ −A)−1B

)
(M(z)−M(ζ)∗)(BM(z)−A)−1A

=
(
− I +M(ζ)∗B∗(M(ζ)∗B∗−A∗)−1

)
(M(z)−M(ζ)∗)(BM(z)−A)−1A

= A∗(M(ζ)∗B∗−A∗)−1(M(z)−M(ζ)∗)(BM(z)−A)−1A.
The proof of the equality of the off-diagonal entries is similar. �



Dirac-Krein systems on star graphs 15

The following is our first main result.

Theorem 4.4. (i)The self-adjoint extensions of the symmetric operator S in

L2(G) are the restrictions TA,B of the operator S∗ given by vertex conditions

Af
♯
1(v) + Bf ♯

2(v) = 0,

with A, B ∈Mn(C) such that

rank
(
A B

)
= n, AB∗ = BA∗.

(ii) The resolvent of TA,B satisfies

(TA,B − z)−1 = (T0 − z)−1 − Γz(BM(z)−A)−1B Γ∗
z (4.8)

for z ∈ ρ(T0) ∩ ρ(TA,B) with T0=TIn,0n and Γz :C
n→L2(G) given by

Γzc := Y (·, z)P t

(
−In
M(z)

)
c, c ∈ C

n, (4.9)

where P is the permutation matrix in (2.6).

(iii) The fractional linear transformation WA,B ∈Mn(C) of M,

WA,B(z) =
(
DM(z)− C

)(
BM(z)−A

)−1
, z ∈ C \ R,

with C, D ∈ Mn(C) related to A, B as in Lemma 2.2, is a meromorphic

matrix Nevanlinna function and

(TA,B − z)−1 = Y (·, z)P t

( B∗

−A∗

)
WA,B(z)

(
B −A

)
P I(·, z) + F(z) (4.10)

where I(·, z) is given by (4.5) and F is an entire function whose values are

bounded linear operators in L2(G).
Proof. Claim (i) was proved in Proposition 2.1. To prove (ii) we multiply
(4.3) with P−1 = P t from the left, note P tY (·, λ)♯ = Y (·, λ)P t, and that,
for z ∈ C \ R, the adjoint Γ∗

z : L2(G) → Cn of Γz in (4.9) is given by

Γ∗
zg =

(
−In M(z)

)
P I(g, z), g ∈ L2(G). (4.11)

(iii) The choice of C, D in Lemma 2.2 ensures that (2.19) holds. This implies
that, for z, ζ ∈ C \ R, z 6= ζ,

WA,B(z)−WA,B(ζ)
∗

z − ζ
=
(
M(ζ)∗B∗−A∗

)−1M(z)−M(ζ)∗

z − ζ

(
BM(z)−A

)−1

and hence WA,B is a matrix Nevanlinna function. Moreover, by Lemma 4.3,

P(z)− P(ζ)∗

z − ζ
=

( B∗

−A∗

)WA,B(z)−WA,B(ζ)
∗

z − ζ

(
B −A

)

and thus P(z) =

(
B∗

−A∗

)
WA,B(z)

(
B −A

)
+ X with X = X∗ ∈Mn(C) for

z ∈ C \ R. Now (4.10) follows from the representation of (TA,B − z)−1 in
Corollary 4.2 if we note that z 7→ Y (·, z) is entire. �
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Remark 4.5. By (4.11) and (4.1) we have, for z ∈C \ R and c= (cj)
n
1 ∈Cn,

g = (gj)
n
1 ∈ L2(G),

Γz(cj)
n
1 =

(
cjyj(·, z)

)n
1
, yj(·, z) := Yj(·, z)

( −1

mj(z)

)
∈ ker(S∗

j − z), (4.12)

Γ∗
zg =

( ∫ vj

v

yj(ξj , z)
tgj(ξj)dξj

)n
1
. (4.13)

Hence ranΓz = ker(S∗ − z) = ran(S − z)⊥ is the defect space of S at z.

Note that, due to the non-uniqueness of the boundary matrices A, B,
two parameter pairs A, B and A′, B′ generate the same self-adjoint extension
if the linear relations B−1A and (B′)−1A′ coincide; in this case the subspaces
defined by the corresponding boundary conditions coincide.

The relation (4.8) is a version of M.G. Krein’s resolvent formula (comp.
[KL71]). It describes the resolvents of all the self-adjoint extensions of S
within L2(G), with the decoupled extension T0 fixed, by means of pairs of n×n
matrices A, B satisfying (2.9). The same formula with z-dependent matrices
A, B describes all self-adjoint extensions of S with exit, i.e. in Hilbert spaces
of which L2(G) is a subspace.

Remark 4.6. The resolvent formula in (4.10) may be used to derive eigenfunc-
tion expansions for the Dirac-Krein operator TA,B. The poles of the meromor-
phic matrix Nevanlinna function WA,B are the eigenvalues of TA,B. Since the
resolvent difference of T0 and TA,B has finite rank by (4.8) and the eigenvalues
of each Tj , whence those of T0=

⊕n
j=1Tj , accumulate only at −∞ and +∞,

so do the eigenvalues of TA,B; we denote them by (λk)k∈Z with λk < λk+1,

k ∈ Z. The principal part of WA,B(z) at λk is of the form
−WA,B,k

z−λk
with

non-negative WA,B,k ∈Mn(C)\{0n} of rank equal to the multiplicity of λk.
Then the functional calculus and the residue theorem applied to (4.10) imply
that, for all bounded intervals ∆⊂R, f=(f j)

n
1 ∈L2(G), and x ∈ G,

(
E(∆)f

)
(x)

=
∑

λk∈∆

Y (x, λk)P
t

(
B∗

−A∗

)
WA,B,k

(
B −A

)
P
(∫ vj

v

Yj(ξj , λk)
∗fj(ξj)dξj

)n ♯

1
.

Letting ∆=(−R,R) and R→∞, we arrive at the eigenfunction expansion

f=

∞∑

k=−∞

Y (·, λk)P t

(
B∗

−A∗

)
WA,B,k

(
B −A

)
P
(∫ vj

v

Yj(ξj , λk)
∗f j(ξj)dξj

)n ♯

1

in L2(G). Hence the mapping

f 7→
(
B −A

)
P
( ∫ vj

v

Yj(ξj , λk)
∗f j(ξj)dξj

)n ♯

1
=
(
B −A

)
P I(f , λk)

♯

can be considered as the Fourier transformation associated with TA,B, and
Parseval’s relation takes the form

(f , g)L2(G) =

∞∑

k=−∞

I(g, λk)
tP t

( B∗

−A∗

)
WA,B,k

(
B −A

)
P I(f , λk)

♯.
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Unlike the single interval case n = 1 (see e.g. [KL14]), for star graphs with
n > 1 edges the Fourier transformation is no longer scalar but n-dimensional
and hence higher spectral multiplicities may occur, see Theorem 5.3 in the
next section.

5. Eigenvalues and multiplicities for Robin matching conditions

In this subsection, for the self-adjoint extension induced by the Robin match-
ing conditions (2.12), (2.13) at the central vertex, we derive a characteristic
equation for the eigenvalues in terms of the Weyl–Titchmarsh functions mj

on the edges, investigate their multiplicities, and we prove a trace formula
for the resolvent difference of Tτ and T0.

To this end, we first specialize the resolvent formulas established in
Theorem 4.4. For the Robin matching conditions (2.12), (2.13) with τ 6= ±∞,
we choose the matrices A = Aτ , B = Bτ as in (2.14), and correspondingly
A±∞ and B±∞ for τ = ±∞. The associated self-adjoint operator is denoted
by Tτ := TAτ ,Bτ

. Note that for τ = 0 the operator coincides with T0 = TIn,0n .
Hence we assume that τ 6= 0 in the following if not explicitly stated otherwise.

Straightforward calculations yield that

(BτM(z)−Aτ)
−1Bτ =

1

1

τ
+

n∑

j=1

mj(z)




1
1
...
1



(
1 1 · · · 1

)
.

Since all mj , j=1, 2, . . . , n, are Nevanlinna functions, so is the function

mτ (z) :=
1

τ
+

n∑

j=1

mj(z), z ∈ C \ R. (5.1)

Using the above formula for (BτM(z)−Aτ)
−1Bτ and the formulas (4.12),

(4.13) for Γz, Γ∗
z, it is immediate from Theorem 4.4 that, for the Robin

matching conditions (2.12), (2.13), Krein’s resolvent formula (4.8) takes the
following form.

Corollary 5.1. For z∈C\R, g=(gj)
n
1 ∈L

2(G) and x=(xj)
n
1 , xj∈ej=[v, vj ],

(
(Tτ − z)−1g

)
(x)

=
(
(T0 − z)−1g

)
(x)− 1

mτ (z)

( n∑

ℓ=1

∫ vℓ

v

yℓ(ξj , z)
tgℓ(ξj) dξj

)(
yj(xj , z)

)n
1
(5.2)

=
(
(T0 − z)−1g

)
(x)− 1

mτ (z)

(
y(·, z), g

)
L2(G)

y(x, z),

where y(·, z) = (yj(·, z))n1 , yj(·, z) = Yj(·, z)
( −1

mj(z)

)
, and

(
(T0 − z)−1g

)
(x) =

((
(Tj − z)−1gj

)
(xj)

)n
1

(5.3)

with (Tj − z)−1gj given by (3.9).
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In Theorem 5.3 below we show that the set of eigenvalues splits into two
parts, simple eigenvalues that depend on τ and possibly non-simple eigenval-
ues that are independent of τ .

Lemma 5.2. Let z ∈ C be not a pole of mτ , i.e. not a pole of any mj, j = 1, 2,
. . . , n. Then

z ∈ σp(Tτ ) ⇐⇒ BτM(z)−Aτ is not invertible ⇐⇒ mτ (z) = 0. (5.4)

These eigenvalues of Tτ are simple, with eigenfunction y(·, z) =
(
yj(·, z)

)n
1

given by yj(·, z) = ujYj(·, z)
(

−1
mj(z)

)
where u = (uj)

n
1 6= 0 is a solution of

(
BτM(z)−Aτ

)
u=0.

Proof. Let Aτ , Bτ be the boundary matrices for Tτ defined in (2.14) and
assume z ∈ C is not a pole of any mj , j = 1, 2, . . . , n; then z is not a pole of
M = diag (m1,m2, . . . ,mn).

By Proposition 2.1, z ∈ σp(Tτ ) with eigenfunction y(·, z) =
(
yj(·, z)

)n
1

if and only if the following hold:

(i) y(·, z) ∈ ker(S∗−z), i.e. yj(·, z) = γj Yj(·, z)
(

−1
mj(z)

)
with γj ∈ C,

j=1, 2, ..., n;

(ii) y(·, z) satisfies the boundary condition Aτy
♯
1(v, z)+Bτy

♯
2(v, z) = 0.

“=⇒” in the first equivalence in (5.4): Since Y j(v, z) = I2 and due

to (4.4), condition (i) implies that y
♯
2(v, z) = −M(z)y♯

1(v, z); in particular,

y
♯
1(v, z) 6= 0 because z is no pole of M and y(·, z) 6= 0. Hence, by the

condition in (ii),

(BτM(z)−Aτ )y
♯
1(v, z) = 0 (5.5)

has a non-zero solution.

“⇐=” in the first equivalence in (5.4): If (5.5) has a non-zero solution

y
♯
1(v, z) ∈ C

n with components y
♯
1(v, z)j , j = 1, 2, . . . , n, then the function

y(·, z) = (yj(·, z))n1 with components yj(·, z) = y
♯
1(v, z)jYj(·, z)

(
−1
mj(z)

)
,

j = 1, 2, . . . , n, satisfies (i) and (ii) by construction.

The second equivalence in (5.4), e.g. for τ 6= ∞, is immediate from

BτM(z)−Aτ =




−1 1 0
−1 1

−1 1
. . .

. . .

0 −1 1
1 + τm1(z) τm2(z) · · · · · · · · · τmn−1(z) τmn(z)




and

det(BτM(z)−Aτ ) = (−1)n+1
(
1 + τ

n∑

j=1

mj(z)
)
= (−1)n+1τmτ (z).
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Since the dimension of the kernel of the matrix BτM(z) −Aτ is at most 1,
every zero of mτ is a simple eigenvalue of Tτ . �

Apart from the simple eigenvalues characterized in Lemma 5.2, there
may be other eigenvalues of possibly higher multiplicity which arise as poles
of at least two of the Weyl–Titchmarsh functions mj on the edges ej .

Theorem 5.3. For the Robin matching conditions (2.12), (2.13) with τ 6= 0,
the spectrum σp(Tτ ) of Tτ consists of two types of eigenvalues:

i) The solutions of the equation

n∑

j=1

mj(z) = − 1

τ
(5.6)

are simple eigenvalues and each of them is strictly increasing in τ on

the intervals [−∞, 0) and (0,∞];

ii) The common poles of ν+1 ∈ {2, 3, . . . , n} functions mj are eigenvalues

of multiplicity ν ∈ {1, 2, . . . , n− 1} and are independent of τ .

Further, for any τ1, τ2 ∈ R∪{∞}, the eigenvalues of Tτ1 and of Tτ2 interlace.

Proof. First assume that λ0 ∈ R is not a pole of any mj, j = 1, 2, . . . , n.
Then, by Lemma 5.2, λ0 ∈ σp(T ) if and only if λ0 is a solution of (5.6), and
in this case λ0 is simple.

Now suppose that λ0 ∈ R is a pole of ν+1 functions mj with ν ∈
{0, 1, . . . , n−1}, without loss of generality, of m1, m2, . . . , mν+1. The residue
γj of mj at λ0 satisfies γj < 0, j = 1, 2, . . . , ν + 1, and we set γj := 0,
j=ν + 2, ν + 3, . . . , n.

The orthogonal projection onto the possible eigenspace of Tτ at λ0 is
given by lim

z→λ0

(λ0 − z)(Tτ − z)−1. Using (5.2) and (4.2), we find that, for

g = (gj)
n
1 ∈ L2(G) and x=(xj)

n
1 , xj ∈ej=[v, vj ],

lim
z→λ0

(
(λ0 − z)(Tτ − z)−1g

)
(x)

=

(
Yj(xj , λ0)

(
0 0
0 γj

)∫ vj

v

Yj(ξj ;λ0)
∗gj(ξj) dξj

)n

1

(5.7)

− lim
z→λ0

τ(λ0 − z)2

(
1+τ

n∑

j=1

mj(z)
)
(λ0−z)

(( n∑

ℓ=1

∫ vℓ

v

yℓ(ξj , z)
tgℓ(ξj) dξj

)
yj(xj , z)

)n

1

.

Since yj(xj , z) = Yj(xj , z)

(
−1

mj(z)

)
, the limit lim

z→λ0

(λ0 − z)yj(xj , z) equals

Yj(xj , λ0)

(
0
γj

)
for j = 1, 2, . . . , ν+1 and

(
0
0

)
for j = ν + 2, ν + 3, . . . , n.
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So the limit on the right hand side of (5.7) equals

− 1
ν+1∑

j=1

γj

(( ν+1∑

ℓ=1

∫ vℓ

v

(
0 γℓ

)
Yℓ(ξj , λ0)

∗ gℓ(ξj) dξj

)
Yj(xj , λ0)

(
0
γj

))n

1

=: − 1
ν+1∑

j=1

γj

(
γj

(ν+1∑

ℓ=1

γℓµℓ

)(
yj,12(xj , λ0)
yj,22(xj , λ0)

))n

1

with

µℓ :=

∫ vℓ

v

(
yℓ,12(ξj , λ0) yℓ,22(ξj , λ0)

)(gℓ(ξj)
ĝℓ(ξj)

)
dξj , ℓ = 1, 2, . . . , ν + 1.

The components of the first term on the right hand side of (5.7) can be
written as

γj

∫ vj

v

(
yj,12(ξj ,λ0) yj,22(ξj ,λ0)

)(gj(ξj)
ĝj(ξj)

)
dξ

(
yj,12(xj ,λ0)
yj,22(xj ,λ0)

)
=γjµj

(
yj,12(xj ,λ0)
yj,22(xj ,λ0)

)
.

Altogether, (5.7) becomes

lim
z→λ0

(λ0−z)
(
(Tτ−z)−1g

)
(x) =

([
γjµj −

γj
ν+1∑

ℓ=1

γℓ

ν+1∑

ℓ=1

γℓµℓ

](
yj,12(xj , λ0)
yj,22(xj , λ0)

))n

1

.

This form shows that the dimension of the eigenspace of Tτ at λ0 is ≤ ν since
γj = 0 for j = ν + 2, ν + 3, . . . , n, and

ν+1∑

j=1

(
γjµj −

γj
ν+1∑

ℓ=1

γℓ

ν+1∑

ℓ=1

γℓµℓ

)
= 0;

in particular, if ν=0, i.e. λ0 is a pole of only one mj , then λ0 is no eigenvalue
of Tτ .

That the dimension of ker(Tτ − λ0) cannot be < ν follows from the
fact that the rank of (Tτ − z)−1 − (T0 − z)−1 is equal to 1 by (5.2) and the
multiplicity of λ0 as an eigenvalue of T0 equals ν + 1 by assumption.

For τ1, τ2 6= 0, the claimed interlacing property is immediate from the
fact that the left hand side of (5.6) is a Nevanlinna function. If e.g. τ2 = 0,
then the eigenvalues of Tτ2 = T0 = T1 ⊕T2 ⊕ · · · ⊕Tn are the poles of the left
hand side of (5.6) and a common pole of k functions mj is an eigenvalue of
T0 of multiplicity k, and the claim follows from i) and ii). �

Corollary 5.4. For τ 6=0 two consecutive eigenvalues of Tτ cannot be multiple.

Remark 5.5. For the special case τ = ∞ of standard matching conditions,
Theorem 5.3 was proved in [SW14, Thm. 3.19 (I/II)] in the more general set-
ting of symmetric relations with not necessarily discrete spectrum. An analo-
gous result for star graphs of Stieltjes strings was proved in [PRT13, Cor. 2.6].
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Theorem 5.6. With mτ (z) =
1

τ
+

n∑

j=1

mj(z) as in (5.1), the trace formula

tr
(
(Tτ − z)−1 − (T0 − z)−1

)
= −ṁτ (z)

mτ (z)
, z ∈ C \ R,

holds, i.e. mτ is the perturbation determinant of Tτ with respect to T0.
Proof. Let z ∈ C \R. By (5.2) the resolvent difference (Tτ−z)−1 − (T0−z)−1

is an integral operator in L2(G) of rank 1 with semi-separable kernel

Kτ (x, ξ; z) := − 1

mτ (z)
y(x, z)y(ξ, z)t, x, ξ ∈ G,

hence its trace is given by (comp. e.g. [GGK90, Thm. IX.3.2])

tr
(
(Tτ−z)−1 − (T0−z)−1

)
= − 1

mτ (z)

n∑

j=1

∫ vj

v

yj(ξj , z)
t yj(ξj , z) dξj . (5.8)

It remains to be shown that the integral in (5.8) equals ṁj(z). To this end,

we write mj(z) =
bj(z)

cj(z)
as in (3.7). Then, using Lemma 3.4, (3.8), and (3.6),

we find∫ vj

v

yj(ξj , z)
t yj(ξj , z) dξj =

(
−1mj(z)

) ∫ vj

v

!Yj(ξj , z)
∗ Yj(ξj , z) dξj

(
−1

mj(z)

)

= −
(
− 1 mj(z)

)
Yj(vj , z)

∗ JẎj(vj , z)

(
−1
mj(z)

)

= − 1

cj(z)

(
− sinαj cosαj

)
JẎj(vj , z)

(
−1
mj(z)

)

= − 1

cj(z)

(
cosαj sinαj

)(ẏj,11(vj , z) ẏj,12(vj , z)
ẏj,21(vj , z) ẏj,22(vj , z)

)( −1
bj(z)
cj(z)

)

= − 1

cj(z)

(
ḃj(z) ċj(z)

)
(

−1
bj(z)
cj(z)

)

= −−ḃj(z)cj(z) + bj(z)ċj(z)

cj(z)2

= ṁj(z). �

6. Dislocation of eigenvalues for Robin matching conditions

In this section we study the difference dR(Tτ ) of the number of eigenvalues in
intervals [0, R) and [−R, 0) for the Dirac-Krein operator Tτ . We prove that
there exists a number κ0 ∈ Z such that, for R > 0 sufficiently large, dR(Tτ )
differs from κ0 at most by n + 2; in fact, we even show a stronger result in
terms of the boundary parameters αj at the outer vertices.
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6.1.

As a first tool, we invoke results on the asymptotics of the eigenvalues of
Dirac-Krein operators on a compact interval with summable potentials (see
e.g. [AHM05], [LM14a]). In view of the boundary conditions (3.2) imposed
for the operators Tj on an edge ej = [v, vj ] for fixed j ∈ {1, 2, . . . , n}, we need
to apply the more general results in [LM14a] and the detailed version [LM15]
(see also [LM14b]). To this end, we first have to transform the differential
equation (3.1) into the form considered in [LM14a] by means of the unitary
matrix W diagonalizing J ,

W :=
1√
2

(
1 1
−i i

)
, W ∗W = I2, W ∗JW =

(
i 0
0 −i

)
. (6.1)

Proposition 6.1. A function f j =
(
fj f̂j

)t ∈ L2(ej) ⊕ L2(ej) is a solu-

tion of the homogeneous Dirac-Krein system (3.1) for z ∈ C with bound-

ary conditions (3.2) if and only if the function hj := W ∗f j =
(
hj ĥj

)t ∈
L2(ej)⊕L2(ej) is a solution of

(
i 0
0 −i

)
h
′
j(x)−

(
0 rj(x)

rj(x) 0

)
hj(x)− λhj(x)=0, x∈ej , (6.2)

hj(v) + ĥj(v) = 0, e−iαjhj(vj) + eiαj ĥj(vj) = 0, (6.3)

with λ = −z where rj := pj + iqj ∈ L1(ej ,C).

Proof. Let x ∈ ej and z ∈ C. If we insert f j =Whj into (3.1) and multiply
the resulting equation by−W ∗ from the left, we obtain that (3.1) is equivalent
to

W ∗JWh′
j(x)−W ∗Vj(x)Whj(x) + zhj(x) = 0.

The latter coincides with (6.2) because of (6.1) and

W ∗Vj(x)W =

(
0 pj(x) + iqj(x)

pj(x)− iqj(x) 0

)
, x ∈ ej .

The equivalence of (3.2), (6.3) is also immediate from f j=Whj . �

In the following, let lj := vj−v be the length of the edge ej = [v, vj ]. For
the problem (3.1), (3.2) with Vj ≡ 0, we denote the corresponding operator,
fundamental matrix, eigenvalues, and denominator of the Weyl–Titchmarsh
function by T 0

j , Y
0
j (·, z), µ0

j,k, k ∈ Z, and c0j(z), i.e.

Y 0
j (x, z) =

(
cos((x − v)z) − sin((x− v)z)
sin((x − v)z) cos((x− v)z)

)
,

µ0
j,k =

αj + kπ

lj
, k ∈ Z, (6.4)

c0j(z) = − sin((vj − v)z) cosαj + cos((vj − v)z) sinαj = sin(αj − ljz). (6.5)

Proposition 6.2. Let pj, qj ∈ L1(ej) and αj ∈ [0, π). Then the fundamental

matrix Yj(·, z) of (3.1) with Yj(v, z) = I2 (see (3.3)) and the eigenvalues
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µj,k, k ∈ Z, of the operator Tj, suitably enumerated, admit the asymptotic

expansions

Yj(x, z) = Y 0
j (x, z) + oj(1), |z| → ∞, uniformly in x ∈ ej, (6.6)

µj,k = µ0
j,k + oj(1), |k| → ∞; (6.7)

here the subscript j indicates that the lower order terms depend on j. Further,

cj(z) = c0j (z) + oj(1), |z| → ∞. (6.8)

Proof. If we transform the independent variable x ∈ ej = [v, vj ] to t ∈ [0, 1]
by means of x = v + ljt, we find that the system (6.2) is a special case of
the more general Dirac-type system [LM14a, (1)] with b1 = −lj, b2 = lj ,
Q12(t) = pj(v + ljt) +iqj(v + ljt), Q21 = pj(v + ljt) − iqj(v + ljt), t ∈ [0, 1].
Further, the boundary conditions (6.3) are the special case a11 = a12 = 1,
a13 = a14 = 0 and a21 = a22 = 0, a23 = e−iαj , a24 = eiαj of the boundary
conditions [LM14a, (3)]; in particular, the boundary conditions are separated
and hence strictly regular (see [LM14a, Rem. 1]). Moreover, the assumption
pj , qj ∈ L1(ej) implies that Q12, Q21 ∈ L1(0, 1) and hence all assumptions
of [LM14a, Prop. 1-3] are satisfied.

By Proposition 6.1, Yj(x, z), x∈ej , is the fundamental matrix of the Di-
rac-Krein system (3.1) with Yj(v, z)=I2 if and only if W ∗Yj(v+ ljt,−λ)W =
Φj(t, λ), t ∈ [0, 1], is the fundamental matrix of the corresponding trans-
formed system [LM14a, (1)] with Φj(0, λ) = I2. By [LM14a, Prop. 2], we have

Φj(t, λ) =

(
e−iljtλ 0

0 eiljtλ

)
+ oj(1), |λ| → ∞,

uniformly in t ∈ [0, 1], which implies the asymptotic expansion in (6.6) if we
note that ljt = x−v. Further, it is not difficult to check that the unperturbed
eigenvalues λ0k in [LM14a, (32)] can be computed explicitly to be (note that
b1 − b2 = −2lj therein) λ0k = −µ0

j,k, k ∈ Z. Now the asymptotic expansion

(6.7) follows from [LM14a, (33)].

Finally, (6.8) is immediate from (6.6) and the definition of cj, c
0
j (see

(3.7), (6.5), respectively). �

6.2.

Now we return to the Dirac-Krein operator Tτ on the star graph G with
potentials Vj on the edges ej , boundary conditions (2.3) at the outer vertices
vj , j = 1, 2, . . . , n, and Robin matching conditions (2.12), (2.13) at the central
vertex v.

For a self-adjoint operator T with discrete spectrum, in particular for
non-semi-bounded T , we introduce the following eigenvalue counting func-
tions. If λ1, λ2 ∈ R, λ1 < λ2, and λ ∈ [0,∞), µ ∈ (−∞, 0), we set

N
(
[λ1, λ2);T

)
:= #

(
σ(T ) ∩ [λ1, λ2)

)
,

N+(λ;T ) := N([0, λ);T
)
, N−(µ;T ) := N([µ, 0);T

)
,
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and, if R > 0,
dR(T ) := N+(R;T )−N−(−R;T ). (6.9)

The next theorem is the main result of this section. It shows that, for all
sufficiently large R > 0, the difference dR(Tτ ) of the numbers of eigenvalues
of Tτ in [0, R) and [−R, 0) deviates from some fixed integer κ0, which we call
dislocation index, at most by n + 2. In fact, the deviation can be expressed
even more precisely in terms of the boundary conditions at the outer vertices.

Theorem 6.3. There exists a number κ0 ∈ Z such that, for R > 0 suffi-

ciently large,

− (n≥ + 2) ≤ dR(Tτ )− κ0 ≤ n≤ + 2 (6.10)

with

n≥ := #
{
j ∈ {1, 2, . . . , n} : αj ≥

π

2

}
, n≤ := #

{
j ∈ {1, 2, . . . , n} : αj ≤

π

2

}
,

where αj are the parameters in the boundary conditions (2.3) at the outer

vertices.

Remark 6.4. It is immediate from (6.10) that, for R > 0 sufficiently large,

|dR(Tτ )− κ0| ≤ n+ 2.

For the proof of Theorem 6.3, and to obtain a formula for the dislocation
index κ0, we need some auxiliary results for the Dirac-Krein operators Tj on
the edges ej for fixed j ∈ {1, 2, . . . , n}.

By (6.4), the sequence of eigenvalues (µ0
j,k)k∈Z of the operator T 0

j with

Vj ≡ 0 is given by µ0
j,k =

αj+kπ

lj
, k ∈ Z, and ordered such that

· · · ≤ µ0
j,−2 ≤ µ0

j,−1 < 0 ≤ µ0
j,0 ≤ µ0

j,1 ≤ µ0
j,2 ≤ · · · .

Correspondingly, the sequence of eigenvalues (µj,k)k∈Z of Tj is enumerated
such that µj,k = µ0

j,k + oj(1), |k| → ∞ (see (6.7)).

Lemma 6.5. For every δ ∈ (0, π
2lj

), there exists a Kδ ∈ N such that

κ(Tj) := N+

(
µ0
j,k−1 + δ;Tj

)
−N−

(
µ0
j,−k − δ;Tj

)
(6.11)

is constant for all k≥Kδ, independent of δ, and even; in particular, κ(T 0
j )=0.

Proof. Let δ ∈ (0, π
2lj

) be arbitrary. It is not difficult to see that, due to the

eigenvalue asymptotics (6.7), there exists Kδ ∈ N0 such that, for all k ∈ Z,
k1, k2 ∈ Z, k1 ≤ k2, with |k|, |k1|, |k2| ≥ Kδ, we have µ0

j,k ± δ /∈ σ(Tj) and

N
([
µ0
j,k − δ, µ0

j,k + δ
)
; Tj

)
= 1; (6.12)

N
([
µ0
j,k + δ, µ0

j,k+1 − δ
)
; Tj

)
= 0; (6.13)

N
([
µ0
j,k1

−δ, µ0
j,k2−1+δ

)
; Tj

)
= k2 − k1. (6.14)

Then, for all k ≥ Kδ, by (6.13) and (6.12),

N+

(
µ0
j,k−1 + δ;Tj

)
= N+

(
µ0
j,Kδ−1 + δ;Tj

)
+N

([
µ0
j,Kδ

− δ, µ0
j,k−1 + δ

)
;Tj
)

= N+

(
µ0
j,Kδ−1 + δ;Tj

)
+ k −Kδ,
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and, analogously,

N−

(
µ0
j,−k − δ;Tj

)
= N−

(
µ0
j,−Kδ

− δ;Tj
)
+ k −Kδ.

Hence for k ≥ Kδ, the right hand side of (6.11)

κ(Tj , δ) := N+

(
µ0
j,k−1+ δ;Tj

)
−N−

(
µ0
j,−k− δ;Tj

)

= N+

(
µ0
j,Kδ−1+ δ;Tj

)
−N−

(
µ0
j,−Kδ

− δ;Tj
) (6.15)

is independent of k. The sum of the two terms on the right hand side is even
because, by (6.14),

N+

(
µ0
j,Kδ−1+ δ;Tj

)
+N−

(
µ0
j,−Kδ

− δ;Tj
)
= N

([
µ0
j,−Kδ

− δ, µ0
j,Kδ−1+ δ

)
;Tj
)

= 2Kδ ∈ 2Z; (6.16)

therefore the difference must be even as well, i.e. κ(Tj , δ) ∈ 2Z.

It remains to be shown that κ(Tj , δ) does not depend on δ and hence
κ(Tj) in (6.11) is well-defined. To this end, let δ1, δ2 ∈ (0, π

2lj
), without loss

of generality δ1 < δ2. Then we may choose Kδ2 ≤ Kδ1 and, by (6.12) and
(6.13), we obtain

N+

(
µ0
j,Kδ1

−1+ δ1;Tj
)

= N+

(
µ0
j,Kδ2

−1+ δ2;Tj
)
+N

([
µ0
j,Kδ2

−1+ δ2, µ
0
j,Kδ1

−1+ δ1
)
;Tj
)

= N+

(
µ0
j,Kδ2

−1+ δ2;Tj
)
+N

([
µ0
j,Kδ2

− δ2, µ
0
j,Kδ1

−1+ δ1
)
;Tj
)

= N+

(
µ0
j,Kδ2

−1+ δ2;Tj
)
+Kδ1 −Kδ2 ,

and, analogously,

N−

(
µ0
j,−Kδ1

− δ1;Tj
)
= N−

(
µ0
j,−Kδ2

− δ2;Tj
)
+Kδ1 −Kδ2 .

Taking the difference and using (6.15), we conclude κ(Tj , δ1) = κ(Tj , δ2). �

Lemma 6.6. There exists an Rj > 0 such that, for all R > Rj,

dR(Tj)− κ(Tj) ∈





{0, 1} if αj <
π
2 ,

{−1, 0, 1} if αj =
π
2 ,

{−1, 0} if αj >
π
2 .

(6.17)

Proof. Let δ > 0 be such that δ <
|π2 − αj |

lj
. Then δ < π

2lj
and we choose

Kδ ∈ N according to Lemma 6.5. If αj <
π
2 , then

µ0
j,−k + δ −

(
− (µ0

j,k−1 − δ)
)
= µ0

j,−k + µ0
j,k−1 + 2δ =

2αj − π

lj
+ 2δ < 0
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for k∈N. Hence the interval (µ0
j,k−1−δ, µ0

j,k−1+δ), reflected at 0, lies to the

right of the interval (µ0
j,−k−δ, µ0

j,−k+δ) and thus, by (6.9) and (6.12), (6.13),

κ(Tj)=N+(µ
0
j,k−1+δ;Tj)−

(
N−(−(µ0

j,k−1+δ);Tj)

+N
(
[µ0

j,−k−δ,−(µ0
j,k−1+δ));Tj)

)

=dµ0

j,k−1
+δ(Tj)− 1.

This proves (6.17) for R = Rj := µ0
j,k−1+δ if αj <

π
2 . For R ≥ Rj , the claim

follows if we note that

dR(Tj)− κ(Tj) = dR(Tj)− dµ0

j,k−1
+δ(Tj)−

(
κ(Tj)− dµ0

j,k−1
+δ(Tj)

)

= dR(Tj)− dµ0

j,k−1
+δ(Tj)− (−1)

and, since αj <
π
2 ,

dR(Tj)− dµ0

j,k−1
+δ(Tj) ∈ {−1, 0}.

The proof for the case αj >
π
2 is similar. For αj =

π
2 we have−µ0

j,k−1 = µ0
j,−k,

hence κ(Tj) = dµ0

j,k−1
+δ(Tj). Now the claim follows since, for R ≥ Rj ,

dR(Tj)− dµ0

j,k−1
+δ(Tj) ∈ {−1, 0, 1}. �

Proof of Theorem 6.3. We show that the two-sided inequality (6.10) holds with

κ0 =

n∑

j=1

κ(Tj), (6.18)

where κ(Tj) is defined as in (6.11). The decoupled operator T0, corresponding
to Dirichlet conditions at the central vertex v, and its eigenvalues are given by

T0 =
n⊕

j=1

Tj, σ(T0) =
n⋃

j=1

{
µ0
j,k : k ∈ Z

}
,

hence dR(T0) =
∑n

j=1 dR(Tj). By (6.17), we can estimate

dR(Tj)− κ(Tj) ≤
{
1 if αj ≤ π

2 ,

0 if αj >
π
2 .

Therefore, together with (6.18), we obtain

dR(T0)− κ0 =

n∑

j=1

(
dR(Tj)− κ(Tj)

)
≤ n≤. (6.19)

Further, by Theorem 5.3, the eigenvalues of Tτ and T0 interlace. From this
we conclude, considering the eigenvalues near −R, R, and 0, that

|dR(Tτ )− dR(T0)| ≤ 2,

which, together with (6.19), proves the upper bound in (6.10). The proof for
the lower bound is analogous. �
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6.3.

In this final subsection we derive an analytic formula for the numbers κ(Tj),
and hence for the dislocation index κ0 of Tτ in Theorem 6.3 given by (6.18).
It is based on the trace formula for Tj proved in Section 3.

Proposition 6.7. For z ∈ ρ(Tj), let Yj(·, z) = (yj,kl(·, z))2k,l=1 and let

cj(z) = yj,12(vj , z) cosαj + yj,22(vj , z) sinαj

be the denominator in the Weyl–Titchmarsh functionmj in (3.7). Further, set

ωj,− := max
(
σ(Tj) ∩ (−∞, 0)

)
, ωj,+ := min

(
σ(Tj) ∩ [0,∞)

)
.

Then, for every ωj ∈ (ωj,−, ωj,+),

κ(Tj) = − 1

π

∫ ′

R

ċj(ωj + is)

cj(ωj + is)
ds

=
1

π
lim

M→∞

(
arg
(
cj

(
ωj − iM

))
− arg

(
cj

(
ωj + iM

)))
,

(6.20)

where ′ denotes the Cauchy principal value at ∞.

Proof. By the residue theorem, for −∞ < λ1 < λ2 <∞ and µ ∈ R,

1

2π

∫ ′

R

( 1

µ− λ1 − is
− 1

µ− λ2 − is

)
ds =

{
1, µ ∈ (λ1, λ2),

0, µ /∈ [λ1, λ2].

This and Proposition 3.3 imply that, if λ1, λ2 /∈ σ(Tj), then the number of
eigenvalues of Tj in (λ1, λ2), counted with multiplicity, is

N([λ1, λ2);Tj) =
1

2π

∑

k∈Z

∫ ′

R

( 1

µj,k − λ1 − is
− 1

µj,k − λ2 − is

)
ds

=
1

2π

∫ ′

R

tr
(
(Tj − λ1 − is)−1 − (Tj − λ2 − is)−1

)
ds (6.21)

=
1

2π

∫ ′

R

( ċj(λ2 + is)

cj(λ2 + is)
− ċj(λ1 + is)

cj(λ1 + is)

)
ds.

By Lemma 6.5, for every δ ∈ (0, π
2lj

) there exists Kδ ∈ N such that for all

k ∈ N0, k ≥ Kδ, we have µ0
j,k ± δ /∈ σ(Tj) and

κ(Tj) = N+

(
µ0
j,k−1+ δ;Tj

)
−N−

(
µ0
j,−k− δ;Tj

)
. (6.22)

Since (ωj,−, ωj,+) ∩ σ(Tj) = ∅ and ωj ∈ (ωj,−, ωj,+), it follows that

κ(Tj) = N
(
[ωj, µ

0
j,k−1+ δ);Tj

)
−N

(
[µ0

j,−k− δ, ωj);Tj
)
.

Then, due to (6.21),

κ(Tj) =
1

2π

∫ ′

R

( ċj(µ0
j,k−1+ δ + is)

cj(µ0
j,k−1+ δ + is)

+
ċj(µ

0
j,−k− δ + is)

cj(µ0
j,−k− δ + is)

− 2
ċj(ωj + is)

cj(ωj + is)

)
ds.

It is not difficult to check that
ċj
cj

=
ċ0j
c0j

+

( cj
c0j

)·

cj
c0j

. Then
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κ(Tj) =
1

2π

∫ ′

R

( ċ0j(µ0
j,k−1+ δ + is)

c0j(µ
0
j,k−1+ δ + is)

+
ċ0j(µ

0
j,−k− δ + is)

c0j(µ
0
j,−k− δ + is)

)
ds

+
1

2π

∫ ′

R

(
( cj
c0j

)·
(µ0

j,k−1+ δ + is)

cj
c0j
(µ0

j,k−1+ δ + is)
+

( cj
c0j

)·
(µ0

j,−k− δ + is)

cj
c0j
(µ0

j,−k− δ + is)

)
ds

− 1

2π

∫ ′

R

2
ċj(ωj + is)

cj(ωj + is)
ds.

We denote the first two integrals in the above formula by I1,k and I2,k and
show that I1,k = 0 for k ≥ Kδ and I2,k = 0 for sufficiently large k ≥ Kδ; then
the first equality in (6.20) follows. By means of (6.21), we conclude that, for
k ≥ Kδ,

I1,k =N
([αj− π

2

lj
, µ0

j,k−1+δ
)
;T 0

j

)
−N

([
µ0
j,−k−δ,

αj− π
2

lj

)
;T 0

j

)

+
1

π

∫ ′

R

ċ0j(
αj−

π
2

lj
+is)

c0j(
αj−

π
2

lj
+is)

ds.

Since the first two numbers are both equal to k and since c0j(z) = sin(αj−ljz)
by (6.8), we obtain

I1,k = −lj
1

π

∫ ′

R

cot
(π
2
+ is

)
ds = i lj

1

π

∫ ′

R

tanh s ds = 0, k ≥ Kδ.

Because Yj(·, z) = Yj(·, z), we have
cj
c0j
(z) =

cj
c0j
(z) and hence

I2,k =
1

2π
lim

M→∞

(∫ µ0

j,k−1
+δ+iM

µ0

j,k−1
+δ−iM

(−i) dθ

(
ln
∣∣∣ cj
c0j
(θ)
∣∣∣+ i arg

(cj
c0j
(θ)
))

+

∫ µ0

j,−k−δ+iM

µ0

j,−k
−δ−iM

(−i) dθ

(
ln
∣∣∣ cj
c0j

(θ)
∣∣∣ + i arg

( cj
c0j
(θ)
)))

=
1

2π
lim

M→∞

(∫ µ0

j,k−1
+δ+iM

µ0

j,k−1
+δ−iM

dθ arg
( cj
c0j
(θ)
)
+

∫ µ0

j,−k−δ+iM

µ0

j,−k
−δ−iM

dθ arg
( cj
c0j
(θ)
))

=
1

2π
lim

M→∞

(∫ µ0

j,k−1
+δ+iM

µ0

j,k−1
+δ−iM

dθ arg
(
1 +

cj − c0j
c0j

(θ)
)

+

∫ µ0

j,−k−δ+iM

µ0

j,−k
−δ−iM

dθ arg
(
1 +

cj − c0j
c0j

(θ)
))

.

We denote the last two integrals by I+2,k and I−2,k and show that, for sufficiently

large k ≥ Kδ, they tend to 0 for M → ∞. If we use that µ0
j,k−1 is a zero of

c0j(z) = sin(αj − ljz), it is elementary to show that, for all θ = µ0
j,k−1+δ+it,

t∈R,

|c0j(θ)| ≥ | sin(ljδ)| cosh t ≥ | sin(ljδ)| > 0.
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Since (cj − c0j)(z) = oj(z), |z| → ∞, by (6.8), we have

lim
M→∞

cj − c0j
c0j

(µ0
j,k−1 + δ ± iM) = 0. (6.23)

Moreover, we can choose k0 ≥ Kδ so large that for all θ = µ0
j,k0−1 + δ + it,

t ∈ R, we can estimate |(cj − c0j)(θ)| < sin(ljδ)/2 and hence

∣∣∣
cj − c0j
c0j

(θ)
∣∣∣ < 1

2
. (6.24)

Now (6.23) and (6.24) imply that I+2,k0
= 0. Analogously, we obtain I−2,k0

= 0
and hence I2,k0

= 0.

The second equality in (6.20) follows from the first one using the sym-

metry property of
ċj
cj

in the same way as in the reasoning for I2,k above. �
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